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Abstract – We propose a biometric system using two 
human recognition techniques, both of them using the 
same kind of supervised classifier. The first one 
represents a Eigenface based facial recognition 
approach, while the second is a text-independent 
speaker recognition method. A minimum mean 
distance classification technique is provided for person 
identification. Threshold-based verification approaches 
are used by both recognition methods.   
Keywords: face recognition, eigenvectors, eigenface, 
feature vector, training set, supervised 
classification, text-independent speaker 
recognition, mel-cepstral analysis. 
 

I. INTRODUCTION 
 

Biometric recognition refers to the use of distinctive 
physiological (like voice, fingerprints, face, retina, 
iris) and behavioral (like gait, signature) 
characteristics, called biometric identifiers (or simply 
biometrics), for automatically identifying and 
verifying the human persons. In this paper we focus 
on biometric authentication using two important 
identifiers: face and voice. 
Thus, we propose a two-level biometric system. First, 
the persons are recognized by their faces [1-7]. Then, 
their voice recognition is performed for a better 
authentication [8-11].  
In the next section we describe a novel eigenimage 
based face recognition approach. A speech-
independent voice recognition technique, using a mel-
cepstral analysis, is provided in the third section. 
The two biometric methods use similar supervised 
person classification schemes in the identification 
stage. A minimum mean distance classifier is thus 
proposed by us. Also, threshold-based verification 
procedures are used by both recognition techniques.   
Experiments performed using the described 
techniques are also presented. The article ends with a 
conclusions section.   
  

II. A FACE RECOGNITION TECHNIQUE 
 

Facial recognition represents a very important 
biometric authentication domain. A face recognition 

system is a computer-driven application for 
automatically identifying a person from a digital 
image. It performs that operation by comparing 
selected facial features in the input image and a face 
database. 
The most popular recognition techniques include 
Eigenface [1,2], Fisherface [3], the Hidden Markov 
Model (HMM) [4], Gabor Filters [5], and the neuronal 
based Dynamic Link Matching [6]. We provide an 
eigenimage-based face recognition method in this 
paper [1,2]. Proposed in 1991 by M. Turk and A. 
Pentland, the Eigenface approach was the first 
genuinely successful system for automatic recognition 
of human faces [1]. It represented a breakway from 
contemporary research trend on face recognition 
which focused on identifying some individual features 
such as eyes, nose, mouth and head outline and 
developing a face model based on position and size of 
these characteristics. 
Our work is based on this influential work of Turk 
and Pentland [1]. Let us briefly describe their facial 
recognition method. One starts with a large set of face 
images, the training set. Then, each image is 
represented as a vector Mii ,...,1   , =Γ and the 

average vector Ψ  is computed. Next, the covariance 
matrix is obtained as TAAC ⋅= , where 

],...,[ 1 MA ΦΦ= , Ψ−Γ=Φ ii . The eigenvectors 
and eigenvalues of C, a very large matrix, are 
computed from those of AAT ⋅ . Thus, TAA ⋅  and 

AAT ⋅  have the same eigenvalues and their 
eigenvectors are related as follows: ii Avu = . One 

keeps only 'M eigenvectors, corresponding to the 
largest eigenvalues. Each of these eigenvectors 
represents an eigenimage or eigenface. Each face 
image is projected onto each of the eigenfaces, its 
feature vector, containing 'M weights, thus being 
obtained. Any new input face image is identified by 
computing the Euclidean distance between its feature 
vector and each feature training vector. Next, 
verification procedures may be needed to determine if 
the input image represents a face at all or if it 
represents one of the persons from the training set. 
Threshold values are used for face verification. 
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As any pattern recognition system, our face 
recognition system consists of two main steps: feature 
extraction and classification. Its last part, face 
classification, is composed of two processes: face 
identification, and verification. An additional 
procedure, namely face detection, may be necessary. 
 
A. Face feature extraction approach 
 
Let us consider M matrices of size 21  NN × , 
representing the discrete images. Their corresponding 

1 21 ×⋅ NN  image vectors are MII ,...,1 . We have 

AAQ T ⋅=~ , where 
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Thus, we determine the eigenvectors iψ  of the matrix 

Q~ . Then, the eigenvectors of the covariance operator 
Q are computed as: 
 

MiA ii ,...,1  ,~ =⋅= ψϕ                (3) 
 

We keep only MM <'  eigenimages corresponding 
to largest eigenvalues and consider the space 

'3
1}~{ M

iilinspanX == ϕ . Then, the projection of 

],,[ 21
iii WWΦ  on X is given by: 
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where T

iii
T
j

j
i WWw ],,[~ 21Φ⋅= ϕ . Therefore, for 

each face image iI  a corresponding training feature 
vector is extracted as the sequence of all these 
weights: 

 
MiwwIV TM

iii 3,...,1  ,],...,[)(
'31 ==       (5)                                    

 
Thus, the feature training set of the recognition 
system is obtained as )}(),...,({ 1 MIVIV , each 
feature vector being given by (5). Euclidean distance 
can be used to classify the image feature vectors.  
 

B. Supervised face classification approach 
 
We propose a supervised classification approach for 
face recognition [2]. A minimum mean distance 
classifier is used for feature vector classification [2, 
12,13]. Thus, we provide an extension of the classical 
variant of minimum distance classifier. 
So, let us consider an unknown input image Γ  to be 
recognized using the face training set },...,{ 1 MII . 
The feature training set of our classifier is 

)}(),...,({ 1 MIVIV  and its metric is the Euclidean 
distance for vectors. There are three processes to be 
performed for this image: face detection, face 
identification and face verification. The first step can 
be omitted if the input image is a human face for sure. 
First the input image is normalized: Ψ−Γ=Φ , 

where ∑
=

=Ψ
M

i
iI

M 1

1
. The vectors 1W  and 2W  are 

computed from Φ  using relation (2). Then it is 
projected on the eigenspace, using the formula 

∑
=

=Φ
'
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i
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iwP ϕ , where TT
i

i WWw ] , ,[~ 21Φ⋅=ϕ . 

Therefore, its feature vector is obtained as 
TMwwV ],...,[)(

'1=Γ .  
A threshold-based face detection procedure should be 
performed to determine if the given image represents 
a face or not. Therefore, if TP ≤Φ−Φ )( , where 

T is a chosen threshold value, then Γ  represents a 
face, otherwise it is a non-face image. If it is a human 
face, an identification process has to be performed. 
Let us suppose there are K persons whose faces are 
represented in the training set },...,{ 1 MII . We could 
name them registered persons (users). Therefore, we 
choose to re-note the training images as  
 

MKIIIIII Kn
KK

in
ii

n < },,...,,...,,...,,...,,...,{ )(1)(1)1(
1

1
1 (6)                           

 
where },...,{ )(1 in

ii II  represents the training subset 
provided by the ith advised person, n(i) being the 
number of its image faces. We propose a minimum 
mean-distance classification technique for face 
identification. This means that for each registered 
user, the mean distance between its feature training 
subset and the feature vector of the input face is 
computed. The input image is associated to the user 
corresponding to the minimum distance value. That 
user must be the kth registered person, where:  
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where d is the Euclidean metric. Thus, each input face 
image Γ  is identified as an advised person by the 
above formula.  

6

BUPT



The face identification procedure has to be completed 
by a facial verification step. We propose a threshold-
based verification technique. Any such method 
implies the task of choosing a proper threshold value 
[2]. We provide a novel threshold detection idea, 
considering the overall maximum distance between 
any two feature vectors belonging to the same training 
feature subset as a threshold value. So, each time an 
input image is to be associated to an registered user of 
the system, the computed minimum mean distance 
value has to be compared with that threshold, first. 
Thus, the input face Γ  represents the kth registered 
person if the following condition is satisfied: 
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where k is given by (7) and the threshold value is 
computed as: 
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If the condition expressed by formula (8) is not 
satisfied, then the input facial image is rejected by our 
recognition system. It is labeled as corresponding to 
an unregistered person. 
 
C. Experiments 
 
We performed a lot of experiments on various face 
datasets and obtained satisfactory face recognition 
results with our system. It has a high recognition rate, 
approximately 90%. We used “Yale Face Database B” 
[7], that contains thousands of 168192 × face images 
corresponding to many subjects, for our tests. 
  

 
Fig. 1. The face image training set 

 
The following example utilizes a training set 
containing 30 face images representing three people. 

and illustrated in Fig.1. We compute a total of 90 
eigenimages for this set but only the most significant 
27 eigenfaces ( 9' =M ) are further used. They are 
depicted in Fig. 2. Using these eigenimages, the 
feature training set, containing the 30 face feature 
vectors, is obtained.  

 

 
Fig. 2. The most significant eigenfaces 

 
Next, we consider an input image set, composed of 
the 10 photos displayed in Figure 5.3. Then, each of 
them is detected as an human face image, so an 
identification process is performed.  
 

 
Fig.3. The input image set 

 
The corresponding feature vectors are then 
determined and the mean distance values between 
these input image feature vectors and the three feature 
subsets are computed. These values are registered in 
the next table, where each column i, marked by iD , 
contains the distance values from the ten feature 
vectors to the ith feature subset. 
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                Table 1. The mean distance values 
 
 
 
 
 
 
 
 
 
 
 
 
 
It results from Table 1 that the input images 1, 3 and 8 
are identified as faces of the third registered person 
from Fig.1, the images 2, 6 and 10 are identified as 
faces of the first person and images 4 and 7 are 
identified as the second person. Also, the face images 
5 and 9 are identified as belonging to the first 
registered person but their distance values, 5.795 and 
5.101, are found greater than the threshold. In this 
case we get 568.2=T , so the verification procedure 
labels the person with faces 5 and 10 as unregistered, 
the other faces being identified correctly.   
 

III. SPEECH-INDEPENDENT VOICE 
RECOGNITION APPROACH 

 
Voice recognition methods can be divided into text-
dependent and text-independent techniques [8]. The 
former approaches discriminate the users based on the 
same spoken utterance, while the latter do not rely on 
a specific speech. 
The most successful speech-independent recognition 
methods are based on Vector Quantization (VQ) or 
Gaussian Mixture Model (GMM). The VQ-based 
methods are parametric approaches which use VQ 
codebooks consisting of a small number of 
representative feature vectors [9,10], while the GMM-
based methods represent non-parametric techniques 
using K Gaussian distributions [11]. 
The speaker identification system proposed in this 
paper uses the melodic cepstral analysis in the feature 
extraction stage and a minimum mean distance 
classifier in the classification part. We utilize a 
threshold –based approach for speaker verification. 
 
A. Speech feature extraction approach 
 
The Mel Frequency Cepstral Coefficients (MFCCs) 
are the dominant features used for speech and speaker 
recognition ([8], [10], [12]).   
Other voice recognition methods, such as those based 
on Vector Quantization, utilizes MFCC-based 
unidimensional feature vectors [10]. Our proposed  
speech feature extraction technique obtains 
bidimensional feature vectors. 
Thus, a short-time analysis is performed on the sound 
signal to be featured [12]. The speech signal is 

divided in overlapping frames having the length 256 
and overlaps of 128 coefficients. Then, each resulted 
segment is windowed, by multiplying it with a 
Hamming window of length 256. The spectrum of 
each windowed sequence is then computed, by 
applying FFT to it. The cepstrum of each windowed 
frame s[n] is then computed as: 
 

C[n] = IFFT(log|FFT(s[n])|))                (10) 
 
where IFFT represents the Inverse FFT. Next we use 
the mel-scale, which translates regular frequencies to 
a scale that is more appropriate for speech. So, a 
sequence of mel-frequency cepstral coefficients 
(MFCCs) are obtained for each frame. Each such 
MFCC set represents a melodic cepstral acoustic 
vector. Next, a derivation process is performed on 
these MFCC acoustic vectors.  

Delta mel cepstral coefficients (DMFCC) are 
computed as the first order derivatives of mel cepstral 
coefficients. Then, the delta delta mel frequency 
cepstral coefficients (DDMFCC) are obtained as the 
second order derivatives of MFCCs. These derivative 
processes are used because of the intra-speaker 
variability. Thus, a set of DDMFCC acoustic vectors 
result for the initial voice signal. Each of them is 
composed of 256 samples, but the speech information 
is codified mainly in the first 12 coefficients. So, each 
acoustic vector is truncated at its first 12 samples and 
then it is positioned on a matrix column. 
The resulted DDMFCC acoustic matrix constitutes a 
powerful speech feature vector. Let us note V(S) the 
feature vector corresponding to input speech S. Each 
feature vector has 12 rows and a number of columns 
depending on the length of the speech signal. So, 
because of their different dimensions, these feature 
vectors cannot be classified using the well-known 
Euclidean distance. For this reason, a special 
nonlinear metric is introduced in the next section [12].  
 
B. A supervised speaker classification and 

verification scheme 
 
As mentioned in the introduction, we use a similar 
supervised classification approach as in the face 
recognition case. The same minimum mean distance 
classifier is used for voice classification, but with a 
different metric. While the face classifier uses the 
Euclidian metric, the speaker classifier uses a special 
nonlinear metric. 
Thus, we propose a new metric which is able to 
compute the distance between different sized matrices 
having a single common dimension, like the acoustic 
matrices representing our voice feature vectors. It is 
derived from the Hausdorff distance for sets [12], 
described as:  
 

)},(infmax),,(infmax{),( badistbadistBAH
AaBbBbAa ∈∈∈∈

=  (11) 

 

D1 D2 D3  
2.573 3.090 2.351 1 
1.919 3.859 3.257 2 
2.557 2.788 2.273 3 
2.736 1.954 2.534 4 
5.795 6.716 6.103 5 
2.270 2.595 3.135 6 
2.108 1.789 3.293 7 
3.147 2.623 2.331 8 
5.101 6.959 5.143 9 
1.923 3.467 2.926 10 
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where dist can be the Euclidean metric. After 
transforming the formula above, we obtain the 
following metric: 
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where mnijaA ×= )(  and pnijbB ×= )(  are matrices 
having the same number of rows. The nonlinear 
function d does not represent a Hausdorff metric 
anymore, but it verifies the three distance properties: 
positivity, simmetry and triangle inequality [12]. 
The training set of our classifier contains a collection 
of spoken utterances, generated by the registered 
(advised) speakers. Each vocal utterance from the 
training set constitutes a vocal prototype and 
represents the same speech. We consider a large 
spoken text containing all the English language 
phonemes. Each registered speaker should provide 
this speech several times. 
Therefore, the resulted training set receives the form 

},...,{ 1 NPPP = , where each },...,{ )(1
i

in
i

i ssP =  
represents the set of signal prototypes corresponding 
to the ith speaker, N being the number of advised 
speakers. For each i

js the previously described vocal 
feature extraction is performed, the feature training set 

)}}(),...,({)},...,(),...,({{ )(1
1

)1(1
N

Nn
N

n
i sVsVsVsV  being 

obtained. There are N classes, each of them 
corresponding to a different advised speaker. Our 
classification procedure inserts each input vocal signal 
in the class of the closest registered speaker, which is 
the speaker corresponding to the smallest mean 
distance between the feature vector of the input signal 
and the prototype vectors of the speaker. So, we 
identify the pi

th speaker as being the closest to iS , 
where: 
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The N classes of vocal utterances, represents the result 
of the speaker identification process. The next stage 
of the recognition process, speaker verification, has to 
decide if an identified speaker represents a registered 
user of the system. Let the identified classes be 

NCC ,...,1 . We propose a threshold-based approach, 
setting a threshold value T and then compare the 
resulted minimum mean distance values with it. Thus, 
the following condition has to be tested: 
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where the threshold T is chosen from the numerical 
experiments. If condition (14) becomes true for a 
voice sequence S and a class iC , then the vocal 
utterance S is accepted by the recognition system as 
an advised vocal input, otherwise being rejected. 
 
C. Experiments  

The experiments we have performed prove the 
effectiveness of our voice recognition system.  We 
obtain a high speaker recognition rate, that is 
approximately 85%. 
Let us describe now a simple speaker recognition 
example using our approach. We consider three 
registered speakers and a long sequence of words, 
containing all the English phonemes, to be spoken by 
each of them.  
The training set contains four vocal utterances having 
that sequence of words as text. We got one recording 
for the first advised user, two recordings for the 
second user and one recording for the last one. The 
prototype speech signals and the corresponding 
training feature vectors, are  represented as RGB color 
images in Fig. 4. 
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Fig. 4. The prototype speech signals and their feature vectors 

   
Then, we consider a sequence of nine input speech 
utterances to be recognized, each of them having a 
different spoken text. Their speech signals, 

},,,,,,,,{ 987654321 SSSSSSSSS , are represented 
in the fifth figure. 
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Fig. 5. The input speech signals 

 
Next, the feature vectors )( iSV  are computed, and 
they are displayed in Fig. 6. The mean distance values 
between the input feature vectors and the training 
feature subsets are registered in the Table 2.  
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  Fig. 6. The speech feature vectors 

 
Table 2. The mean distance values 

 
 Speaker 1 Speaker 2 Speaker 3 

Input 1 5.6678 3.4676 6.2476 
Input 2 4.1606 7.2581 6.4327 
Input 3 5.9543 3.8976 4.3671 
Input 4 6.0946 4.7342 2.9857 
Input 5 10.6853 9.7366 8.6545 
Input 6 5.1522 5.7855 6.3879 
Input 7 7.5031 4.8871 10.8775 
Input 8 8.7624 7.9964 5.8976 
Input 9 3.2465 8.0245 4.9082 

 
First, we get the following identification result, based 
on the values registered in the table. The input signals 
2, 6 and 9 belong to the first speaker, the input 

speeches 1, 3 and 7 are associated to the second 
registered speaker, and the input signals 4, 5 and 8 
belong to the third speaker. Using the threshold value 
T =7.5, we then obtain the final speaker recognition 
result: Speaker 1 => },,{ 962 SSS , Speaker 2 
=> },,{ 731 SSS , Speaker 3 => },{ 84 SS  and finally, 
Unregistered Speaker => }{ 5S . 
  

IV. CONCLUSIONS 
 
A two-level human person recognition system has 
been proposed in this paper. We have used two 
biometrics in this paper, face and voice, and obtained 
satisfactory results. 
The main contributions of this paper are as follows: 
the Eigenface based face feature extraction, the 
DDMFCC based voice featuring, the supervised 
classification scheme, the proposed nonlinear metric 
and the threshold based speaker verification approach.  
Our future research will focus on adding recognition 
operations based on other human identifiers to this 
biometric system.  
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