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Abstract – According to RBF neural network theory, it 
is well known that the (recognition) performances of 
these architectures depend a lot by the positioning 
method of centers into input dataspace. Using the 
affiliation of genetic algorithms to the class of the global 
searching techniques, and their ability to offer very good 
results in solving of complex optimization problems, it is 
justified the attempt to select RBF neural network 
centers through a suitable genetic procedure. 
Keywords: RBF neural network, genetic algorithm, 
pattern recognition 
 

I. INTRODUCTION 
 

According to [1], it is known that the back-
propagation (BP) algorithm used in case of multilayer 
perceptron (MLP) training represents an optimization 
method by stochastic approximation type. Another 
procedure for a neural network design and training 
can be that to consider this problem as a curve 
approximation in Rn space and thus, to determine a 
n-D surface achieving the best matching with the 
input pattern set. Accordingly, the generalization 
capacity of this new neural network can be used with 
success for interpolation of the data from the testing 
set. Also, the hidden layer neurons will have the role 
to generate a function set for a suitable representation 
of each input pattern, this representation space being 
made from so-called radial basis functions (RBF) [2]. 
The mathematical support of RBF neural network 
theory is based on the Covers theorem alluding to the 
vectors (features) discrimination [3]: “A complex 
pattern-classification problem cast in high-
dimensional space nonlinearly is more likely to be 
linearly separable than in a low dimensional space”. 

 

 
Fig. 1. n-D RBF neural network architecture 

 
Consequently, an important step in design and 
training procedure of RBF neural networks consists in 

{ } 1,ti i m=  center selection (see Fig.1). In the 

fundamental literature assigned to the theory of RBF 
neural networks, the basic strategies for center 
selection are: random positioning, supervised 
selection and  clustering selection techniques [2], [3]. 
Also, based on these fundamental strategies, in 
literature a lot of suitable methods for RBF network 
center selection are mentioned [4], [5] ,[6], [7]. 
Generally speaking, the standard approches used for 
RBF network center selection lead to some important 
disadvantages, such us: difficulties due to network 
overfitting involving calculus time increasing, bad 
conditioning problems due to liniar dependence 
caused by center proximity etc. Consequently, all 
these disadvantages have as immediate effect a 
serious decreasing of the classification performances 
for a recognition system (ATR system) using RBF 
neural networks [8].     
According to [9], an efficient and flexible solution for 
increasing the pattern recognition performances of 
RBF neural networks comparing to the case of 
standard center selection algorithms use can be 
unsupervised competitive clustering algorithm (UCC) 
proposed by Brown.   
Taking into account the affiliation of genetic 
algorithms (GA) to the modern class of the global 
searching methods, the aim of this paper is to provide 
a design procedure for a specific GA which represents 
an improved and more robust alternative solution to 
the reference standard selection methods [9],  [10]. 
Therefore, in the first part of the paper, a theoretical 
demonstration of GA design, as well as the basic 
properties of this new selection method is presented. 
In the last part of the paper, the experimental results 
that confirm the theoretical properties of the proposed 
GA are shown. Finally, some important conclusions 
and future research directions in this action field are 
also included.     
 

II. GENETIC ALGORITHM DESIGN 
 

The design procedure for the proposed GA starts with 
the solving of two basic problems assigned to genetic 
optimization [10]: encoding of the interesting real 
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problem in chromosomal terms and respectively, a 
suitable definition of the fitness function. 
In order to optimize the parameters of RBF network 
functions { }, 1,ti i i mσ = , the proposed GA must 

contain the following important two steps: 
 S1. if the training dataset has the form 

{ }, , R1,
ndk k kk P ∈=X X  and c is the number of 

the classes from input space, then using an adaptive 
clustering algorithm (with zoom effect, e.g. k-means 
or ISODATA techniques) the major tendencies from 
inside of each data cluster are determined. Therefore, 
based on this clustering method use, inside of each 
main data cluster from input space is bounded into 

1

c
m m mj j
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 S2. the starting chromosome population is made 
using a random choice of m j  vectors kX  from each 
class (one vector for each bounded subcluster) and 
finally, a vector linear concatenation. Therefore, each 
chromosom will have assigned m vectors { } 1,ti i m=  

which are extracted from the training dataset. Also, in 
order to provide a suitable representation, it was used 
a real  encoding technique.  
After the applying of RBF network center selection 
procedure, { } 1,i i mσ =  spread for each hidden neuron 

was calculated according to following equation: 
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where the used notations are consacreted [1].  
Consequently, each output of RBF neural network can 
be written according to the following equation [2]: 
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where ( )S ⋅ is the transfer function for each neuron 
from output layer, by purelin type. 

Because in this moment RBF setting parameters 
{ }, 1,ti i i mσ =  are known, the neural weigths to output 

layer { } 1,wi i m=  can be easily calculated using 

standard OLS algorithm [2].  

The fitness function used for each chromosome 
evaluation is by RMS error type, and it was 
calculated according to the following equation: 
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(3). 

 
The stopping criterion for the proposed GA was 
represented by the exceeding of the maxim generation 
number (this number has a constant value) or when 
the goal error was reached.  
The parents selection for the next generation was 
realized using an elitist method. To eliminate 
untimely convergence phenomenon, the fitness 
function was scaled acording to the following 
equation: 
 

[ ], 1.2, 2max max
new oldE k E k= ⋅ ∈            (4). 

 
The crossover supossed the use of two splitting points 
(randomly chosen), and each chromosome had 
attached a certain crossover probability with values 
into [ ]0.6, 0.95  range. In order to introduce new 
chromosomes inside of the current population, and to 
protect genetic algorithm against irreversible and 
accidental information failures generated by improper 
crossover operations, the mutation was used. The 
probability of mutation was chosen into 
[ ]0.001, 0.01 range. 
Generally speaking, it is known that the solution 
given by genetic algorithm is coded under the form of 
the most performant chromosome that belongs to the 
last generation but in fact, nothing not garantees us 
that a more performant chromosome has not been 
obtained, for example, in the previous chromosomial 
generation. Consequently, using the analogy with the 
Gallant algorithm from neural network theory [9], at 
each chromosomial generation, the best chromosom 
from this population will be kept into pocket and thus, 
after a suitable decreased order technique, it will 
result indeed the best final solution. 
More details regarding theoretical aspects treated in 
this section can be found in [9] and [10]. 
 

III. EXPERIMENTAL RESULTS 
 
The main objective of experimental part of the paper 
is to demonstrate the superiority as performance level, 
comparing to standard UCC technique, of the 
proposed genetic center selection procedure. 
The logical diagram used to generate the input video 
database for RBF neural network training and testing 
is presented in Fig.2. 
As it can be seen from Fig.2, the video database used 
in this application was obtained from a (digital) 
photographical survey of five military aircraft models 
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(F117, Mirage 2000, Mig 29, F16 and Tornado) 
scaled at 1:48 (see Fig.2a).  The survey was taken 
using a 50 increment in the azimuthal plane, using a 

range of 0 00 , 180⎡ ⎤
⎢ ⎥⎣ ⎦

 justified by the geometric 

aircraft shape simmetry. 
Each image from the input video database has a 
resolution of 520×160 pixels, in an uncompressed 
BMP format. 
After the acquisition and preprocessing steps (see 
Fig.2b), a number of 37 video images/class is 
obtained. A number of 19 images were used for RBF 
neural classifier training while for testing 18 images 
were used. As feature extraction methods, Fourier and 
respectively, Zernike invariants were used, and as 
feature selection method, an improved version of 
Sammon nonlinear projection algorithm was used [9]. 

 

            
                         F 16                                          Mig 29 

(a) Examples of military aircraft models used in database design 
 

 
(b) Acquisition and preprocessing stage 

 

 
(c) Center selection and training stage of RBF network 

Fig.2. The testing procedure used in case of RBF network center 
selection 

 
In order to implement and test the proposed 
optimization method, Genetic optimization toolbox 
(GAOT) from MATLAB™ 7.0 package was used, on 
a Pentium TM processor at 2.4 GHz. 

The experimental results obtained after RBF center 
selection method applying are indicated in Table 1. 
Also, after RBF center selection and training stage, it 
is important to quantify and analyze the following 
important two parameters: CR (classification rate) 
that represents, in (%), the ratio between the number 
of correct classified input patterns and the total 
number of patterns used for classification and 
respectively, CT (convergence time) that represents, 
in (s), the medium time needful to obtain the final 
RBF network classification solutions. 
 
Table 1 

RBF network center 
selection method Results Running 

parameters 
Case of Fourier invariant use as feature extraction method (11) 

UCC algorithm 
CR=91%, 
CT=0.67 s 
n=7 

maxepochs=104 
ε=10-2 
spread=0.9 
m=8 

Genetic algorithm 
CR=94%, 
CT=0.54 s 
n=6 

run time=175 s 
maxpop=75 
maxstring=66 
maxgen=100 
pî=0.8 
pm=0.05  
e=6; ε0=10-2  
c=5; P=185 
m=11 

Case of Zernike invariant use as feature extraction method (6) 

UCC algorithm 
CR=93%, 
CT=0.7 s 
n=5 

maxepochs=104 
ε=10-2 
spread=0.85 
m=9 

Genetic algorithm 
CR=96%, 
CT=0.6 s 
n=5 

run time=184 s 
maxpop=75 
maxstring=70 
maxgen=100 
pî=0.8 
pm=0.05  
e=6; ε0=10-2  
c=5; P=185 
m=14 

 
In Fig.3a, at finish of GA running (using Fourier 
invariants), a 2D projection of RBF center mapping 
over input data space is shown. Also, in Fig.3b, the 
same graphical representation but using Zernike 
invariants is presented.      

 

 
(a) Case of Fourier invarint use as feature extraction method  
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(b) Case of Zernike invarint use as feature extraction method 

Fig.3. RBF network center 2D projection over input data space 
 

As one can see in Fig.3, GA used for RBF network 
center selection leads to a very good center 
positioning over input data space (each significant 
data (sub)cluster has allocated at least a RBF center) 
even through it was used a minimal 2D 
representation. Therefore, it is expected to obtain also 
very good classification results (see Table 1).  
More details regarding experimental aspects treated in 
this section of the paper can be found in [8]. 
 

V. CONCLUSION AND FUTURE WORK 
 
The theoretical and experimental results presented in 
this paper leads to the following remarks concerning 
the proposed GA for RBF network center selection: 

- applying of the proposed GA for RBF network 
center selection, leads to very good classification 
performances ( CR 94%> ), and has as result a good 
increasing of CR, generally 3% more than standard 
UCC algorithm use. Also, using this genetic 
procedure, CT decreases, generally 20% less than 
reference algorithm (see results from Table 1); 

- although the input database and recognition 
system structure analyzed in this paper are not 
identically with ones used in others references, 
however the increasing ratio of classification results is 
similar, comparing to other RBF network center 
selection methods [4], [5], [6], [7];    

- generally speaking, the most important 
disadvantage of GA use for RBF network center 
selection is concerning the more increased computing 
resources needful to obtain the best individuals 
comparing to standard selection techniques. In our 
study case, this disadvantage is not very significant 
because the dimension of input database used for 
applications is medium. 
As a conclusion, the design of GA for RBF network 
center selection is feasible, and this GANN system 
can be used in an efficient manner inside of real 
recognition system (e.g., ATR system).  
In a future improvement, the proposed GA will 
contain in addition a new module intended for 
standard RBF network training algorithm (in this 
paper, the OLS algorithm was used) replacement. 
Accordingly, all steps belong to RBF network training 

process will become evolutionist (in fact, we will 
discuss about a full genetic procedure for RBF 
network design and training). 
To increase the speed of genetic optimization process, 
another interesting point for a future development 
refers to a suitable hardware implementation of this 
new GA (e.g., based on FPGA technology use). Also, 
using this approach, the possibility to obtain the real 
dimension of genetic optimization process influence 
on the recognition (ATR) system performances will 
become relevant.   
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