
Buletinul Ştiinţific al Universităţii "Politehnica" din Timişoara 

Seria ELECTRONICĂ si TELECOMUNICAŢII 
TRANSACTIONS on ELECTRONICS and COMMUNICATIONS 

Tom 49(63), Fascicola 1, 2004 

Efficient vector quantization of 
speech spectral parameters 

Comei Balint^ 

Abstract - Most low bit rate speech coders employ linear 
predictive coding (LPC) wbich models thc short-term 
spectral information within each speech frame as an all-
pole filter. In this paper, we cxamine various methods in 
order to efliciently encode spectral parameters. 

Two efTicient methods for LSF coding are proposed, 
that exploit the interframe correlation exiting between 
LSF parameters. Lsing vector predictive coding 
techniques, transparent coding quality was obtained at 
24 - 26 bit/frame. 

Ke>'words: speech coding, LSF, vector coding, predictive 
coding 

I. INTRODUCTION 

Various methods for speech analysis-synthesis 
techniques based on linear prediction are knowTi [1]. 
Among these, Code-Excited Linear Prediction 
(CELP) is the most widely studied and the most 
efficient algorithm for high quality speech at low and 
very low bit rate ( 4 - 8 kbps) [2J. 

In the source-fîlter model of speech, the speech 
signal is modeled as the response of a time-varying 
linear filter to a voice source excitation signal. The 
production filter is estimated by linear predictive 
analysis (LPC), where the parameters of the filter are 
chosen to minimize a quadratic error criterion. 

Figure 1 illustrates the source-filter model for 
speech production. 
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Fig. 1 Source filter model 

In speech coding applications that use CELP, two 
major categories of information need to be quantized 
and transmitted to the receiver, and then used to 
produce reconstructed speech: 

• excitation parameters, 
• filter parameters. 

Quantization of excitation and filter parameters is 
the key in CELP speech coders and this paper 
investigate some vector quantization techniques for 

coding parameters that describe the filter. 
The schematic diagram of thc simulation model for 

LPC coefficients quantization is prcsented in figure 2. 

Fig 2. Model for quantization of LPC coefTicienis 

For ever>' 20 ms frame interval the LPC analysis is 
performed in order to compute the prediction filter 
with transfer function: 

1 1 
(1) 

Only the quantization of LPC coefficients are 
investigate in this work and the specch residual signal 
is transmitted to the LPC synthesis filter without any 
modification. Efficient representation of the LPC 
coefficients is an important part of the speech coding 
architecture. 

Line spectral frequencies (LSF) are considered to 
be the most advantageous parametric representation of 
the LPC for coding [3J. 

Vector quantization (VQ) techniques ensure higher 
performance at lower bit rate [4], Typically, about 30 
bits arc assigned to code lO-dimensional LSF vector 
with spectral distortion less than l dB. However, 30 
bit full search VQ is impractical in terms of 
computaţional complexity. 

Various sub-optimal VQ techniques have been used 
for LSF quantization. The most commonly used are 
product code techniques, split VQ (SVQ) and multi-
stage VQ (MSVQ), employed in intraframe spectral 
parameters coding, where each frame vector is 
encoded independently from other frames [5]. 
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Depending on the code structure, 'transparent 
coding" quality is achieved for SVQ at 26-30 
bits/frame and for MSVQ al 25-28 bits/frame [3], [8]. 

Because speech signal is quasi-stationary, the LSF 
parameters denote an interfi-ame correlation. 

In this paper, Uvo different efficient methods for 
LSF coding are investigated, in order to exploit the 
interframe correlation: predictive split VQ (PSVQ) 
and nonlinear PSVQ. In the nonlinear PSVQ, a 
nonparametric and nonlinear predictor replaces the 
linear predictor used in PSVQ. 

Comparing with a simple split VQ, the proposed 
PSVQ method offer a performance gain of 4-6 
bits/frame, regardless of predictor type. 

Using intraframe SVQ for odd frame and interframe 
PSVQ for even frame, quantization error propagation 
is limited to at most one frame. 

The proposed particular form of nonlinear 
prediction involves a no significant additional 
encoding computaţional complexity. 

II. LINE SPECTRAL FREQUENCIES 

The LPC coefficients Uk determined according (1) 
represent the short-term speech signal spectrum and 
are completely equivalent in mathematical sense to 
other linear predictive coefficients, as LSF or 
PARCOR coefficients [1], [2]. 

The polynomial Ap(z) corresponding to p-order LPC 
analysis, satisfies the recurrence relationship: 

as Line Spectrum Pair (LSP) or Line Spectrum 
Frequencies (LSF). LSF parameters can be interpreted 
as natural resonant frequencies of the vocal tract in 
two extreme artificial boundaries conditions al the 
glottis. In figure 3 are iIlustrate the LPC short-term 
power spectrum and the LSF frequencies of the model 
presented in fig. 2, for a fragment of voiced sound. 

j 
\j 

Fig. 3 Power spectnim and LSF for voiccd sound 

The most important properties of LSF coefficients 
are the ordering and boundary property, that is very 
useflil in coding: 

Q = COq<Q)^<Q)2< ...cOp < = n (6) 

A^(z) = (z)-k^z- 'A^^,(z- ' ) , p = L2,.../> (2) 

where Ao(z) = 1. Parameters k^, are called PARCOR 
(PARtiall CORellation) coefficients. 

For p = P + y (2) becomes: 

(3) 

Considering in (3) two extreme artificial boundary 
condition: =1 and = - l , that correspond to 
a complete closure respective to a complete opening 
of the glottis in the acoustic tube model of the vocal 
tract [2], the polynomial (3) can be expressed: 

P(z) = ( l - z - ' ) f ] ( l - 2 z - ' c o s t y , ^ z (4) 
= 2 4../, 

for kf,̂ ^ = 1, and: 

<=3.5 p \ 
(5) 

for /ĉ î = - l , where is assumed that: 
oĵ  <co^< ... < , CO2 < CQ̂  <... < cOf, and P is an 

even integer. 

The roots of the polynomials P(z) and Q(z) are 

, / = and the parameters (O, are defined 

The ordering property denotes that the LSF 
parameters within a frame are correlated and use of 
this correlation can improve their quantization. 

Due to the fact that the vocal tract varies slowly in 
time, we expect to find a strong correlation between 
the LSF parameters in consecutive frame. In figure 4, 
some consecutive spectra of the same situation 
depicted in fig. 3, are represented together, in order to 
illustrate the interframe correlation between LSF 
parameters. 

Fig 4 Consecutive LPC power spcctra 

To investigate the interframe correlation of the LSF 
in figure 5 are represented the time evolution of the 
first 3 LSF parameters. 

The correlation coefficients between Q)̂  ^ and 

^n k I' where n denotes the frame and / denote the 
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order of LSF, was computed for /c = 10 consecutive 
frames. In table 1 was indicate the correlations 
coefficients for first 7 frames thal confirm the strong 
correlations between consecutive frames. 

1SDD 2000 2SQD 
Timt (msec) 

Fig 5 Traces of LSF parameters 

Table 1. Interframc corrdation coefficients 

iVk 1 2 3 4 5 6 7 
1 0.94 0.85 0.76 0.69 061 0.56 0.50 
2 0.90 0.77 0.63 0 54 0 4 7 0.38 0 3 2 
3 0 9 3 0.79 0.71 0.62 0.50 0.44 0.35 
4 0.91 0.83 0.73 0.64 0.55 0.48 0.43 
5 0.96 0.87 0.81 0.75 0 6 6 0.60 0.53 
6 0.95 0.85 0.76 0.68 0.61 0.55 0.48 
7 0.92 0.82 0.76 0.65 0.59 0.50 0.42 
8 0.91 0.82 0.72 0.64 0.56 0.48 0.42 
9 0.89 0 7 4 0.65 0.56 0.47 0.42 0.36 
10 0.80 0.70 0.59 0.50 0.44 0.38 0.33 
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Fig. 6. Predictive VQ 

The prediction crror: 

(7) 

is quantized using residual VQ block in fig. 6, obtain 
the index l2n-i for odd frame. The quantized LSF 
vector of odd frame (predicted frame) can be 
reconstructed according: 

X2/Î-1 = X2rt-i 2n*] (S) 

This encoding process is repeated by applying 
altemately VQ in even fr^e and predictive VQ in 
odd frame. 

For a LSF vector sequence {x„} the A/-th order 

vector linear prediction compute a prediction Xnof 

the actual vector based on M preceding vectors: 

Xn — ^^^JP^Xn-i (9) 
i=\ 

IIL LINEAR PREDICTIVE VECTOR 
LSF QUANTIZATION 

The predictive vector quantizer adapted to exploit 
inteframe correlation of LSF is presented in figure 6. 

Let {jc„} denote the input sequence of 10-
dimensional LSF vector to be encoded. Grouping 
together two consecutive vectors, obtain contiguous 
pair (xin, The even vector X2n is independent 
encoded in VQ quantizer, resulting the quantized 

vector X2n and the index l2n that are transmitted to the 
decoder. 

From X2n the predictor compute the prediction 

value X2n \̂ of the LSF odd vector . 

where/^;, / = l, 2,...,A/are 10x10 prediction matrices. 
If all M prediction matrices are diagonal matrices, 

vector linear prediction reduces to particular case of 
scalar linear prediction in which each LSF vector 
component in the predicted frame is predicted using 
only the corresponding vector component from 
preceding frame. 

When the prediction matrices are not diagonal, we 
have vector linear prediction that exploits the 
intercomponent correlation between adjacent frames, 
if that correlation exists. 

Exploiting the interframe redundancy of LSF 
parameters, fewer bits are required for coding tlie 
prediction residual vector in predicted frames that 
required to coding the LSF vector. An additional 
delay of one frame will be introduced. 

IV. NONLINEAR PREDICTIVE VECTOR 
LSF QUANTIZATION 

Nonlinear predictive LSF quantization is based on 
the diagram of fig. 6, when the block predictor was 
replace with a nonlinear predictor. The nonlinear 
predictor is based on nonlinear interpolative vector 
quantization proposed in [7] and [10] for split and 
multistage vector quantizers [6]. The minimum mean-
square error prediction ? of a random vector Y given 
another random vector X is the condiţional 
expectation of Y given X: 

^(X) = £ ( Y | X ] (10) 

If the joint probability distribution of X and Y is 
unknown, we can assume that the condiţional 
expectation is a nonlinear function. If the observation 
of X is quantized to a finite set of possible values 
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{X }, there is also a finite number of possible 

condiţional expectation values {y }: 

y Ix ] (11) 

Without knowing the funcţionai form of the mean-
square error estimator, we can found a table of 
condiţional expectation values in the designing and 
training process of quantizer [10]. 

The noniinear predictor is constructed as a codebook 
of condiţional expectation, one for each value of the 

quantized value xir,. 

V. EXPERIMENTAL RESULTS 

Experimental results are based on a training set and 
a test set of LFS vectors. The training set consists of 
45.000 LSF vectors, obtained from approximately 15 
minutes of speech. For tests were used similar 
sequences of 4.000-6-000 LSF vectors, different from 
training set. The speech signal was recorded from FM 
radio (Internet), low-pass-filtered at 3.4 kHz and 
sampled at 8 kHz. For the experimental results 
illustrated in fig. 3, 4 and 5 the speech signal was 
sampled at 12.5 kHz. Using a sound card and a wave 
editing software the silence period from speech signal 
was removed. 

A 10 order LPC analysis using the stabilized 
covariance method with high-frequency compensation 
and error weighting was performed every 20 ms using 
a 25 ms analysis window. A fixed 10 Hz bandwidth 
expansion was applied to each pole of the LPC vector. 

For subjective listening tests on reconstructed 
speech signal, a synthesis filter with quantized 
coefficients was used. The excitation signal for the 
synthesis filter is the unquantized linear prediction 
residual signal. 

For measuring the quantization performance we 
calculate the log spectral distance (SD) in the 0-3 kHz 
band according to: 

1 .v-l 
2oioga^ 

\S(n)\) 
(12) 

All vector quantizers are designed using the GLA 
algorithm [4]. For the codebook search we employ the 
weighted Euclidean measure that has shown to 
improve both the objective qualit>' and the subjective 
quality of the coded speech. 

In table 2 are presented the experimental results for 
spectral distortion SD for linear prediction, as 
function of prediction order (A/= K 2, 3), for different 
codebook sizes. According to table 2, greater 
prediction order has no practicai effect. The number 
of vectors with SD in the range 2-4 dB, which can be 
considered as a measure of the number of outliers is 
reported in table 2 as percent (column %). This 
number is a very important measure since ver\' 

disturbing distortion can result from a vector with 
high SD. In these experiments, no quantizers have 
vectors with SD greater than 4 dB. For linear 
prediction VQ, a split VQ technique was tested in 
order to reduce the coding complexity. The used split 
scheme was 3-3-4 according more importance to first 
LSF [4] and [9] 

Table 2. Spectral distortions for linear prediction 

Bits/ 
frame 

M = 1 M = 2 M = 3 Bits/ 
frame SD % SD % SD % 
20 111 4.0 111 3.7 i .n 3 9 
21 1.03 2.6 1.02 2.51 1 03 2.6 
22 0.96 1.8 0 9 5 1.7 0.95 1 9 
23 0.90 1.4 0.89 1 3 0 8 9 1.3 
24 0.83 0.8 0.83 0.9 0.83 0.9 
25 0.77 0.6 0 7 7 0.6 0.77 0.6 
26 0.73 0.5 0.73 0.4 0.73 0.4 
27 0.68 0.3 0.67 0.3 0.67 0.3 

For the noniinear predictor case, the experimental 
results are presented in table 3. 

Table 3 Spectral distortions for noniinear prediction 

Bits/frame 20 24 27 
SD 1.08 0.80 0.61 
% 2.2 0.5 0.3 

As future work, the presented method will be 
combined with a classification of speech frame in 
voicing or unvoicing. Some subjective test suggest 
that for the unvoice frame transparent quality can be 
achieved at 10-12 bit/frame. Using classification, 
intraframe vector coding becomes a classified vector 
quantizer [4], using different sets of codebook for 
voiced and unvoiced frames. 
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