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Abstract -This work proposcs a raultilayer perceptron 
(MLP) method to perform direct mapping from an 
analog frame block into a vector index, iroplement 
vector quantization (VQ) without the need for carrying 
out first an analog-to-digital (A/D) conversion of each 
analog sample. The design focuses on an analog 
hardware implementation and it is based on observing 
that the use of careful binary index assignment causes 
hyperplanes associated with the formation of the same 
bit at the MLP output to have similar spatia! orientation. 
The results show that MLPs can be implement with less 
computaţional complexity than Kohonen self-organizing 
raap (KSOM). 
Ke>'words; MLP, video frame» vector quantization 

I. INTRODUCTION 

Image/video compression is always 
performed for the storage/transmission of data that 
has been already converted into the digital domain. 
Therefore the conventionaJ data processing that stays 
between the sensor, usually a CMOS smart-pixel 
array. and the output compressed bit stream can be 
divided into two stages: ATD conversion, with as high 
resolution as possible [l], and signal compression. By 
implementing parts of signal compression operations 
such as matrix-vector multiplications, scalar additions 
and hard-limiting directly in the analog domain with 
accurate analog techniques currently available, one 
can eliminate the high-resolution A/D converters and 
part of the digital hardware/software for image/video 
compression. This leads to large savings in power 
consumption, circuit complexity and transmission 
bandvvidth (or storage space). Recent papers proposes 
a multilayer p)erceptron (MLP) method to perform 
direct mapping from an analog image block into a 
vector index, implement vector quantization (VQ) 
without the need for carrying out first an analog-to-
digital (A/D) conversion of each analog sample. The 
design focuses on an analog hardware implementation 
and is based on observing that the use of a careful 
binary index assignment causes hyperplanes 
associated with the formation of the same bit at the 
MLP output to have similar spatia! orientation. 
Computer simulation results from a gray level video 

database will show that, for the same rate-distortion 
performance, MLPs can be implemented with less 
computaţional complexity than Kohonen self-
organizing map (KSOM) based approaches advanced 
earlier. 

The Kohonen self-organizing map has been 
proposed earlier for simple VQ with good adaptivity 
properties in [2],[3] and [4]. Many other applications 
of neural networks to image/video compression can 
be found in literature, including leaming VQ (LVQ) 
[5],[6]. The IC implementation of an analog VQ by 
Cauwenberghs and Pedroni [7] is essentially an 
analog CMOS implementation of an offline-trained 
KSOM for generic VQ. Also, in [8] an analog CMOS 
implementation of a multilayer perceptron is made by 
Lont and Guggenbuhl. 
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Figure 1: Direct Block Encoding of AnaJog Vectors 

In this work, each image in the video stream is 
partitioned in P\Q blocks and the difference between 
current mean and estimated mean for each block is Bo 
bit scalar MLP encoded. Also, quantization of the 
analog residual vectors (obtained by subtracting the 
mean estimate from all pixel values of the block) is 
performed by an MLP which direct map the analog 
residual vectors into Bl binary codeword. In this work 
we propose the use of a multilayer perceptron (MLP) 
with a simple, one hidden layer structure, for a very 
low complexity residual block VQ directly from the 
analog vector into binary codewords. Besides the 
elimination of the A/D bank, which is used only for 
offline design of the encoder (Fig. 1), the MLP binary 
outputs form the binary index of the nearest 
codevector directly by hyperplane decisions on the 
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input data. This keeps the fully parallel encoding 
struclure, eliminating the A/ hidden units involved in 
the KSOM winner-take-all (WTA) operation. These 
units are replaced by log^ M hard-limiters at the 
network output layer, and the proposed MLP is 
computaţionally more eflficient than the KSOM for 
the same distortion and amount of image 
compression. 

II. PROPOSED IMPLEMENTATION 

In this work, the 352*288 frame (CIF format) is 
partitioned into 4x4 (or 8*8) pixel blocks. Luminance 
blocks have 4*4 (or 8*8) pixels so 16 (or 64) is the 
number of pixels per block. The following operations 
are performed on a luminance block : 

• fmd block mean /Uf,{n) and diflference from its 
previous estimate: 

(1) 

• Bo bit scalar quantization of the dilTerence of the 
means 

• subtracting the mean estimate from aii pixel 
values of the block: 

(2) 

• Bl bit vector quantization of the difference 
dl^{ri) between the vector of pixel values and 
the mean estimate; 

• updating the mean estimate: 

(3) 

Index k indicates the ^-th block in the frame, n-î 
indicates previous frame, n current frame and n^î 
next frame. 

III. MLPDESIGN 

In order to avoid the complexity of the WTA 
operation and eliminate the demuUiplexing block 
required for mapping the /-th winner index into a 
logj M binary codeword, a preliminary idea is to 
train an MLP to directly generate the binary word 
given an analog input. In the next two paragraphs two 
MLP configurations are presented, first is used to 
encode 4^4 residual pixel blocks dl^{n) and 
difference of the means d/u^{n)2s\d the second one 
is used to encode 8><8 residual pixel blocks. The 
proposed model for the estimation of block mean 
reduce the dispersion of the residual error, and so, 
improve the compression using a reduce number of 3 
to 4 bits for quantization of the mean difference. 

A fast design can be done by calculating the KLT 
of the given training data-set, and designing the 
weights of the input layer of the MLP explicitly as the 
components of the principal eigenvectors of the 
expansion design [9]. For VQ of high dimensional 
data according to a nearest-neighbor scheme, the use 
of a suitablc index assignment such as pseudo-Gray 
encoding ((10],[11]) tends to cause aii the hypcrplanes 
associated with the formation of the same bit at the 
neural network output to have the same spaţial 
orientation. Therefore, considerable simplification of 
the MLP structure can be systematically achieved at 
the expense of some additional distortion by replacing 
hyperplanes that have mainly the same direction by a 
single hyperplane or a reduced set of them. 

Figure 2 Design a MLP for anaJog VQ of residual pixel 
blocks (flrst configuration). Whcights in the firsi layer are 
eigenvectors of the KLT expansion and in the second layer have 
to be design according to the Lagrangian optimization. White 
circles are linear and black circles perform thresholding. 

A . Encoding of 4^4 blocks 

In first configuration an MLP (Fig. 2) is designed to 
encode encode 4x4 residual pixel blocks 
difference of the means d/u^ {n). First 4 components 
of the KLT of the 16-D residuals are preserved, for 
which 8 (3+2-̂ 2-»-1) bits are non-uniformly allocated, 
according to the well-known Lagrangian optimization 
method and 3 bits are allocated for the difference of 
the means. For this configuration , the computaţional 
complexit>' corresponds to the 17x4 multiplications 
required for PCA al the input layer, 1 <7 
multiplications for scalar encoding of dn^{Yi) and 14 
(1x7^-1x3-^1 x3-<-lxl) multiplications for scalar 
encoding of each principal component, so that the 
total number of multiplications is 89 for each block. 

The total number of bits per frame is 
(352/4)x(288/4)M 1=69696 bits/frame, which gives 
an encoding bit-rate up to 6366x25=1742.4 Kbps. 
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Figure 4a Plot o f the projections on firsi two 
pnncipal components [xi x:] 

IV. EXPERIMENTAL RESULTS 

For computer experiment we used several video 
sequences, each video sequence having at least 25 
frames. After computing residual vectors and mean 
differences, eigenvectors of the KLT expansion are 
found. In Fig. 4a the projections on first two principal 
components are plotted and there is evident the 
Laplacian distribution of them (Fig. 4b). In Fig. 5 
quantization of the projections on two principal 
components is made by partitioning 2-D input space 
[xi X2] according to their distribution, which is 
Laplacian with approximation. 

Figure 3: MLP for analog VQ of residual 8^8 pixel blocks 
(second configuraiion) Only parameiers in bold Ime have to be 
design The others are structurally given. White circles are linear 
nodes and black circles perform thresholding. 

B. Encodingof 8x8 blocks 

In the second configuration an MLP (Fig. 3) is 
designed to encode 8^8 residual pixel blocks. First 12 
components of the KLT of the 64-D residuals are 
preserved. for which 32 bits are non-uniformly 
allocated and 4 bits are allocated for the difference of 
the means. The computaţional complexity is 65x12 
multiplications required for PCA at the input layer, 
1>̂ 15 multiplications for scalar encoding of d/u^.{n) 
and 96 (31+2x15+3x7+4x3+2) multiplications for 
scalar encoding of each principal component, so that 
the total number of multiplications is 876 for each 
block at step k. 

For the second configuration results are 
(352/8)x(288/8)x36=57024 bits/frame, which gives 
an encoding bit-rate up to 57024x25=1425.6 Kbps. 
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Figure 4b Marginal distribution o f X| 

Figure 5: Partitioning o f a 2 - D input spacc [x, Xi] 

In Table 1 MLP configuration I achieves a rate 
distortion (PSNR) of 29.34 dB and rate of 1742.4 
Kbps and MLP configuration II achieves a rate 
distortion of 31.90 dB and a rate of 1425.6 Kbps. First 
configuration has slightly less than half of 
computaţional complexity of the second 
configuration. 

Table 1 
Configuration Rate PSNR Multiplications 

per pixel 
M L P 4 - 4 1742.4Kbps 28.34 5 5 6 

MLP 8^8 1425 6 Kbps 31 9 0 1 3 5 9 
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In [8] a KSOM is trained to encode pixel blocks with 
a rate distortion (PSNR) of 31.44 dB and 31.56 
multiplications per pixel, 

So MLPs allow a very tlexible exploitation of 
different rate-distortion and complexity trade-offs, al 
ihe same time keeping the overall complexity well 
below that of self-organizing systems. 

We note that all bit-rates shown in Table 1 are 
calculated for source-encoded data only, and do not 
account for any entropy coding in either scheme, so 
that we can expect additional performance 
improvement by either off-sensor entropy coding or, 
more interestingly, embedding some primitive entropy 
coding in the MLP design. 

V. MAIN CONCLUSIONS AND FUTURE WORK 

In this paper we proposed a vector quantization 
scheme amenable to analog hardware implementation, 
namely a multilayer perceptron with one hidden layer 
allowing for direct mapping of an analog sample 
vector into a channel binary codeword (index). The 
numerical results show that MLPs can achieve the 
same rate-distortion performance of KSOM while 
reducing the number of multiplications per pixel. This 
advantage comes from the fact that the MLP partitions 
the data space using hyperplanes, and a careful 
assignment of index to the codebook vectors allows 
for a very efficient partition of data space using 
hyperplanes that are only approximately parallel along 
the principal component they reiate to, i.e. that have 
roughly the same direction, which can be changed for 
performance optimization. 

For future work, we plan to make the system 
adaptive, with a structured codebook that can be 
adjusted for different input image characteristics. Also 
bit rate can be reduced by using a lossless 
compression applied at the output of the MLP. A 
more sophisticated approach is to approximate the 
motion of the whole scene and the objects of a video 
sequence by using some basic motion compensation 
and motion estimation techniques. This gives much 
better residuals than a simple subtraction. So the 
residuals can be encoded at a lower bit-rate with the 
same quality or at the same bit-rate with a better 
quality. Also we plan to address the use of more 
efficient analysis systems such as Kemel PCA, which 
will replace linear PCA [12]. 
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