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Abstract - The objective of this paper is to propose a 
solution for extracting the information regarding the 
identity of a person from a Romanian Id card, to process 
that information, and to generate a bar code containing 
the CNP (Numencal Personal Code). 
This paper is intended to be a research on the OCR 
(Optical Character Recognition) and image acquisition, 
but it is also the first step in the development of a useful 
product designed for front desk use. The application 
presented in this paper might be an important part for a 
more developed platform for l niversit>' purpose, which 
wouid help the accounting department to extract the 
information from students IDs. The code bar generation 
wouId ease very much searching for students in the 
l niversity databases. 
Kejivords: OCR, enhancement, code bar 

L INTRODUCTION 

The purpose of the text recognition problem is, as its 
name indicates, to achieve efficiently the recognition 
of characters from a text source, examples of text 
sources are books, magazines, letters, ID cards, 
license plates and so on. The main advantages of the 
OCR (Optical Character Recognition) are constituie 
from the fact that a recognize text file is much smaller 
(about 5%) than an image file with the same text. In 
an OCR text there is always place for editing, 
reformatting or information retrieval. Beside all these 
using OCR the process of typing the information is 
much faster than regenerating of the document by 
manually rekeying the text into the computer. 

II. ARCHITECTURE OF THE APPLICATION 

There is an easy to understand model of an image 
processing system, which has little changed over the 
years, being composed of four main blocks: the 
acquisition block, the processing unit, the display unit 
and the storage capabilities, as one can see in Fig. 1. 

The model fits perfectly for analog and digital 
processing systems. Talking about digital processing 
systems, at its most basic level, such a system requires 
a computer and two special input/output devices: an 

image digitizer and an image display device. Since 
computers do not know how to treat images, they 
work with numerical data rather then pictorial data, an 
image must be converted to numerical form bcfore 
processing by computer can begin. 
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Fig. 1 The architecTure of the application 

This conversion takes place in the acquisition block 
and involves two actions: transforming the images 
into an analog electric signal and then digitizing the 
electric signal. The first is made by a sensor, sensible 
for a given domain of the electromagnetic spectrum 
(the X ray spectrum. the infrared spectrum, the visible 
spectrum in our case etc.). that gives an analog output 
signal proporţional to the energy of the radiations. 
The second device, the digitizer, transforms the signal 
into a signal with discrete values. The numerical data 
obtain from the acquisition block is then passed in the 
processing unit. The processing unit can transfer the 
image data in the memor\' or directly to the output 
device or it can make transfomis on the numerical 
data and then store or display the results. 

There are many fields that use image acquisition 
systems, starting from medical investigations (such as 
topography), to military purposes (satellite image 
taken from war zone and transmitted to the 
headquarters), from farming industry (satellite images 
of crops) to security (iris identifications). If at the 
beginning of all this there was little difference 
between the acquisition systems, now there are a big 
variety of them, this is due to the specific field 
demands. Some fields need high qualit> images but 
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they don't need a small transfer time (this is the case 
for Spaţial Exploration), but some like in the case of 
web conferences need high speed (but they can trade 
this in the detriment of image qualit>'). 

III. ACQUISITION AND PREPROCESSING OF 
THE IMAGE 

The application is made up of several blocks: the 
image acquisition, the image processing, the OCR, the 
character set treatment, the presentation (interface), 
and the barcode generator. The system that make this 
is compose by a CCD PAL video camera connected to 
a IMAQ PCI 1411 (provided by National Instruments) 
acquisition board mounted on an ordinary PC running 
dedicated recognition software created by us on a 
Windows platform. 

National Instruments, with the help of the NI-
IMAQ library, offers support for the IMAQ boards 
programming on two different environments: VC-I-+ 
and LabView. We chose to write the code in VC-h-
because the final product is an executable program 
that can be used on any machine and because the 
execution time using LabView is slow. VC-h- with 
MFC (Microsoft Foundation Classes) offer relatively 
easy use of the interface that can match LabView's 
interface. 

This project is part of a recognition character 
recognition system. There are a lot of recognition 
systems: shape/color recognition, character 
recognition, and biometrics recognition. The main 
difîerence between those systems consist in the 
algorithm they use for recognition and in the way 
instrument used to acquire the image, this diflferences 
arrases from the demands of each specific application 
which may need to be in real time or not, fast or 
small, reliable or cheap and easy to use. Basically we 
can use two ways of taking the picture: by a video 
camera or by scanning it. The choice of using a 
camera instead of a scanner is made when we need a 
greater control over the moment of acquisition and a 
greater speed. We chose to acquire the image using a 
scanner when we need a high quality image. The 
system that we have designed needed an easy to use 
procedure. For this reason we have chosen to acquire 
the image using a color video camera then to pass the 
information on the computer via an acquisition board, 
so that we can control the acquisition parameter 
sitting in front of the computer. 

The output of the video camera is a video complex 
signal. This signal is passed to the acquisition board 
which transforms it into a true color digital image 
(640*480) that is stored in a buffer in the PC memory. 
The OCR procedure needs a binary image input so 
that it can work properly, but till now we only have a 
true color picture. So the next step of the application 
is to process the ID card color image. First we will 
transform the picture from a true color representation 
in a gray scale representation. This is done with the 
help of the iuminance formula. 

r = 03/? + 0,59G + 0 , l lB (1) 

After we obtain the Iuminance component of the 
image, which is a gray scale representation o the 
image we make the binarization. The binarization 
ftinction is basically a comparison, so if the value of 
the Iuminance of a certain point is under the threshold 
we will have the output set to zero and if the 
Iuminance is greater or equal to the threshold we will 
have the output set to one. We used for this 
application a threshold value of 110, this value was 
determined experimentally, but the threshold can be 
virtually any value between 1 to 255. 

IV. THE OCR (OPTICAL CHARACTER 
RECOGNITION) ALGORITHM 

Nobody can talk about a standardized method for 
implementing OCR. Different corporations or 
different programmers choose their own technique in 
order to achieve the best results for the application the 
OCR system is intended for. OCR involves four 
discrete processes subsequent to image capture: 

1. Identification of text and image blocks in the 
image: Most software uses white space to try to 
recognize the text in appropriate order. But 
complex formatting such as cross-column 
headings or tables must be manually delineated by 
''zoning" (identifying and numbering text blocks) 
prior to OCR. Images interspersed throughout the 
text will usually be ignored by the OCR software; 
they will be dropped from simple output formats 
such as ASCII. 

2. Character recognition: The most common 
method of character recognition, called "feature 
extraction", identifies a character by analyzing its 
shape and comparing its features against a set of 
rules that distinguishes each character/font. 

3. Word identification/recognition: Character 
strings are then compared with dictionaries 
appropriate to the language of the original. 

4. Correction: The OCR output is stored in a 
proprietary file format specific to the OCR 
software used (and the image is then usually 
discarded). The software highlights non-
recognized characters or suspicious strings, and an 
operator inputs corrections. 

The flow diagram used in our OCR algorithm is 
shown in Fig. 2. 
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Fig. 2 The flow diagram of the OCR algorithm 
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The algorithm detection is based on the 
comparison of the character vertical and horizontal 
projections, with the horizontal and vertical 
projections stored in a "data base'\ Starting from a 
binary image the horizontal and vertical projection for 
each character look like in Fig. 3. 

The application first computes the horizontal 
projection of the ROI (Region of Interest). By looking 
at those projections \ve can separate the rovvs 
(between the rows the horizontal projection has a very 
low value - usually 0). After the row separation we 
proceed to the character separation by computing the 
vertical projection for each row in the ROI. After this 
by using the vertical projection we can separate the 
characters (between the characters the value of the 
projection will go to O, note - this can be used only if 
the characters are not bounded together). 
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Fig. 3 OCR parameters 

After we separated the character we calculate also 
the horizontal projection for each character, so for 
every character we will have two sets of projections: 
an array containing the vertical projections and an 
array containing the horizontal projection. From 
experimental results we have determined that this pair 
of characteristics (projections) is different from one 
character to another, so we can say that each character 
has a different horizontal and vertical projection 
signature. We will compare this pare of projections 
with ones stored in a database and so we can 
determine the degree of resemblance between an 
acquired character and one stored in the data base, and 
thus perform the OCR. 
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Fig 4 Experimental result 
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Fig 5 Experimental result 

V. EXPERIMENTAL RESULTS 

Using this algorithm we have obtained a 70% 
recognition rate, and by using a ver>' simple 
correction algorithm we can increase that ratio for the 
CNP up to 90%. This correction algorithm is based on 
the format of the text coniained on the Romanian ID 
card. One can notice that in the first row there are 
only letter and on the second row all the characters 
but the first two are digits. The user has the possibilit> 
of editing the acquired text and the FK)ssibility to 
replace or to add new charters in the database, so the 
application is able to leam new characters. The 
correction algorithm can be improved by using a 
dicţionar) lookup for the names. Bellow you can see 
some experimental results (the smaller image 
represents the binary input image and the bigger prinţ 
screens represents the recognized information). 

Results obtained using this method can be 
improved by designing a special acquisition device 
for the ID card and by improving the processing 
algorithm (contour enhancement). 

Vl.CONCLUSIONS 

As a long time investment an OCR (Optica! Character 
Recognition) system as this one, gives us a lot of 
benefits at a low maintenance cost. For instance the 
job of a secretary can be eased and fastened, thus she 
can allocate the time given for copying information 
from a document (in our case an id card), to other 
Office activities. 

For a variety of reasons, current ( X R devices 
cannot even read as well as a seven-year old child. In 
order to extend the scope of prospective applications 
to more difficult material, researchers in many 
countries are hard at work to develop better methods 
for reading printed text. We speculate on what might 
be in the wings, but try to keep an open mind about 
the nature of the solutions that might emerge. There 
are four important potential sources of improvement: 

• Improved image processing; 
• Adaptation of the classifier to the current 

document; 
• Multi-character recognition; 
• Increased use of context. 
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The fîrst method is based on more faithful 
modeling of the printing, copying and scanning 
processes. The second specialized character 
classification to the typeface of the current document, 
while the third exploits style consistency in typeset 
text. The fourth method depends only on linguistic 
properties, and varies from language to language. 

While OCR reliability is continually improving, 
and prices for all ranges of OCR software are 
decreasing, it is important to evaluate materials for 
OCR case by case. Each material type, and each 
instance of a given material type, has its own set of 
idiosyncratic problems for OCR. A single factor, such 
as a tight binding, can potentially eliminate 
scanning/OCR as a digitization option. 

On the other hand, the effect of many of the OCR-
hampering factors cited above can be minimized by 
ensuring appropriate system set-up, such as loading 
appropriate language dictionaries, adjusting 
brightness settings, dpi, etc., and by choosing 
appropriate originals and employing the hardware 
necessary to ensure optimum throughput (e.g., 
document feeders). Recent in-house experimentation 
suggested that OCR can likely be performed cost-
efîectively on clear English, French or bilingual prinţ 
documents, including some material presented in 
columns, employing a variety of standard fonts, or 
printed on poor-quality paper. Nevertheless, 
documents that present any one of the factors noted 
above should be careftilly analyzed to ensure that 
OCR is the appropriate and cost-effective digitization 
solution. 

The application described in this paper meets most 
of the requirements for an OCR system to work 
properly with maximum accuracy and efficiency. The 
capture device represents the reason why this 
application does not meet all these qualities. The 
camera delivers very noisy images to the PC. That is 
the fact why after the preprocessing the characters 
shapes are very unlinear and a considerable difference 
is present between the same characters. The use of a 
linear scanner or an image from a good digital camera 
would increase for sure the results of the applications. 

The reason why this camera was used is for the 
fact that we wanted to design a more automated 
system, which would be very good for ofFice work. 
The use of a scanner or a camera would slow down 
the process. 

This algorithm can be improved to obtain better 
results even using this capture device. Some of the 
improvements that can be implemented can be: 

• the use of a dictionary look-up method 

• the combination with another algorithm 
for OCR 

In order for the application to run optimal ly the ID 
card should be place neatly and all the time in the 
same position. A good idea would be to implement a 
method that would allow the user to place the ID 
within limits (skew or slanted) and not to bother 
arrange it careftilly. 
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• the use of letter fi-equencies 

• the use of a method for 
improvement for characters. 

contour 
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