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Competitive learning methods for RBF neural network 
initializations - application to digital channel equalization 

Nicolae Miclău^ 

Abstract - A complex-valued radial basis function 
neural net\^ork R B F is proposed for digital 
communications channel equalization. Performances are 
directiv related to the clustering centers estimations. For 
tbis aim different competitive learning algorithras are 
developed. The network has complex centers and 
connection weigbts, but the nonlinearity of its hidden 
nodes remains a real-valued function. The R B F network 
is able to generate complicated noniinear decision 
regions or to approximate an arbitrary noniinear 
function in complex multidimensional space. 
Keywords: Complex-valued radial basis function 
network RBF , Competitive learning. 

L INTRODUCTION 

The channcls used lo transmit the data distort 
signals in both the ampiitude and the phase, causing 
the intersymbol interference (ISl). Noniinear active or 
passive devices causes further noniinear distortions 
that affect the signals. The equalization methods 
consist in signal processing techniques used to restore 
the signals and recover their information. The best 
performance of all equalization techniques is obtained 
using the maximum likelihood strategies. The optimal 
solutions in the design of the noniinear adaptive 
equalizers have been approached using the Bayesian 
decision theory. 

It is known that problem of equalization may be 
treated as a problem of classification. so neural 
networks (NN) are quite promising candidates 
because they can produce arbitrarily complex decision 
regions. Studies performed during the last decade 
have established the superiority of neural equalizers 
comparative to the traditional equalizers, in conditions 
of high noniinear distortions and rapidly varying 
signals [1]. 

On the other hand, the problems which severely 
restrict the practicai implementation of multilayer 
perceptron (MLP) are the extreme length of training 
times. and unpredictable solutions. The learning 
difFiculties lies in the fact that the error surface of an 
MLP is highly complicated and potential bad local 

minima exist for any gradient descent based 
algorithm. 

RBF networks often provide a faster and more 
robust solution to the equalization problem. In 
addition, RBF neural network has a structure similar 
to the optimal Bayesian symbol decision equalizer. 

Most available neural networks are real valued and 
are suitable for signal processing in real 
multidimensional space. 

The signals with a variable envelope modulation, 
as for example the quadrature ampiitude modulation 
(QAM) signals, are severely affected by the noniinear 
distortion in phase and in ampiitude. To compensate 
the distortions of QAM and phase shift keying (PSK) 
signals equalizers for complex signals are necessary 
because is preferred to preserve the concise 
formulation and elegant structure of complex signals 
[2]. 

In [3], [4] and [5] is proposed a complex radial 
basis fiinctions (RBF) network, with one hidden layer. 
The inputs and outputs for this network are both 
complexes valued but the nonlinearity of hidden node 
is a real function. 

Several learning algorithms have been proposed to 
update the RBF parameters. However, the most 
popular algorithm consists of an unsupervised 
learning rule for the centers of hidden neurons and a 
supen'ised learning rule for the weights of the output 
neurons. The centers are general ly updated using the 
/:-means clustering algorithm, orthogonal least squares 
(OLS) [3]. or stochastic gradient algorithm (SG) [5]. 
The ^-means algorithm has some potential problems: 
classification depend on the initials values of the 
centers of RBF, on the type of chosen distance, on the 
number of classes. If a center is inappropriate chosen 
it may never be updated, so it may never represent a 
class. OLS algorithm is a good technique, but is 
complicated to be used in practice. SG algorithm 
adapts all free parameters of the network 
simultaneously, but does not guarantee convergence 
to globally optimum network parameters. 

In contrast with earlier work the proper choice of 
the centers is crucial for good performance. 
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Therefore, 1 proposed and tesled in these paper 
tvvo methods to update the RBF centers. First is a 
convenţional competitive leaming (CL), which can 
flinction as an adaptive method for clustering analysis 
problems encountered in stalistical data analysis or 
unsupervised pattem recognition, also it can be used 
for vector quantization. Second is one improvcd CL, 
frequency sensitive competitive leaming (FSCL) 
algorithm. FSCL introduces the strateg>' of reducing 
the winning rate of the frequent winners, strategy 
called conscience. The both algorithms work with 
complex numbers. 

II. THE COMMUNICATION CHANNEL MODEL 
AND THE EQUALIZER ARHITECTURE BASED 

ON RBF NETWORK 

A. Communication channel model 

where g(.) is a nonlinear function and 0 is the vector 
of FIR coefficients: 

At input of cqualizer, observed signal is: 

g 

(3) 

(4) 

If the signal x is a 4 QAM. the input constellation 
is givcn by: 

x(k) = x^+jx, = 
= - i + y 

(3) 1 X = 1 - 7 

= - 1 - 7 

(5) 

The general model of digital communication 
channel and the equalizer is depicted in Fig, 1. The 
source transmits a symbols sequence j:(r). The 
symbols belong to one certain alphabet and are 
assumed to be independent with an equal probability 
[1]. 

The linear part of communication channel is often 
represented by a finite impulse response (FIR) filter: 

k-i 

(1) 
/=0 

The nonlinear part of the channel, which reflect 
the nonlinear distortion are taken into account by: 

y{k) = g{y{k)) = g{x{kl. (2) 

The input symbols sequence 
= [x{k). ..x{k - m-n-^2)] is passed through the 

nonlinear communication channel model and produce 
at its output one vector 

+ with distinct 
states, where m is he order of equalizer. 

The channel output signal is affected by an 
additive noise b(k), usually white Gaussian, and 
produces a corrupted signal o{k). 

The problem of equalization is to determine an 
estimation of the input signal using the received 
signal o{k) and the desired delayed signal x{k'd). 
where d is the delay of equalizer. 

B. The nenvork archiîecîure 

i ( k - d ) 

Channel 

x (k) 
lÎ^LJ HR lÎ^LJ KNL 

Hidden layer 

Input laycr 

Fig 1. Equalizerbascd on RBF neural ncmork 
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From the NN point of view, the equalizer has to 
classify the received signal in one of the four possible 
classes P^^d, according to the input signals: 

(/) 
m.J 

li/<4 
or: 

(6) 

The output layer of the neUvork consists of eight 
neurons (two neurons. one for the real part and the 
other for the imaginary part of each class) with a 
linear function: 

(H) 

(7) 

The design of a RBF neural network may be 
viewed as a curve fitting approximation in a complex 
multidimensional space. According to this vievvpoint, 
leaming is equivalent to finding a surface in a 
multidimensional space that provides a best fit to the 
training data. 

The construction of the RBF is depicted in Fig. 1. 
and involves three different layers. The input layer is 
made up of sensory units; second layer is a hidden 
layer which serves a different purpose that in a 
multilayer perceptron. The output layer supplies the 
response of the network to the activation pattems 
applied to the input layer. 

The hidden layer is composed of an array of 
computing neurons, each having a parameter c, 
vector called center. Each neuron computes a 
distance between its center and the network input 
vector. This distance may be of different types and it 
is subsequently divided by a parameter />„ called 
width, which is the spread of the corresponding 
center. The result is passed through a real, nonlinear 
activation function. ^^(•,/?,) 

(8) 

= E\\o{n)-c, (10) 

where E is the mean, the second order momentum. 

where w, are the complex weights. According to the 
relation (9)/rbf becomes: 

fRBF(o) = ^w,.e 
(o-cJ"(o-c,) 

p, 

(12) 
/=1 

III. COMPETITIVE LEARNING ALGORITHMS 

A. Competitive leaming standard algorithm 

The competitive leaming (CL) standard algorithm 
calculates the distance between the input vector and 
the RBF centers vector. The distance may be of 
different types, usually the Euclidian norm is used [6]: 

m-cxki 

+ -\'\o{k-m-^\)'cXk-m-h\ţ 
(13) 

The neuron j with a minimum distance is declared 
vvinner: 

where o is the complex input vector of dimension, 
c, is the centers vector of the radial basis functions. 
which is also a complex vector of nh dimension, p, is 
the center spread parameter, nu is the number of 
computing nodes. The operator = ((•)^)*, where 
(•) ^ is the transposition operator and is the 
complex conjugation operator. 

The nonlinear output function is usually the 
Gaussian function: 

- i : 
' (9) 

The number of hidden neurons nŷ  is given by the 
number of possible states of the channel output n ,̂ A 
number n^ greater than ne generates inutile computing. 
A number ny, smaller than n̂  may degrade the 
performances of the network. 

Similarity with the Bayesian equalizer imposes 
that the spread parameter /9=2. g^ where (T is the noise 
dispersion given by relation: 

j = argmin||o(k).c.(k)||, / = ],«, (14) 

The winning neuron center is moved with a 
fraction rj towai'ds the input. 

The weights (centers) /=!,«/„ can be randomly 
chosen from the input vector o. The training 
algorithm iterates a number of times through the 
training data, adjusting the centers vector. The 
algorithm for updating the weight vector consists of 
the follovving steps [7]: 

1. Pre-specify the number of clusters and 
initialize the seed points {c,. i=\,nh }• 

2. Given an input o, calculate the indicator 
function Uj by: 

^ O,otherwise 

3. Update the winning seed point c„ by: 

rju^{o(k)-c,(k)) (16) ^ wu ^ o/d , 

-•where r j i s a small positive leaming rate. 
The equation (15), (16) are called the Winner-

Take-All rule. 
The implementation of the above algorithm is 

quite easy; each weight (centers) vector is randomly 

258 BUPT



iniţialized, and then the step two and three are iterated 
until the iteration converges or freezes as the leaming 
rate becomes zero or ver>' small, or until the number 
of iterations reaches a pre-specified value. 

B. Frequency sensitive competitive learning 

The simple classical CL algorithm has the so 
calied dead unit problem. For resolve this problem a 
notable improvement is the strategy of reducing the 
vvinning rate of the frequent winners. Each center 
keeps track of how many times it has won the 
competition. The notion used here is that if the center 
wins too ofteru 'St feels guilt>''' and therefore pulls 
itself out of the competition [8J. The frequency 
sensitive competitive leaming (FSCL) is an extension 
of CL, obtained by modify ing (15) into the following: 

u, = 
I ify y^ \ f ( k ) - c M f = mii)r,\\c{k)-c,(kf ^j ^^ 

O,otherv\'ise 

with the relative vvinning frequency y, of c, defined as: 

r, = nh (18) 

(19) 

FSCL can almost always successfully distribute n̂  
seed points into the input data set without dead-unit 
problem. 

IV. SIMULATION RESULT 

QAM input signals were generated using an 
unitbnn distribution. independently for the real part 
from the imaginary part. Simulations were done using 
the channel Chcn's model [4]: 

H{=) = {0.7409 - 0.7406/)(l - (0.2 - 0.1/)-"' )• 

( l - (0 .6 -0 .3 / ) r - ' ) 
(20) 

where s, is the winning times of c, in the past. After 
selecting out the winner, FSCL then updates the 
winner only by Eq.(16) in the same way as CL, and 
meanwhile adjusting the corresponding ric with: 

The order of FIR filter is chosen as a7=3. The 
decision delay was chosen to be d=\. Thus, the output 
channel y(k) will be of 64 possible states. A vvhite 
noise b{k) was generated with variance 0.125 and 
added lo yik). The number of the hidden neurons was 
chosen nh=64 and of the output neurons 8. The RBF 
centers were randomly iniţialized to a subset of 
channel output values. There were applied A'= 6000 
input signal sequences x(k)=lx{k) -x(^-l) x{k-l)] to 
train the equalizer. 

The leaming rate for the CL algorithm , and FSCL 
algorithm is ^=0.09, and the decay of the leaming was 
chosen 1-1/(AO. 

First we use CL algorithm to fmd the centres of 
RBF network. In Fig. 2 are represented the output 
channel states y(n), the cormpted rcceived signal o(n), 
the iniţial and final positions of the RBF centers in 
case of noise variance 0.125 and at\er one epoch of 
training. Each of the center vectors moved to a cluster 

0-

1 

-1 o 1 
Re(o(lc)l.Re(y(k)] 

Fig. 2. Bidimensional representation of output channel states withoui noise , inputs of RBF network, iniţial and 
final positions of the RBF centers for h h 6000 sequences after one epoch of training with CL algonthm. 
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center regardless of the iniţial values of these center 
vectors. 

To illustrate the dead unit problem of CL 
algorithm, l initialize the centers vectors by random 
complex numbers in the interval between 4.5 and 5.5. 
In Fig. 3 is shown the evolution of the centers; is 
evident that exist oniv one center which move and 63 
dead uniîs. 

f , 
I, 

Fig. 3 Other iniţial ization of the centers. The leaming traces 
(trajectories of center vectors) during the leaming process, 

obtained by the classical CL algorithm afler 5 epochs of 
training 

In this case the performance of RBF network 
decrease dramatically and the CL algorithm is 
inefilcient. 

The solution for this problem is the FSCL 
algorithm. In Fig. 4 is represented the result using the 
conscience strategy. 

î . 

MSE (21) 

where A is the number of input sequences and the 
conr.plex error e{k) is determined with: 

(22) 

For each sequencc it has been calculated the error 
e{k) and than the MSE. The output weights were 
trained according, in order to minimize the MSE. 

Fig.5 depicts the MSE evolution during 2000 
epochs for both algorithms. For the CL algorithm the 
vector centers was initialized randomly from the input 
data, closed to each cluster to avoid the dead unit 
problem. For the FSCL the centers were initialized by 
random complex numbers in the interval between 4.5 
and 5.5. 

«ndaW/IWMtJciCl 

O 400 «00 aoo «MO IMO 1400 IMO taoo »oo MooepotfH 
Fig 5. Evolution of mean square error during 2000 iterations 

for CL, and FSCL algorithms. 

We can observe that FSCL algorithm is better than 
CL even if CL is utilized in the best situation, with 
iniţial centers vector initialized closed to the each 
cluster of data, 

Fig. 6 represents the partition signals space for a 
delay of for the obtained with FSCL algorithm. 

Fig. 4 The leaming traces obtained by FSCL algorithm after 
15 epochs of training 

In contrast with CL algorithm, an important 
number of the centers are moved. 

To update the output neurons weights a 
supervised algorithm is used: the least mean square 
(LMS) algorithm. 

LMS minimizes the mean square error: 

Fig. 6. The separation regions, highly nonlinear 

V. CONCLUSION 

The pro per choice of the centers is crucial for a 
good performance of the complex RBF network. 

For these aim two algorithms was developed in a 
complex form. The both algorithms have a fast 
convergence, and the implementation is quite easy. 
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The CL algorithm has a dead unit problem. In 
order to avoid this problem a good initialization of the 
centers (near of the input data) is necessarily. Other 
solution is the FSCL algorithm which resolves this 
problem. 

The FSCL algorithm is superior, even if CL 
algorithm was initialized in a good manner. 

The performance of the both algorithm may be 
increased in two ways: 

increasing the number of the input data; 
increasing the number of the training epochs; 

So this algorithms is adequate to the adaptive 
equalization of fast var>'ing signals corrupted with 
strong linear and nonlinear distorsions. 
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