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#### Abstract

We present an original approach to the design and test of a Syntactical Self-Organizing Map (SSOM). The proposed SSOM is based on Levensthein metrics and it uses a symbolic representation for both the inputs and also the net weights. We have chosen a ring architecture of the map. The software implementation of the experimental model is designed for automatic Romanian-English translation of 1009 words and expressions. We have evaluated the error correction capabilities of the system. Keywords: syntactical self-organizing map, Levensthein distance, automatic translation.


## 1. INTRODUCTION

There are many automatic translation systems using very sophisticated techniques, most of them being non-neural. They take into account both the dictionary of correspondence between the words of the two languages and also the syntax rules. The design of such a system is laborious and usually it is specific for the two languages. On the other side, in pattern recognition, the Self-Organizing Map (SOM) (often called Kohonen network [1], [2] ) performs a high quality classification, assigning the similar input vectors to the same neuron or to neighbor neurons. Thus, this network transforms the relation of similarity between input vectors into a relation of neighborhoodness of the neurons. The map uses the competition principle, by evaluating the distance between the input vector and the weight vector corresponding to each neuron.

We further present an original approach for automatic translation of words and expressions using a Syntactical Self-Organizing Map (SSOM), tolerant to input (typing) errors.

## II. A SYNTACTICAL SELF-ORGANIZING MAP BASED ON LEVENSTHEIN METRICS

Characteristics. The proposed Syntactical SelfOrganizing Map (SSOM) has significant differences by comparison to the conventional SOM. It has the following main characteristics:

- Both the inputs and also the weights of the SSOM are represented into a symbolic form, but not in a numerical one (like for SOM);
- By introducing SSOM instead of SOM, we eliminate the condition that the two representations used in the competition phase to have the same length. Instead of evaluating the Euclidean distance between two real vectors, belonging to the same space (for the case of conventional SOM), we evaluate the weighted Levensthein distance between two rows of symbols with different lengths, for the SSOM. For computing the above distance, we have used the Wagner-Fisher algorithm . The application of Levensthein distance is perfectly adequate for our task, where we compare words (expressions) of different lengths.
- The SSOM uses the competition principle (like SOM). One computes the Levenshein distances between the input row of symbols (for example, corresponding to an input word to be translated) and all the rows of weights corresponding to the network neurons. The winner is the neuron that minimizes the above distances.

Levensthein metrics. We further define the weighted Levensthein metrics ( [3], [5]. [6]) in order to compute the distance between two rows of symbols of different lengths. Let $\alpha$ and $\beta$ be two rows of symbols of lengths " $m$ " and " $n$ " defined as

$$
\begin{gathered}
\alpha=a_{1} a_{2} \ldots a_{m} \\
\beta=b_{1} b_{2} \ldots b_{n}
\end{gathered}
$$

[^0]where $a_{1}, b_{\text {, }}$ are symbols belonging to the same alphabet. We define the transformation
$$
M: \alpha \rightarrow \beta
$$
as being the set of ordered pairs ( $\mathrm{i}, \mathrm{j}$ ), where $\mathrm{l} \leq i \leq m . \mathrm{l} \leq j \leq n$. We denote
\[

$$
\begin{aligned}
& I=\{i \mid(i, j) \in M\} \\
& J=\{j \mid(i, j) \in M\}
\end{aligned}
$$
\]

One can prove that the M transformation satisfies the following interpretations:
(1) If $a_{1} \neq b_{j}$. for $(i, j) \in M$, then $b_{\text {, }}$ is substituted by $a_{i}$;
(2) If $j \notin J$, then $b_{j}$ is inserted;
(3) If $i \notin I$, then $a_{i}$ is eliminated.

Let $M$ be the set of all the transformations from $\alpha$ to $\beta$. Then, the minimum cost of a transformation from $\alpha$ to $\beta$, denoted by $\mathrm{D}(\alpha, \beta)$ is defined as follows:
$D(\alpha, \beta)=\min _{M \in \mathcal{M}}\left[\sum_{(1, j) \in M} p(i, j)+(n-|J|)^{*} q+\left(m-|| |)^{*} r\right]\right.$
where $|I|,|J|$ are the cardinals of I , respectively of J , q is the insertion cost, r is the elimination cost, and

$$
p(i, j)=\left\{\begin{array}{l}
0, a_{i}=b_{j} \\
p, a_{1} \neq b_{j}
\end{array}\right.
$$

is the cost of substitution of symbol $a_{i}$ by $b_{1}$.

The above-defined distance is called weighted Levensthein distance if the following two conditions are fulfilled for any pair $\left(i_{1}, j_{1}\right)\left(i_{2}, j_{2}\right)$ :
(1) $i_{1}=i_{2} \Leftrightarrow j_{1}=j_{2}$
(2) $i_{1}<i_{2} \Leftrightarrow j_{1}<j_{2}$

Wagner-Fisher algorithm. In order to iteratively compute the Levensthein distance, we have used the Wagner-Fisher algorithm (given in [3], [5], [6]), having the following steps:

Step 1. $D(0,0)=0$;
Step 2. For i from I to n , one computes

$$
\mathrm{D}(\mathrm{i}, 0)=\mathrm{D}(\mathrm{i}-1,0)+c_{1}\left(a_{i}\right)
$$

Step 3. For j from 1 to m , one computes

$$
\mathrm{D}(0, \mathrm{j})=\mathrm{D}(0, \mathrm{j}-1)+c_{2}\left(b_{\jmath}\right)
$$

Step 4. For i from l to n and j from 1 to m , one computes:

$$
\begin{aligned}
& A_{1}=D(i-1, j-1)+c\left(a_{i}, b,\right) \\
& A_{2}=D(i-1, j)+c_{1}\left(a_{1}\right) \\
& A_{3}=D(i, j-1)+c_{2}\left(b_{j}\right) \\
& D(i, j)=\min \left(A_{1}, A_{2}, A_{3}\right)
\end{aligned}
$$

where $c_{1}\left(a_{1}\right), c_{2}\left(b_{j}\right)$, and $c\left(a_{i}, b_{j}\right)$ are the costs of insertion, elimination, and respectively substitution.

Step 5. The distance between the two words is D ( $\mathrm{n} . \mathrm{m}$ ).

SSOM Training. Training of the SSOM (refinement of the weights) is performed by analogy to the procedure of conventional SOM, in a neighborhood of the winner neuron, using the Levensthein distance between the input row and the row of weights characterizing the winner neuron (or one of its neighbors). One tends to change the weight row in order to minimize the Levensthein distance. To solve this task, one uses the following operations: insertion, deletion and/or substitution.
The training algorithm for SSOM is the following:

## Step 1.

- Initialize the weights of the SSOM. For the case of automatic translation application, one can choose for initialization the symbol corresponding to the "space" (the 27-th letter of the chosen alphabet, see the experimental results).
Step 2.
- Apply one by one the input rows of symbols (words or expressions) belonging to the training set.
- For each of them, compute the winner neuron, by minimizing the Levensthein distance between the input word and all the weight rows corresponding to the SSOM neurons.
- Make identical the weight row of the winner neuron with that of the input word (corresponding row).
- Refine the weight rows of the neurons belonging to the neighborhood of the winner by performing the elementary operations of substitution. insertion. and deletion. in order to reduce their Levensthein distances 10 the input word (but not to make them zero). The reduction of the Levensthein distance is a function of the neuron position regarding the winner: this reduction increases when the Euclidean distance benveen the corresponding neuron and the winner neuron decreases.
Step 3.
- Compute the classification error as a sum of all the minimum Levenshein distances of the words (expressions) belonging to the training lot. Such a distance is the minimum of the distances between the corresponding input word and the weight rows of the SSOM neurons.
Step 4.
-Test the stop condition (if the classification error is zero)

SSOM Test. The test (operational) phase consists of computing the Levensthein distance between the input word and all the weight rows of the SSOM. The minimum distance leads to the winner neuron; its label corresponds to the class label.

## III. EXPERIMENTAL RESULTS

We further present the experimental results of the software implementation of the model, corresponding to a Romanian-English translation application, using a
set of 1009 Romanian words and expressions. One chooses a circular architecture of the SSOM (Fig. 1). Denoting by " $n$ " the number of inputs (representing the maximum number of symbols belonging to an input row) and by " $M$ " he number of outputs
(neurons), the software experiment corresponds to: $n=20$ and $M=1050$. The weight matrix is $w(i, j), i=1$, $2, \ldots, n ; j=1,2, \ldots, M$.


Fig. 1. The circular architecture of the Syntactical Self-Organizing Map (SSOM)
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Fig. 2. The " $27 \times 27$ " matrix of substitution costs

The input alphabet has 27 symbols, namely 26 letters and the "space" symbol (for expression translation):
$A=\{a b c d e f g h i j k l m n o p q r s$ tuvwxyz \}.
For using the Levensthein metrics, we have chosen the substitution costs, insertion costs, and deletion costs. The substitution costs are defined as a function of the distance between the corresponding letters on the keyboard, in order to correct the key stroke (typing) errors (for example, c (a,b)=5, c (a, c) $=3, \mathrm{c}(\mathrm{a}, \mathrm{d})=2$ ). Taking into account the above principle, we have defined the corresponding $27 \times 27$ matrix of substitution costs. (Fig. 2). The insertion, respectively the deletion costs are taken all equal to 2.

For training, we used a variable size neighborhood, where the radius of neighborhood decreases with the epoch index, according to the following sequence:
$\{256,256,256,128,128,128,32,32,32,8$, 8, 8, 2, 2, 2$\}$.

To perform an automatic translation, we associate a table to the output labeled neurons giving the correspondence between the two languages: Romanian and English. At the same time, taking into account the SSOM design, one can correct some input (typing) errors. In Table 1, we give an example.

Table 1. Example of automatic translation and error correction:

| Original <br> Word <br> (Ro) | Erroneous <br> Input (Ro) | Output <br> (En) | Error <br> Correction |
| :--- | :--- | :--- | :--- |
| abil | abi | skilful | yes |
| abur | abuv | steam | yes |
| lemn | lenm | wood | yes |
| admite | dmit | bribe | no |

## IV. CONCLUDING REMARKS

1. We propose a Syntactical Self-Organizing Map (SSOM) for automatic translation that can receive input words or expressions represented by rows of symbols of different lengths, by eliminating the necessity of normalizing the length of input rows.
2. The syntactical way of representation of the input words and expressions is naturally adequate to the automatic translation. One uses the specific weighted Levensthein distance, which is computed by applying the Wagner-Fisher
algorithm. For the present application, any substitution cost given in the matrix of Fig. 1 is defined as a function of the Euclidean distance between the corresponding letters on the keyboard, in order to correct the input typing errors.
3. An important advantage of the model is that its design does not depend on the specific two languages, characterizing the translation. Consequently, it can be trained and retrained by the user for any pair of languages.
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