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Abstract - This paper presents an implementation of a 
method for text compression, first dcscribed by 
Shannon in 1951 and later, in 1997, by Fenwick. Unlikc 
other compressors, which exploit symbol frequcncics in 
order to assign shorter codes to more frequcnt symbols, 
this technique prcpares a list of probable symbols to 
follow the current one, ordered from most likely to least 
likeiy. Tests were conducted on various input sources 
and the results arc shown here. The implementation 
supports further optimizations, as it will be explained. 
Key>vords: symbol ranking, context, number of tries 

I. I N T R O D U C T I O N 

S y m b o l rank ing compress ion is a method in i t i a l l y 
descr ibed by Shannon in 1951 [1 ] and later, in 1996, 
by Fenw ick [2 ] . The a lgo r i t hm is expect ing to 
encounter repeat ing str ings in the input , w h i c h makes 
it more suitable for repet i t ive text, such as human 
language. It consists o f two blocks: a seeking 
funct ion, for both compress ion and decompression, 
w h i c h is used to suggest a symbo l , and a processing 
funct ion, speci f ic to the act ion being carr ied out. 

Other similaj- methods do exist , by Bent ley et al. [3 ] , 
H o w a r d and V i t t e r [ 4 ] or B u r r o w s and Wheeler [5 ] 
(the Bu r rows -Whee le r T rans fo rm) , but w i t h l i t t le 
reference to Shannon's o r ig ina l wo rk . B W T cou ld be 
regarded as a symbo l rank ing compressor, w i t h the 
M o v e - T o - F r o n t l ist ac t ing as a good est imate o f 
symbo l rank ing. 

I I . A L G O R I T H M D E S C R J P T I O N 

The a lgo r i t hm extends one o f Char les B loom 's 
methods o f o f f e r i n g possible symbo ls in the 
approx imate order o f p robab i l i t y o f their occu r r i ng in 
the current context . B l o o m [6 ] noted that the longest 
ear l ier context , w h i c h matches the current context , is 
an exce l lent pred ic tor o f the next symbo l . H o w e v e r , 
th is imp lementa t ion on l y uses contexts o f a certain 
m a x i m a l length, as it w o u l d be more t ime-consuming 
to leave the context unbound. 

The first b lock o f the two ment loned above is 
suggest ing w h i c h the next s y m b o l cou ld bc, based on 
the current context . It starts by searching for a s t r ing 
o f the m a x i m u m permi t ted length match ing the 
current context and as soon as it is found, the next 
symbo l is o f fered. I f the o f fe r is rejected, the search 
cont inues unt i l there are no possible st rmgs o f this 
length lef t in the buf fer . Then the length is 
decremented and the search starts over The context 's 
length can go as l o w as 1, mean ing a symbo l cou ld be 
the context , but no lower . W h e n a st r ing is found to 
be equal to the current context , the symbo l next to it 
is first checked to see i f it was not o f fe red before and 
rejected, in w h i c h case it is not used again. 

The second b lock per fo rms as a va l ida t ion . It reads a 
symbo l and asks for suggestions, a k i n d o f guess 
game. I f it receives a good answer. it outputs a "1 " 
bi t , o therwise a "O" bi t : this is where the compress ion 
occurs. It does not accept more than a certain number 
o f guesses, i f , un t i l that, the r ight symbo l has not been 
o f fe red the search is aborted, the correct symbo l is 
output , and the scheme moves on. O n decompress ion 
th ings w o r k qu i te s im i la r , but n o w the answers are 
read f r om the compressed file, be it a " 1 " or a "O" bi t , 
or the correct symbo l . 

I I I . E X P E R I M E N T A L S O L U T I O N 

A sof tware imp lementa t ion o f this compress ion 
method was per formed. The p rogram uses a c i rcu lar 
bu f fe r to keep track o f processed text, both on 
compress ion and decompression. Th is means that 
when the first s ymbo l is read it is insened at the first 
address in the buf fer , and subsequent symbo ls f o l l ow 
it, un t i l the end o f the bu f fe r is meet, then symbo ls are 
again inserted f r om the first pos i t ion , and so on. 

Obv ious l y , this way some possible better contexts in 
the past are lost, and an ideal approach w o u l d store in 
the memory al! the prev ious text , instead o f a bound 
length buf fer . That is w h y the buf fer 's length can be 
var ied to some extent, to try to accustom to d i f fe rent 
input texts. 
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To find a matching context the search begins in the 
bufTer at the previousiy inserted symbol with the 
maximum context length. It seeks backwards for a 
symbol that is equal to the one at the end of the 
context. 

Having found one, it tries to match the symbol at the 
half of the current context to the one at the half of the 
possible candidate context and then the first symbols, 
in the context and in the candidate. If all these 
symbols match, then a complete string comparison is 
performed, and, if it succeeds, the symbol is ofTered 
and marked in the exclusion table. This approach is 
used to avoid unnecessary comparisons, and many 
false contexts fail the half- or start- symbol test. 

An example of how the compression sequence could 
look like is presented in the following. The text to be 
coded is "the symbol is offered", the context is 
"Having found one [...]", from the previous 
paragraph, all in the bufTer. At most 5 unsuccessful 
attempts are allowed. The maximum context size is 4. 
In Table 1, the first column is the original text and 
the columns to the right are the attempts of guessing 
the next symbol. The rightmost cell on every row 
contains the sequence of output symbols for the 
corresponding input character, underlined characters 
representing a binary value (a "1" bit or a "O" bit) and 
the numbers between parentheses - the context length 
at which the right symbol was found, or (n/a) if no 
guess was successful. White spaces were converted 
to underscores for reasons of readability. 

Table 1 
Context: Having found one, it tries to match [. . .] 

Text Attempts Output 
t i a t 001(2) 
h h 1 ( 3 ) 
e e 1 ( 4 ) 

n s 001 (4) 
s c f P h 0 s OOOOOs (n/a) 
V V 1 ( 4 ) 
m m 1 ( 4 ) 
b b 1(4) 
0 0 1 ( 4 ) 
1 1 1 ( 4 ) 

s 01 (4 ) 
i a t s i 0001 (1) 
s t f s 001 (2) 

p 0 y > u 00000 (n/a) 
0 P t i s a 0 OOOOOo (n/a) 
f n l r m s f 00000f(n/a) 
f 0 i f OOOf(na) 
e 0 i e OOOe (na) 
r d e r 0001 (1) 
e f m i s e 00001 (1) 
d n r d 0001 (1) 

QOl l IOQlOOOOQs^ 1 1 n o i o n n i Q O I Q Q O O O OOOOQoOOO 
^ f n o o tTjOOeQQQ 100001000 K 

which means that for the 168-bit input, the coder 
outputs 110 bits. giving a compression ratio of 
0.65476. Of course, the result depends a great deal on 
the parameters used in the algorithm and on the 
context (the previous symbols). 

IV. COMPRESSION RESULTS 

The following tests were conducted using 5 files of 
various content and dimension: 

• Romanian text, legal; 
• bookJ.OOl - English text, fiction book 
(incomplete, in order to have about the same length as 
the first one - a comparison between the t\vo 
languages' compressibility was attempted); 
• objl - object code for VAX machine, binaiy file; 
• pic - black & white fax picture (it is supposed to 
have a big redundancy and to be very compressible); 
• progl- source code in LISP. 

Every file (except the first one) is part of the Calgary 
Corpus collection [7]. The goal was to tr\' difTerent 
scenarios for the use of this algorithm, as it is a 
known fact that a compression method can yield 
better results only for certain file types. 

The program can be tuned by three parameters: 

(a) the length of the buffer; 
(b) the maximum context length; 
(c) the number of tries before outputting the 

unchanged symbol. 

The following graphics represent the compression 
ratio of the symbol ranking method when modifying 
only one of the parameters, keeping the others to 
some fixed best-ratio values. 

The columns grouped by five in the histograms below 
(see Fig. 1, 2, and 3) represent the compression ratio 
of the files in the above listed order. 

For the considered text, the output is: 

4K 8K 16K 32K 64K 

Buffer size 
Fig. I Compression ratio as funciion of buffer size 
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A s the b u f f e r l eng th is increased, the compress ion 
ra t io imp roves , excep t fo r the o b j e c l codc f i l e ; s t i l l , 
the b u f t e r s h o u i d no t be too large, as the r u n n i n g l i m e 
can reach h i g h values. 

2 4 6 8 10 

Msodrmii context size 

Fig 2 Compression ratio as funclion of maximum contexl size 

The m a x i m u m con tex t size does not appear to m a k e a 
lot o f d i f f e r e n c e ; it p r o b a b l y he lps occas iona l l y to 
have a larger con tex t , but o v e r a l l i t seems to be less 
impor tan t . T h e de fau l t va lue o f th is parameter shou id 
be set to 4. 
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Fig 3 Compression ratio as ftjncaon of maximum number of tries 

M o r e tr ies, m o r e er rors ; i f it does not get r i g h t fast, 
chances are it w i l l get w r o n g in the end. The 
e x c e p t i o n here is represented by the R o m a n i a n text , 
fo r w h i c h m o r e a t tempts ava i l ab le is g o o d news. 

A s a c o n c l u s i o n , a m a x i m u m con tex t leng th o f 4 -6 
characters, w i t h a m a x i m u m n u m b e r o f t r ies be tween 
3 and 6, and a b u f f e r as large as poss ib le s h o u i d y i e l d 
the best ra t ios. 

V . R E M A R K S 

T h e present i m p l e m e n t a t i o n o f the s y m b o l r a n k i n g 
text c o m p r e s s i o n m e t h o d does no t c o m p l e t e l y fo l lovv 
F e n w i c k ' s w o r k . T h e t w o o m i t t e d steps can increase 
compress i on and speed. Fu r the r o p t i m i z a t i o n is 
r e c o m m e n d e d , such as R L E - an i m p l e m e n t a t i o n by 
F e n w i c k [ 8 ] uses R L E and hash tables fo r a fast 
compressor . A l t h o u g h the compresso r is i n tended to 
process h u m a n languages, it p e r f o r m s g o o d o n the 
ob jec t code f i l e . 
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