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Abstract - Speech analysis and speech labeling are two 
important issucs of any speech recognition system. Due 
to the fact that speech is analyzed on short - time 
intervals it is bard to make a visual interface for 
analysis. On the other hand it is known that speech 
recognition gives better results if signaPs features are 
used for labeling. The program described in this paper is 
an attempt to realize an interface for speech analysis and 
a feasible framework for speech labeling. The 
appiication is developed in Visual C++ 6.0, and ailows 
the extraction and visualization of speech features frarae 
by frame and speech labeling at word and phone level. 
Kcywords: speech processing, feature extraction, speech 
analysis, speech labeling 

l INTRODUCnON 

Speech signals are real, continuous, finite energy 
waveforms. Although they vary in time, on short 
periods (15 to 30 ms) ihey can be considered 
stationary and their properties can be analyzed. The 
analysis of the speech signal aims to determine a set 
of parameters which describes the important 
characteristics of speech. The fact that speech signals 
must be analyzed on short intervals makes very 
difficult the impiementation of a visual interface. 
Most of the existing programs on this field extract the 
features using commands from the command line with 
many options hard to remember, and have a few or 
even none displaying tools. The program that we 
developed tries to overcome all these problems, using 
a visual interface which allows the visualization of the 
features of the speech signal frame by frame. Another 
important issue when dealing with speech recognition 
is speech labeling, that is defming word or phone 
boundaries. This paper is organized as follows: first 
the preprocessing, analysis and labeling of the speech 
signals are described, then are given some details 
about the impiementation, and fmally conclusions and 
remarks about the ftiturc directions to follow are 
presented. 

11. SPEECH SIGNAL PREPROCESSrNG 

First some preprocessing is applied to speech wave. 
Bccause most part of the energy of the signal lies 

between 50 Hz and 4 KHz a low - pass or a band -
pass filtering is required. This way, low - pass 
components, which do not contain useftil Information, 
are eliminated. The upper constraint is necessaiy in 
order to avoid the aliasing which appears thru 
sampling. Next, the speech signal is digitized with the 
help of an analog - to - digital converter, with a 
resolution between 8 and 16 bits. To eliminate the 
effccts of high frequencies attenuation, speech signal 
\s pre - emphasized. Last step before analysis is 
segmentation, which is realized usually with a 
Hamming window (Figure 1). For better results frame 
overlapping is recommended. 
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Fig. 1. Speech segmentation [1]. 

III. SPEECH ANALYSIS 

By analyzing the signal in time domain we obtain the 
maximum and medium amplitude, energy, zero -
Crossing rate and fundamental frequency. Maximum 
amplitude gives us information about the voiced or 
unvoiced character of the speech frame. Time interval 
between two successive maximums corresponds to 
fundamental period. 
Short - time energy of speech wave is defmed as: 

(1) 
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where w(m) is the window, N number of samples and 
s(n-m) is a sample from the signal. This paramelcr 
gives us information about llie voiced (high energy) or 
unvoiced (low energy) nature of the speech frame. 
Also, it is very useful in the silence detection in 
isolated words recognition process. 
Zero - Crossing rate is calculated with the formula: 
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This parameter estimates the fundamental frequency 
of the speech wave. Also, together with the energ>-, 
helps to silence detection. 
One of the methods, which are used to determine the 
fundamental frequency, is based on the 
autocorrelation function defined as: 

For periodical signals the autocorrelation function has 
maximums at regular intervals, aspect which is used 
to determine the fundamental frequency [2]. 
Frequency domain analysis gives better features for 
processing than time domain analysis. The excitation 
and vocal tract can be easily separated in spectral 
domain. While different utterances of the same 
sentence can difTer in time domain, in frequency 
domain they are similar. Also, human ear is more 
sensitive to aspects related to the amplitude of the 
speech signal than related to its phase, so spectral 
analysis is used most of the time to extract features 
that describe speech signal. 
The most common method to analyze speech in 
frequency domain is Fast Fourier Transform. In time, 
a considerable number of algorithms that exploit the 
advantages of modem processors have been 
developed. In our implementation we used a radix-2 
one. 
Linear Predictive Coding analysis provides a good 
model for speech signal and is widely used in 
automatic speech recognition systems. This method 
fus the parameters of an all - pole model to the 
speech spectrum, although the spectrum itself is not 
computed explicitly. LPC coefficients can be found 
using either autocorrelation method, either covariance 
method. In our implementation we choose the first 
one because of its popularity and because it gives also 
the reflection (or PARCOR) coefficients. The 
autocorrelation function is evaluated first and the 
results are converted to LPC coefficients using 
Levinson Durbin algorithm: 

where ^^ \ ^ ^ J ^ P are the LPC 
coefficients, k, arc PARCOR cocffîcients and E is 
frame energy. 
Cepstrum is defined as the IFF T of the logarithm of 
the spectrum. This analysis allows separation of the 
contribution of the source from that of the vocal tract 
in the speech signal. A set of features used widely in 
speech representation is that of cepstrum coefficients 
obtaincd from LPC coefficients: 
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This way the variability introduced by the excitation 
is eliminated and better results are obtained in 
recognition. 
Mei cepstral analysis is a perceptual analysis which 
uses the Mei scale and a cepstral smoothing in order 
to obtain the final spectrum [3]. First the short - term 
spectrum of the speech frame is evaluated and then 
integrated over gradually widening frequency 
intervals on the Mei scale, with a triangular filter -
bank as the one showed in Figure 2. 

Mei frequtnry 
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Fig. 2. Mei scale triangular filter - bank. 

The filter - bank is given by: 

H„Xco) = 
(O , -Q) 
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with central frequencies: 

(y» = 
lOOw, 

1000 1,15"-'°, 

0 < w < 1 0 
m>10 

(7) 

Next a vector with log energies is evaluated for each 
filter: 

5 = ln 
i=0 

(8) 

then the MFCC coefficients are obtained using a 
Discrete Cosine Transform: 
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large vocabular)' continuous speech recognition 
sy stern. 
A number of systems for the phonetic transcription of 
speech are used, among them IPA and Worldbet but 
we can define also our own phonetic system. 
Margins of the phones can be marked in many ways. 
We mention here only two of them: using samples as 
the oncs who designated TIMIT database did, or time 
moments as the HTK program does. 

V. IMPLEMENTATION 

The program is a MDI application developed in 
Visual C-H- called Visual Speech Analyzer (VSA). It 
has three main modules: sound recording, speech 
analysis and speech labeling. 

Record sound 2<i 

This transform is used because the coefficients 
obtained after the calculus of the power spectra are 
highly correlated and the cepstral coefficients are 
uncorrelated fact that allows the number of 
parameters to be reduced. In practice they are using 
24 to 40 filters but only the first 13 coefficients are 
used for speech recognition tasks. 

IV. SPEECH LABELING 

A very important issue when performing speech 
recognition is speech labeling, which is the process of 
finding word or phone boundaries. Ver}' useful tools 
for this are spectrograms. A spectrogram of a time 
signal is a two-dimensional representation that 
displays time in its horizontal axis and frequency in 
its vertical axis. A gray scale is typically used to 
indicate the energ>' at each point with white 
representing low energy and black high energy [4]. 
The basic tool with which to compute them is short-
time Fourier analysis. 
There are two main types of spectrograms: narrow-
band and wide-band. Wide-band spectrograms use 
reiaţively short windows (< 10 ms) and thus have 
good time resolution at the expense of lower 
frequency resolution, since the corresponding filters 
have wide bandwidths (> 200 Hz) and the harmonics 
cannot be seen. Narrow-band spectrograms use 
relatively long windows (> 20 ms), which lead to 
filters with narrow bandwidth (< 100 Hz). On the 
other hand, time resolution is lower than for wide-
band spectrograms. In this case the harmonics can be 
clearly seen, since some of the filters capture the 
energy of the signal's harmonics and filters in 
between have little energy . 
Spectrograms can aid in determining formant 
frequencies and fundamental frequency, as well as 
voiced and unvoiced regions. 
The transcription can be done in several ways using 
different speech units, from words. if the speech 
recognition system is designed for a small word 
vocabular}', to phonemes, if we want to implement a 
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Fig. 3. The sound recorder. 

The sound recorder (Fig. 3) allows recording and 
playing of a sound data. The supported settings can be 
seen in Fig. 4. If the button view is pressed the 
waveform corresponding to recorded sound is 
displayed. 
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Fig. 4. The settings of the sound recorder. 

The analysis module implements the methods 
described in the third paragraph of this paper. 
The interface is presented in Fig. 5. 
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Fig. 5. The inlerface for analysis. 

The Project option from the menu allows the user to 
create a new project for speech analysis, open an 
existing one or save the current one. We can open a 
wav file for analysis with the command Open from 
the menu Sound. Also the preprocessing described on 
section 2 is implemented here. With the command 
Preprocessing parameters the user can select the 
vvindow applied to the signal (Hamming or 
rectangular), the frame size and frame rate (both of 
them expressed in number of samples), whether to 
remove or not the DC mean or pre - emphasize the 
signal. The analysis methods described in section 3 
can be found under the menu option Analysis. Their 
results can be saved in a file if the user validates this 
option. 
The interface consists from a tree control which 
displays information about the wave that is anaJyzed, 
the preprocessing parameters and the parameters of 
each analysis that has been selected. The sound that is 
analyzed is shown on the upper graph while the 
features values are shown on the second one. They are 
displayed frame by frame as the user moves with the 
mouse on the graph of the signal. Finally, there is a 
list control which displays features values for all the 
frames of the signal. The user can switch between 
parameters by double - clicking on the parameters 
name from the tree control [5]. 
The labeling module displays the waveform and the 
corresponding narrow-band and wide-band 
spectrograms. Instead of time we used number of 
samples as measurement unit for x axis. The length of 
the window is calculated as the next power of two 
greater than the number of samples corresponding for 
20 ms of speech for narrow - band spectrograms and 
the last power of two before the number of samples 
corresponding for 20 ms of speech for wide-band 
spectrograms. Two cursors are available for marking 
different possitions on the speech wave. 
On the right side of the window are two lists which 
displays the starting and ending sample for each word 
or phonema. 

Fig. 6. The interface for labeling. 

VI. CONCLUSIONS AND FUTURE WORK 

The application described in this paper allows the 
features extraction of the speech signal and speech 
labeling. We intend to use the parameters extracted 
this way for an application that performs continuous 
speech recognition. 
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