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Abstract 

This thesis defines the procedure of identifying optimum neural network design by 
incorporating data mining. Identify patterns in the training dataset and establish relationships in 
the training dataset used to train the neural network. Then the information obtained will be used to 
determine the architecture of the artificial neural network. 

There is no evidence supporting any method to determine the optimum ANN architecture. 
Contemporary approaches are restricted and consume a lot of time. Proven successful approaches 
offer a solution to given problems but under a given environment. No verifiable theory exists, 
explaining the design of an ANN. 

This scientific research related to artificial intelligence seeks to utilize pattern recognition 
methods to define the structure of an ANN. It involves clustering methods to group training dataset 
to identify some common features, that can be grouped depending on given conditions. The results 
obtained through clustering as far as multilayer ANN structure is concerned. 

A regression model is adopted to increase how predictable the projected is, by adopting results 
from grouping to define the structure of ANN. Depending on hypothesis testing through F-test for 
regression, the conclusion is arrived at; the neurons in hidden layers and the quantity of hidden 
layers themselves depend on the factors that are considered through the projected clustering 
method. 

The proposed method reduces the time allocated for network design. This method can make 
the design simple and easy and possible for a Non-specialist designer. The focus was to develop a 
fast solution (in terms of learning iterations) maintaining also an acceptable efficiency. 

 

Keywords: Artificial intelligence, machine learning, neural networks architecture, data 
mining, clustering methods, multi-layer neural network, pattern recognition, regression analysis. 
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Chapter I 

1. Introduction 

Researchers concentrated on the concept that computers can perform different tasks without 
programming. [1], AI researchers [2]  wanted to confirm if machines can learn from a given set of 
instructions. Computer science has a major evolving section called machine learning- determined 
to ensure computers perform tasks without programming. Machine learning has its roots in 
computer learning theory [3] and pattern recognition. 

Some areas of study encompassed under the canon of biologically inspired computing [4], and 
their biological counterparts. Take for example genetic algorithms inspired from evolution. 
Biodegradability prediction inspired by biodegradation. Cellular automata inspired by life. 
Emergent systems inspired by ants, termites, bees, and wasps. Neural networks inspired by the 
brain. Artificial life inspired by life. Artificial immune systems inspired by the immune system. 
Rendering (computer graphics) inspired by patterning and rendering of animal skins, bird feathers, 
mollusk shells and bacterial colonies. 

Artificial Neural Networks is Biologically Inspired [5]. A biologically inspired programming 
paradigm enables a computer to learn from observational data. Current researchers focused on the 
biological knowledge of how the brain learns, recently included in majority prevailing computing, 
followed by improvements in hardware and modulation in the software models. More than two 
decades ago, neural networks were widely seen as the next generation of computing, one that 
would finally allow computers to think for themselves. 

Achievement of optimal neural network architecture is necessary due to neural networks 
applications in medical imaging (localization of tumors and other pathologies, measuring tissue 
volume, Computer-assisted surgery, diagnosis, treatment planning), the location of objects in 
satellite images, facial recognition, iris recognition, fingerprint recognition, traffic control systems 
and more [6]. These applications recommended as the current one in which have invested the effort 
to satisfactory results as close to the ideal. 

1.1. Problem Statement 

Here, we will show that there is no analytical method to determine the numbers of hidden 
layers [7] together with hidden node numbers inside layers [8] to multiple layer ANN [9]. There 
are series of Neural Network architectures available but only offers solutions in given situations, 
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but also successfully solves a few applications under specified conditions. The neural network 
design is a major area of concern for researchers and lacks theoretical viewpoints.  

Identifying neurons and hidden layers number is a multifaceted task and key point in the 
formation of the ANN - that has no supporting theories. To date, there is still no verifiable theory 
that can be adopted to obtain the extent of the architecture of the ANN considering the intricacy 
of the subject under study [10] [11] [12]. 

1.2. Research Approach 

In this thesis, we present research under a subdomain of current scientific research in artificial 
intelligence namely the determination of optimal neural network architecture. This subdomain 
related to Pattern Recognition and Data Mining. All the current research directions highly 
specialized in neural network, forming part of the broader subdomain Artificial Intelligence. 

Notably, the importance that neural networks currently represent in the data classification. I 
also noted that this is the only technique that allows generalizations, based on a set of data designed 
for analysis [13] [14] [15] [16] [17]. In other words, the results provided by the neural network is 
closest to the concept of inference in which we can get conclusions from the analysis of a given 
context. 

I intend in this respect to use Data Mining techniques to analyze the data to be processed by 
the ANN. This method will work unsupervised to analyze the training data through clustering 
techniques and to correlate the quantity of groups obtained with the optimum quantity of hidden 
layers for an MLP. In determining the quantity of hidden units we will use the results by clustering 
training forms from the analyzed database on the basis of a reference distance (RD). 

To come up with a neuron quantity in hidden layers, a linear regression method incorporating 
the parameters obtained from grouping given data used to train the neural network is developed. 
The approach decreases the build time of the optical ANN since it is not being supervised. 

1.3. List of Publications 

Tej, Mohamed Lafif, and Stefan Holban. "Determining Multi-layer Perceptron Structure Using 
Clustering Techniques." International Journal of Artificial Intelligence 17, no. 1 (2019): pp. 139-
166. 

 

Tej, Mohamed Lafif, and Stefan Holban. "Determining neural network architecture using data 
mining techniques." In 2018 International Conference on Development and Application Systems 
(DAS), pp. 156-163. IEEE, 2018. 
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Tej, Mohamed Lafif, and Stefan Holban. "Comparative Study of Clustering Distance Measures 
to Determine Neural Network Architectures." In 2018 IEEE 12th International Symposium on 
Applied Computational Intelligence and Informatics (SACI), pp. 000189-000194. IEEE, 2018. 

 

Tej, Mohamed Lafif, and Stefan Holban. "Determining optimal neural network architecture 
using regression methods." In 2018 International Conference on Development and Application 
Systems (DAS), pp. 180-189. IEEE, 2018. 

 

Tej, Mohamed Lafif, and Stefan Holban. "Determining Optimal Multi-Layer Perceptron 
Structure Using Linear Regression." In International Conference on Business Information 
Systems, pp. 232-246. Springer, Cham, 2019. 

1.4. Outline of the thesis 

The rest of this thesis is organized as follows:  

• Chapter 2 contains an analysis of the structures of Neural Networks and explanation 
of the effect of the architecture of neural network on the ability of learning of network. 
In addition, a presentation of the methods currently used to determine the architecture 
of the neural network. 

• Chapter 3 describes the method used to determine the optimal Neural Network 
Architecture using clustering techniques by presenting the stages, which we pass 
through to determine the architecture of the neural network. In addition, a discussion 
about clustering techniques used, the role of clustering distance measures in 
determining the optimal neural network architecture and a comparative study of 
clustering distance measures used to Determine Neural Network Architectures. 

• Chapter 4 describes another data mining technique used to determine the optimal 
Neural Network Architecture by means of regression methods. The results obtained 
from clustering the training data are found to be useful to develop a Multiple Linear 
Regression model in accordance with the purpose of determining the number of hidden 
layers and the number of neurons on each layer for a multilayer neural network. A 
discussion on factors selected and the influence of each factor on the number of hidden 
layers and the number of the hidden neuron will be presented in this chapter. 

• Chapter 5 describes the importance of training data analysis to improve generalization 
capabilities of the Neural Network Architectures. In this chapter, we discuss the 
generalization capabilities of neural network architectures through the analysis of 
training data. There is a solid relationship between the generalization performance of 
artificial neural networks and their structure. It is shown that the generalization 
performance of neural networks is affected by the structure of the network. 
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• Chapter 6 describes a comparison of the proposed method with the most currently 
used methods based on the percentage of accuracy, Error/epoch and training time. This 
chapter shows how the proposed method performs well for the different type of datasets 
and how it’s adapted to the complexity of the training data to provide the best results 
regardless the size and type of dataset in contrast to other methods. 

• Chapter 7 presents a summary of the work presented in this thesis and concludes this 
work. 
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Chapter II 

2. Structure of Neural Networks 

The most important theoretical problem presented in this thesis is the correlation between the 

structure of the neural network and the learning ability of the network. To solve a complex problem 

using the neural network it needs a complex network structure represented by the quantity of 

hidden layers/units. The size of the network affects the learning capability of the neural network, 

which makes adding more hidden layers and units in these layers essential when the complexity of 

the problem to be solved increases. 

Theoretically, it can be proved that a neural network with one advantage of using multiple 

hidden layers is improving the predictive ability of the network. The problem is how many hidden 

layers we need based on the level of complexity of the problem to be solved by the neural network 

without exceeding the required number of hidden layers to avoid the decrease of the accuracy in 

the test set. Increasing the number of hidden layers much more than required will cause the 

network to overfit to the training set that means it will learn the training data, but it won't be able 

to generalize to new unseen data. 

Quantity of hidden neurons signifies a key area of concern in neural network completion. 

Prominent methods include; “Trial and Error, evolutionary algorithms, exhaustive search, and 

Growing and Pruning algorithms”. they consume a lot of time and have some limitations. 

2.1. Introduction 

In this chapter, the structures of Neural Networks will be analyzed and an explanation of the 
effect of the ANN architecture on the ability of learning of network. In addition, the structure of 
the ANN depends on many parameters represented by the Cost function, Activation function, and 
Hyper-parameters. The selection of the suitable cost function and activation function appropriate 
to the considered problem is still the aim of the current research [18] [19] [20]. 

The cost function and activation function affect the ability to learn for a neural network. It is 
not possible to define a general cost function or a general activation function, which work with all 
type problems. A comparative study to determine the optimal activation function for certain neural 
networks is necessary to determine the appropriate activation function for the learning algorithm 
of the neural network. As well as the cost function, also need a comparative study to determine the 
appropriate function for the learning algorithm of the neural network. The cost function is used in 
machine learning to improve the performance of the model.  

Neural networks depend on many Hyper-parameters, which are related to the structure of the 
neural network and to the learning algorithm of the network. Hyper-parameters related to the 
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structure of neural network are the variables, which determines the network structure such as the 
number of hidden layers and neurons, network weight initialization and activation function. Hyper-
parameters related to the learning algorithm of the network are the variables, which determine how 
the network is trained such as Learning Rate, Momentum, Number of epochs, Batch size and so 
on. It is necessary to tune the hyper-parameters during training see Appendix A. 

A large number of Neural Network Architectures was created for different issues each one was 
designed based on certain specifications to achieve different goals. These specifications are 
imposed by the problem to be solved by the neural network. In this chapter, we will mention the 
most efficient architectures see Appendix A.1. 

We currently lack a practicable principle to define the size of the ANN, putting into 
consideration the problem to be solved. Current methods are not consistent and may only perform 
in some settings.    

2.2. Neural networks 

ANN is an integral topic in Artificial intelligence [21]. The ANN works like a human brain. 
The human brain is composed of approximately 100 billion neurons. Until now, artificial neural 
networks were unable to reach the computational power of the brain. 

In (1943) Warren McCulloch and Walter Pitts create a computational model for neural 
networks based on mathematics and algorithms called threshold logic. This model opens the door 
for more neural network research. 

The idea of multilayer neural networks has begun since the sixties. The emergence of the Back 
Propagation (BP) algorithm in the mid-1980s, make training of multilayer perceptron (MLP) 
possible, where it has become widely used. 

Since the mid-80s, there have been contributions made to the theory and applications of neural 
networks, most of them are concentrated in multilayer perceptron MLP. 

2.2.1. General aspects 

Neural networks typically consist of multiple layers, and the signal path traverses from the first 
input layer to the output layer, which is the last layer of neural units. A multilayer neural network 
consists of an input layer of source neurons, at least one middle or hidden layer of computational 
neurons, and an output layer of computational neurons. The input signals propagated in a forward 
direction on a layer-by-layer basis. Multilayer perceptron training involves both forward and 
backward information flow. An example of a simple Neural Network illustrated in the Figure 2-1. 
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Figure 2-1: The architecture of multi-layered perceptron (MLP) with network n:3:3:2 

All neurons in one of the layers linked with all neurons in the following layer, for a feedforward 
network, all data in the input layer streams to the output layer. The structure of the network 
presented in Figure 2-1 is n:3:3:2. A bias connection assigned to all units in hidden layers and to 
all units in the output layer. Every unit is a Perceptron. 

All features of the training set assigned to the input layer; the quantity of input units equal to 
the quantity of features of the training dataset. Input layer neurons connected to the neurons of the 
first layer of hidden layers. 

A neural network can contain one or more hidden layers, one hidden layer can solve many 
problems and theoretically, there is no reason to use more than two hidden layers. It is not 
necessary for the quantity of hidden units to be equal to the quantity of units in the input layer. The 
quantity of hidden units is defined using experimental methods. Hidden layer treats the inputs and 
communicates with all output neurons. 

The final outputs generated by the output layer. The quantity of output units equal to the 
quantity of required outputs. The output could be linear or sigmoid [22]. 

2.2.2. Artificial neuron 

Neural Networks consists of many artificial neurons. Each input into the neuron has its own 
weight w1, w2, w3... wn. Weight is simply a floating-point number and these we adjust these weights 
when we eventually come to train the network. 
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A neuron can have any number of inputs from 1 to n, where n is the total number of inputs. 
The inputs represented therefore as x1, x2, x3… xn, and the corresponding weights for the inputs as 
w1, w2, w3... wn. Output y = x1w1+x2w2+x3w3... +xnwn. 

 

 

Figure 2-2: A simple artificial neuron 

 

Where Xi input, Yi output, n is the number of inputs to the Perceptron. wi weight: where w is a 
vector of real-valued weights. Input function is: 

 

∑𝑊𝑖 ∗  𝑋𝑖

𝑛

𝑖=1

 (2.1) 

 

2.2.2.1. Activation function 

Activation function use threshold Ɵ to evaluate and validate the weight. Transforms neuron’s 
input into output [22]. Table 2-1 present the most common activation functions [23]: 
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Table 2-1: Examples of neuron activation functions  

 

 

Predicting the best activation function is usually impossible. The selection depends on trial and 
error to define the suitable activation function for the considered problem. Training the network 
with a kind of activation function then evaluating its performance on a validation set until we can 
compare it with other activation functions.  

However, it is possible to approach a better choice depending upon the properties of the 
problem. Some activation functions characteristics can be relied upon but are not perfect such as 
sigmoid function generally work better in the case of classification, for the vanishing gradient 
problem it is better to avoid sigmoid and Tanh functions.  

The activation function ReLU work good with the majority of cases and can be taken as a 
general activation function and represents the best choice for the case of dead neurons, the ReLU 
function can represent a best starting point and then move over the other function. 
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2.2.2.2. Cost Function 

There are numerous Machine Learning algorithms used to optimize the architecture of the 
ANN. The purpose of optimization is to minimize the cost function [24] in the training data. Cost 
function or loss function used to calculate the error obtained from the difference between the actual 
output and the predicted output.  

𝐽(𝑤) = 𝑃 − 𝑃̂ (2.2) 

 

Neural networks use back propagation to update neurons with new weights calculated using 
cost function in such a way the error is minimized. The most commonly used method to define the 
minimum point of the cost function is Gradient Descent. A cost function is a measure of the 
performance of a neural network architecture to predict the expected outcome. 

To optimize the cost function using Gradient Descent: 

𝑊(𝑘+𝑡) = 𝑊(𝑘) −
𝜕

𝜕𝑊(𝑘)
𝐽(𝑊) (2.3) 

 

The cost function like activation function has an important role to obtain accurate results when 
training model. To obtain the optimum results for different problems we have to compare different 
type of cost function. We cannot define a general cost function, which works with all type of data. 
A number of factors affect the selection of the suitable cost function for a considered problem. 

The cost function falls under several categories such as classification cost functions, regression 
cost function and so on.  

Classification cost function algorithms: 

• Binary Cross Entropy 
• Margin Classifier 
• Soft Margin Classifier 
• Negative Log Likelihood 

Regressive cost function algorithms: 

• Mean Absolute Error  
• Huber Loss, Smooth Absolute Error  

It is recommended to determine the suitable combinations of the cost function with the 
activation function. Depending on the type of the considered problem such as Binary classification, 
Multiclass classification, and Regression. Some experimental test prove that cross entropy is 
suitable with probabilistic output, it is preferable to use Mean squared error for regression and the 
combination of sigmoid function and Mean squared error is not recommended.  
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2.3. Multi-Layer Perceptron (MLP) 

Multilayer perceptron (MLP) are multilayer feedforward networks with one or more hidden 
layers [25] and continuously differentiable nonlinear activation functions. 

Single layer perceptron can only deal with linear problems, Multi-Layer Perceptron MLP used 
to describe any general feedforward (no recurrent connections) network. We need extra layer until 
we can resolve the problem, which cannot be resolved with one single layer, for example, we 
cannot resolve the port logic XOR with one layer for this we need another extra layer since it is 
not linearly separable. 

 
Figure 2-3: resolve the ports logic AND, OR, XOR with one layer 

 

 
Figure 2-4: Pattern space - linearly separable 
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If a problem is linearly inseparable pattern, Multi-layer perceptron found as a solution to 
represent nonlinearly separable functions. 

 
Figure 2-5: Pattern space - nonlinearly separable 

2.3.1. Network architecture 

 

𝑦𝑖 = 𝑓 (∑ 𝑤𝑖𝑗
𝑚

𝑖=1
∗ 𝑋𝑗 + 𝑏𝑖) 

Figure 2-6: Graph for The architecture of multi-layered perceptron (MLP) with network 3:4:2 
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The Backpropagation learning algorithm is a solution to the credit assignment problem in 
MLP. Rumelhart, Hinton, and Williams (1986) (though actually invented earlier in a Ph.D. thesis 
relating to economics). 

 

 
Figure 2-7: Conceptually: Forward Activity - Backward Error 

 

2.3.2. Performance of number of layers to achieve solution 

The multi-layered perceptron (MLP) [26] can represent any function with a single layer. 
Therefore, an MLP with 3 hidden layers can solve any problem. However, there is no available 
analytical method for determining the optimal number of hidden neurons for a multi-layer neural 
network. 
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Figure 2-8: Performance of number of layers to achieve solution 

 

If the data is linearly separable, the network does not need a hidden layer [27]. An MLP 
composed of two hidden layers can represent function sufficient to solve any problem [28]. For 
MLPs with any continuous nonlinear hidden-layer activation functions, need one hidden layer with 
an arbitrarily large number of hidden neurons suffices for the "universal approximation" property 
[29] [30] [31] [32]. Until now, there is no theory to identify the required quantity of hidden units 
to approximate any given function. 

2.3.3. Performance of number of neurons to achieve solution 

The ANN can be affected by hidden neurons. By incorporating more hidden neurons to handle 
a problem. This can be solved by minimizing hidden neurons. When it is minimized, the 
connection will not be that powerful to satisfy the desired necessities. The network can be 
optimized by lowering the percentage of hidden neurons. Lowering hidden neurons comes with a 
reduction in the capability of the neural networks. 

Several factors affect the quantity of hidden units. Among them the quantity of input and output 
units, the quantity of training forms, the MLP architecture that takes into account the configuration 
and interconnection layers, the complexity of the function or classification to be learned, the 
activation function of hidden neurons, the training algorithm, the cost function used and the 
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amount of noise in the targets. In most cases, it is not possible to identify the optimum quantity of 
hidden layers without training several networks and evaluating the generalization error for each 
network. For a few hidden neurons, the training errors and the generalization errors become too 
high due to under-fitting.  For a large number of hidden neurons, the training errors decrease but 
the network keep the high value of generalization errors due to overfitting [33]. 

Many researchers use Rules of Thumb to identify the structure of an MLP. Among them  

• The rule, which takes the number of hidden layers between the number of input neurons 
and the number of output neurons [34]. 

• For an MLP with a single hidden layer, do not need a quantity of hidden units more 
than twice of the quantity of input units [35]. 

• Another rule of thumb impose that the hidden layer cannot take a quantity of hidden 
units more than twice of the quantity of units of input layers [36].  

• Another rule of thumb impose that impose to specify as many hidden neurons needed 
to capture 70-90% of the variance of input data forms [37]. 

The rules of thumb presented above do not have a good performance because they ignore the 
number of training cases, the noise, and the complexity of the function. 

2.4.  Contributions to Identify the Optimum MLP Architecture 

Valid general-purpose theories to identify the structure of an MLP do not exist. A viable theory 
to determine the structure of the network based on the complexity of the considered problem to be 
solved is not reached. Given these circumstances, the design of the neural network is determined 
empirically and based on exhaustive simulations. The designer of a neural network must have the 
appropriate qualifications and good experience. The neural network designs that are achieved are 
specially designed for specific issues and achieves success only for certain conditions. 

Now, there are no well-developed formal methods for a priori determination of the optimal 
architecture of neural networks, the choice being made on the basis of experience designer and 
exhaustive simulations. 

2.4.1. Methods currently used to identify the MLP architecture 

In this respect, I should mention the currently used methods to identify the architecture of an 
MLP include the method, which based on the design of multiple architectures of neural networks 
[38] [39]. The selected neural network architectures will be trained on a common data set until we 
obtain the best classification accuracy or the acceptable values of error/epoch. After evaluating the 
results of all ANN architectures, the selection of the best architecture will be based on the lowest 
quantity of hidden layers and units, optionally they will take the training time into consideration 
[40]. This method has several disadvantages such as it is time-consuming, and the results depend 
on the initially selected architecture. 
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Sometimes it is more convenient in terms of design an MLP using numerous MLP with simpler 
and interconnected architectures, instead of just one with more design (analysis of problems by 
decomposing them into simpler problems, if possible). 

Simplistically to the quantity of input units will be equivalent to the quantity of features that 
compose the entry forms, and for the quantity of output units, the quantity of units must allow fair 
representation (unambiguous) which response to the neural network [41]. Overall, the number of 
outputs is directly imposed on the application, in case of problems of classification are required a 
quantity of output units equivalent to the quantity of distinct classes they need to recognize the 
MLP, or equivalent to the size of the output vector. 

For the quantity of hidden units, there is no generally agreed method to find out this quantity 
is usually determined by experimental or heuristic rules [9]. Hidden units quantity must be enough 
to be able to generate enough complex configuration of decision regions in order to solve the 
problem taken into account. A large quantity of hidden units causes an increase in the quantity of 
connections between units resulting in a possible risk failure by the wrong estimation of the perfect 
values of weights using the training forms available, especially if we have few training forms and 
so the network can generate noise. A few numbers of hidden units can cause neural network failure 
to learn all information in the learning data also decreases fault tolerance by decreasing network 
redundancy. Many methods to calculate the quantity of hidden units are defined in research papers 
[42] among them: 

 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟𝑠 =  1/2(𝑖𝑛𝑝𝑢𝑡 +  𝑜𝑢𝑡𝑝𝑢𝑡 )  (2.4) 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟𝑠 =  𝑆𝑄𝑅𝑇 (1/2 (𝑖𝑛𝑝𝑢𝑡 +  𝑜𝑢𝑡𝑝𝑢𝑡))  (2.5) 

 

In other studies [43] [44], this formula is proposed for calculating the quantity of hidden layers 
formula: 

 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟𝑠 =  (𝑖𝑛𝑝𝑢𝑡 +  𝑜𝑢𝑡𝑝𝑢𝑡 )  ∗  2/3  (2.6) 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑖𝑟𝑠𝑡 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 =  𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑓𝑜𝑟𝑚𝑠/

10 (𝑖𝑛𝑝𝑢𝑡 +  𝑜𝑢𝑡 )  

(2.7) 

𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 =  (𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑓𝑜𝑟𝑚𝑠 −

 𝑜𝑢𝑡𝑝𝑢𝑡 ) / 𝑖𝑛𝑝𝑢𝑡 +  𝑜𝑢𝑡𝑝𝑢𝑡 +  1  

(2.8) 

 

If we have more than one hidden layer, they usually (two or three layers,) have half the quantity 
of units from the precedent hidden layer. Usually, the optimum MLP architecture cannot be 
identified by taking into account only the quantity of inputs and outputs, architecture is critically 
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dependent on the quantity of data in the lerning data set and the complexity of the function that it 
needs to learn. NeuroShell program [45] for simulation and training MLP calculate the quantity of 
hidden units using this formula: 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟𝑠 =  1/2(𝑖𝑛𝑝𝑢𝑡 +  𝑜𝑢𝑡 )  +
 𝑆𝑄𝑅𝑇 (𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑓𝑜𝑟𝑚𝑠)  

(2.9) 

 

If we have more than one hidden layer, the quantity of hidden units calculated using the 
formula above will be evenly distributed on the quantity of hidden layers.  

The most widely used methods are evolutionary algorithms, exhaustive search, and Growing 
and Pruning algorithms, but they have many problems such as time-consuming and do not respond 
to the complexity of the problem to be solved. 

Structure of neural network still determined using trial-and-error. A few general approaches to 
automatic topology learning among them Growing algorithms, Pruning algorithms, evolutionary 
algorithms, and reinforcement learning approaches. 

2.4.1.1. Pruning algorithms 

The pruning approaches start with a large network and then prune it. The aim of the pruning 
the network is to save storage in the memory and decries the training time that allowed for the 
cases in which the pruning of network do not affect the accuracy. This method reduces the number 
of operations performed inside the network and therefore reduce the compute cost of the 
operations. This method increases the level of sparsity in the weights by setting weights to zero or 
eliminating connections. The best pruning algorithm is based on the function that eliminates 
weights that do not improve the accuracy. There are two methods to achieve that. The first method 
is automatically set the weight to zero if it is below a certain threshold. The second is to set a small 
percentage of weights to zero.   

A large number of connections helps a neural network to have more capacity for learning 
training set error. Depending on pruning, it is possible to reduce testing errors. The generalization 
factor GF is close to one, which means that pruning is effective. 

 𝐺𝐹 =  
𝑆𝑆𝐸𝑇𝐸𝑆𝑇

𝑆𝑆𝐸𝑇𝑅𝐴𝐼𝑁
 (2.10) 

SSE is the sum of the square of the errors. 

The pruning algorithm steps: 

1. Choose a reasonable network 
2. Train the network until we obtain a reasonable solution. 
3. Prune weights 
4. Train the obtained network 
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Repeat the tree last steps until we obtain the optimal neural network structure. 

 
Figure 2-9 Neural network pruning 

 

There are many methods based on pruning algorithm. Among them the method that uses 
Hessian matrix [46], this method called Optimal Brain Damage, which deletes the parameters with 
the lowest importance. The deletion obtained by setting this parameter to zero and they are not 
updated any more. Another method called Optimal Brain Surgeon [47], which tries to choose the 
weights in a much better way, this method try to calculate the inverse Hessian matrix. Another 
method much simpler is the weight magnitude [48], which depends on pruning all weights below 
a defined threshold θ. 

𝑤 ← {
𝑤   𝑖𝑓 𝑤 ≥ 𝜃
0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

The Optimal Brain Damage method and the Optimal Brain Surgeon method are widely used 
but are computationally expensive. 

Another method called Karnin Sensitivity [49], which depend on Sensitivity value SV as 
pruning value. The idea is to excising weights without affecting the network. 

The SV value obtained using this equation: 

 𝑆𝑖𝑗 = −∑ [∆𝑤𝑖𝑗(𝑛)]
2 𝑤𝑖𝑗

𝑓

𝑤
𝑖𝑗
𝑓
−𝑤𝑖𝑗

𝑖
𝑁−1
0  (2.11) 
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Where 𝑤𝑖𝑗
𝑓 is the value of weight after training, 𝑤𝑖𝑗𝑖  is the initial value of the weight, and n is 

the number of epochs. 

2.4.1.2. Growing algorithms 

The growing neural network algorithm was initially proposed by Vinod et al [50] start by 
creating a network contain only the input layer and the output layer. The starting network does not 
contain hidden layers and then the network grows incrementally by adding one neuron at a time. 
Based on a predefined criterion the algorithm stops adding neurons to the network [51]. 

In the following, the Tower algorithm, pyramid algorithm, the cascade correlation algorithm, 
Meiosis Networks, and Automatic Structure Optimization are introduced. 

1. Cascade correlation algorithm 

In 1990, Fahlman presents the Cascade correlation algorithm [52] in the context of networks 
that compute with a smooth signal function such as the sigmoidal signal function. Cascade 
correlation algorithm generates a cascading architecture. 

Initialization: the network start with a minimal network structure. The network composed of 
n input neurons and p output neurons with full feedforward connectivity without hidden layers.   

Training: the network is trained using backpropagation learning until no further reduction in 
error takes place.  

Candidate generation: each generated hidden neuron is connected to all input neurons without 
connecting to the other candidate neurons and output neurons. This neuron receives n+1 input 
including the bias. In this step, the generated candidate neuron still not connected to the p output 
neurons.  

Correlation maximization: The weight of the generated neuron is adjusted using the 
backpropagation. The benefit of training is to maximize the correlation C between the signal of 
hidden neuron and the residual output error: 

 𝐶 = ∑ |∑ (𝑆(𝑧ℎ
𝑘) − 𝑆𝑎𝑣)(𝛿𝑗

𝑘 − ∆𝑗)
𝑄
𝑘=1 |𝑝

𝑗=1  (2.12) 

 

Where 𝑆(𝑧ℎ𝑘) is the signal of the hidden neuron h corresponding to the input pattern 𝑋𝑘;  𝑆𝑎𝑣 =
 
1

𝑄
∑ 𝑆(𝑧ℎ

𝑘)𝑄
𝑘=1 ; 𝛿𝑗𝑘 is the residual output error at neuron j for pattern k; and ∆𝑗=

1

𝑄
∑ 𝛿𝑗

𝑘𝑄
𝑘=1  is the 

average scaled error on the entire pattern set. When the correlation C no longer increases, this step 
ends. 

Candidate selection: once this correlation measure has been maximized, the candidate neurons 
freeze its incoming weights and add connection to the output neurons. If the error is high than 
desired, retrain the above steps is repeated and a new candidate hidden neurons will be generated. 
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The generated neuron receives its inputs from all input neurons, and from the previously added 
hidden neurons. The frozen weights never chance again. These steps is repeated until the 
acceptable level of error is achieved. 

2. Tower and pyramid algorithms 

Tower and pyramid algorithms [53] and upstart algorithm are a constructive algorithm, which 
incrementally builds a network. 

Figure 2-10 presents the topologies Generated by Tower, Pyramid and Upstart Algorithms: 

 

 
Figure 2-10 the topologies Generated by Tower, Pyramid and Upstart Algorithms 

where 𝑤𝑗𝑖 is the weight between neurons j and i and 𝑇𝑗 be the threshold of neuron j.  

 

Tower algorithm: the tower algorithm constructs a tower based on a Multi-layer network of 
threshold logic units. The bottom-most neuron in the tower receives n inputs, one for each 
component of the pattern vector. The kth neuron of a tower receives n inputs of the pattern and in 
addition, receives the output of the (k-1) neuron immediately below in Figure 2-10 (a). The 
structure of the tower is built by training one neuron at a time until the desired classification 
accuracy is attained or addition of a neuron ceases to reduce the classification error. 

Pyramid algorithm: the pyramid algorithm constructs a network based on a Multi-layer 
network of threshold logic units. The pyramid algorithm is like the tower algorithm which trains 
one neuron at a time except for the kth neuron of a tower receives n inputs of the pattern and in 
addition, receives the outputs from each of the (k-1) neurons below in Figure 2-10 (b). 
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3. Meiosis Networks 

Hanson introduces meiosis networks in 1989 [54]. The meiosis networks vary with the Multi-
layer perceptron and conventional neural network in how to determine the weights. Each weight 
𝑤𝑖𝑗 follows a normal distribution: 

 𝑤𝑖𝑗 ~𝑁(𝜇𝑖𝑗, 𝜎𝑖𝑗
2) (2.13) 

For every connection have two learned parameters: 𝜇𝑖𝑗 and 𝜎𝑖𝑗2 . 

The idea behind this algorithm is to allow neurons to perform Meiosis, which mean cell 
division. 

4. Automatic Structure Optimization 

Bodenhausen introduces Automatic Structure Optimization in 1993 [55]. This algorithm uses 
the confusion matrix to guide the topology learning. 

2.4.1.3. Evolutionary algorithms 

Evolutionary algorithms are a generic population-based metaheuristic optimization algorithm. 
Evolutionary algorithms use mechanisms inspired by biological evolution, such as reproduction, 
mutation, recombination, and selection. There is a different type of Evolutionary algorithms among 
them Genetic algorithm, Genetic programming, Evolutionary programming, Gene expression 
programming, Evolution strategy, Differential evolution, Neuroevolution, and Learning classifier 
system. Many researchers find the Genetic algorithm a good solution to identify the optimum MLP 
architecture. 

A genetic algorithm is the most widely known type of evolutionary algorithms. A genetic 
algorithm was initially conceived by Holland as a mean of studying adaptive behavior [56].  
Genetic algorithm encodes the solution space as genes. 

Genetic algorithm starts by encoding the features of the neural networks into specific 
chromosomes. The chromosome represents a sequence of bits with values 0 or 1. Genetic 
algorithm evolves the solution according to the following basic pattern: 

1) Randomly generate the first population of solutions. 
2) Application of a fitness function. 
3) Selection of the best solutions. 
4) Generation of new solutions using crossover and mutation. 
5) Repetition of steps 2–3–4 for n iterations. 
6) Selection of the best-found solution. 

Many techniques to generate a neural network using genetic algorithm among them NEAT 
[57], HyperNEAT [58] and ES-HyperNEAT [59].  
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2.4.1.4. Reinforcement learning 

Reinforcement learning is a sub-field of machine learning that is inspired by behaviorist 
psychology. Reinforcement learning is a type of programming that train algorithms to maximize 
reward in a particular situation. Reinforcement learning algorithm (agent) learn by interacting with 
its environment through maximizing some notion of cumulative reward. The agent obtains rewards 
by performing correctly and penalties for performing incorrectly. The agent learns by minimizing 
its penalties and maximize its rewards without intervention from a human. 

Reinforcement learning can be a solution to determine the structures of the neural network. 
The recurrent neural network is presented as an agent, which can generate bitstrings. Those 
variable-length bitstrings encode neural network topologies. 

Reinforcement learning approach was applied to designing neural network architectures for 
computer vision in [60]. Another research, which used the Reinforcement learning algorithm from 
[61] to train state of the art, models for CIFAR-10 and the Penn Treebank dataset in [62]. 

2.4.1.5. Convolutional Neural Fabrics 

Convolutional Neural Fabrics are introduced in [63]. This method tries to select the optimal 
topology through learning an ensemble of different CNN architectures. The idea is to propose a 
“fabric” that embeds an exponentially large number of architectures. The fabric consists of a 3D 
trellis that connects response maps at different layers, scales, and channels with a sparse 
homogeneous local connectivity pattern. 

2.4.1.6. Optimization of MLP architecture Using Heuristic 

techniques 

There are many heuristic techniques for optimization of the ANN architecture among them 
genetic algorithm, Taguchi, Tabu search and decision trees. These algorithms are capable to 
identify the features of the ANN which able to minimize the prediction error. 

1. Taguchi method 

The Taguchi method was developed by Genuchi Taguchi in 1950s. The method is based on 
the statistical analysis of data and offers a simple means of analysis and optimization of complex 
systems. This method can determine the optimal neural network architecture by optimizing the 
performances searching [64] [65] [66]. 
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2. Tabu search 

Tabu search is a metaheuristic technique, which represents a solution for many optimization 
problems [67]. Tabu search has the ability to escape from local minima allowing to exhaustively 
exploring the solutions space. 

3. Decision trees 

The Decision trees is a widely used learning method. This method is very popular due to its 
ease of use, low computational time and the ability to quickly analyzing the results. Decision trees 
were used for classification problems [68] and to create stratified regression problems models by 
Neville in 1998 [69].   

To train a decision tree a set of neural networks with different properties are initially tested by 
measuring the average error rate obtained on the validation set. Then select the leaf node with the 
best performance. This leaf could contain different neural networks architecture, which will be 
tested searching to find the one with the smallest average percentage error. 

2.4.2. Ability learning neural network architectures depending on 

number of hidden layers 

In experiments made by various authors in the literature specified for specific issues such as 
the optimal architecture, but they give results only under certain conditions. Identifying the 
architecture of the ANN is a complex issue and a critical step in the design of the ANN, due to the 
lack of generally valid theories. At present, a viable theory for designing the ANN based on the 
level of complexity of the considered problem does not exist. Theoretically, it can be shown that 
an MLP composed of one hidden layer [70] can approximate linear functions found in most 
practical applications, and an MLP composed of two hidden layers is able to approximate any 
nonlinear function. In general, the complexity of the problem affects the structure of the ANN [7] 
whereas the quantity of hidden layers/units is affected [71]. The benefits of using multiple hidden 
layers are improving the predictive ability of the network, in fact, due to the increase of the size of 
the network imposed by the nonlinear properties of the problem the training time increases based 
on the rising of the complexity of the neural network structure. In practical applications can be 
started with an MLP composed of one hidden layer, and if not achieved the expected results, it is 
recommended to increase the quantity of hidden layers. Alternatively, it initially starts with 
complex ANN architecture and then based on the experimental results attempts to reduce the 
quantity of hidden layers/units.  

It is generally considered that an MLP composed of three hidden layers is sufficient to solve 
any problem (although the human brain, whose function we want to simulate has an enormous 
number of neurons and an untold number of layers) [72]. 

Table 2-2 presents some types of regions of decision that can be learned by different neural 
network architectures. 
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Table 2-2: Ability learning neural network architectures depending on number of hidden layers 

Structure Types of Decision 
Regions 

Exclusive-OR 
Problem 

Classes with 
Meshed regions 

Most General 
Region Shapes 

Single-Layer 

 

Half Plane 
Bounded By 
Hyperplane 

   
Two-Layer 

 

Convex Open 
Or 

Closed Regions 

   
Three-Layer 

 

Arbitrary 
(Complexity 

Limited by No. of 
Nodes) 

   
  

2.5. Conclusion 

This section discusses the structure of the ANN, its influence of hidden layers in the network’s 
capacity to learn. Network size influences the nature of a network’s complication, hence the 
network’s competency. 

Several widely used methods to identify the architecture of the ANN were discussed and the 
weaknesses of these methods are presented. It concluded that until now there is no general method 
to identify the architecture of the ANN based on the complexity of the problem to be solved.  

The training time and the generalization of the network is the main problem, which confronts 
us in the process of the design of the ANN structure. The quantity of hidden layers depends on the 
complexity of the problem to achieve good classification accuracy. A high quantity of the hidden 
layers may cause overfit to the training dataset. 

 Avoiding the overfitting and the underfitting is a challenge in the design of the ANN structure. 
Overfitting accrues when the model unable to generalize. If the difference between the value of 
training error and test error becomes large, it will cause overfitting. We obtain Underfitting when 
the model is not able to obtain a sufficiently low error in the training set. 
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Chapter III 

3. Determination of optimal Neural Network Architecture using clustering 

techniques 

This chapter elaborates on a given method to reach the optimum MLP structure. Using 

Clustering techniques on neural network training data and based on given criteria, different 

clusters can be identified. The results can work as an indicator to identify the deepness of the 

problem at hand. From the number of clusters, one can determine how many layers are hidden in 

a given multilayer perceptron. This paper analyzes how different datasets are adopted, for 

example, ordinal, definite and collection of various variables or even interval, that affect the 

measurement to identify groups per any set of data. This chapter outlines more information on the 

extent of this projected method. It minimizes chances for the formation of a complicated ANN 

architecture through the formation of several hidden layers. On the contrary, it is worthy to note 

that adopting fewer hidden layers has some adverse outcomes.  It becomes challenging to 

determine the nature of the problem. 

3.1. Introduction  

Identifying the optimum architecture of the neural network is very important due to several 
reasons. An Excessive quantity of hidden layers can make the ANN more sophisticated and 
increase the training time and can give the network more specialization and decrease 
generalization. By using a few numbers of hidden neurons, the neural network cannot achieve 
satisfactory performance. On the contrary, using a large quantity of hidden units, the ANN will 
memories the patterns instead of learning from the training set [73], which impacts the 
generalization ability of the ANN to interpolate and extrapolate data that it has not seen before. To 
achieve the highest possible level of generalization performance trading of the training error 
against network complexity is necessary. 

The proposed clustering method use pattern recognition techniques to define the optimal 
architecture of an MLP. 

The idea behind this clustering technique is to group the neural network’s training set by 
adopting relevant ways of pattern identification [3] [74] as per specific guidelines. 

Based on the information collected from clustering the training dataset we conclude that the 
quantity of groups obtained in the case of at least 90% of input forms clustered is equal to the best 
possible quantity of hidden layers for an MLP. 

The quantity of groups must be taken as few as possible in order to obtain a network with the 
lowest number possible of hidden layers to decrease the complexity of the network. 
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Considering the stability of this grouping method when reference distance (RD) is increased, 
existing clusters will vary as long as extreme cases are avoided. i.e. a large RD or short RD. every 
element stands for the given cluster. Here, we need to understand the linkage distances. 

At this stage, we take into consideration linkage distances, such as complete-linkage clustering, 
single-linkage clustering, mean distance clustering, and the proportion of training elements that 
are grouped. The total quantity of groups recorded will represent total hidden layers in a given 
ANN. 

3.2. Optimization problem 

To date, there are no exact theories to choose a precise structure of a neural network appropriate 
to the complexity of the involved problem. A general and applicable theory for determining the 
structure of an ANN not yet defined. Under these circumstances, the design of a neural network 
structure depends on exhaustive simulations and designer experience. Each issue has a specific 
structure and requires certain conditions to achieve the desired results. 

Point out some of the most widely used methods to identify the architecture of MLP such as 
Trial and error, Heuristic search [75], Pruning, and constructive algorithms [76], Rules of Thumb 
and so on. Majority of designers start with an arbitrary size of network whether starts from a small 
size or large size then iteratively try to modify the size up or down until a perfect size achieved. 

3.3. The projected method for optimization 

The idea behind the projected method is to determine the complexity of the concerning 
problem by clustering the learning data of MLP. Based on a set of criteria it is possible to correlate 
the pattern revealed in the training dataset with the optimum quantity of hidden layers. 
Agglomerative Hierarchical Clustering (AHC) algorithm used to solve the optimization problem 
[77]. The proposed optimization algorithm to identify the optimum structure of an MLP follows 
several steps to respond to the imposed criteria [78]. The following steps explain our proposed 
optimization algorithm in detail: 

1. Initialize the problem by setting up training data by the selection of the suitable 
normalization technique. Normalization helps to eliminate conflicting records. The 
next step is the selection of the Distance Measure technique. This process is made 
successful considering data types adopted. Next step calls for the selection of clustering 
technique: 
 

▪ Normalization: Preparation of the data set used to train the network by the elimination 
of noise, incomplete records, and records with large dissimilarities to other data. 

▪ Select the distance measure technique: define the type of data to select the distance 
measure suitable with the type of data used. 
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▪ Select Clustering Techniques: select the linkage method suitable for the type of data. 
 

2. Implementation of AHC algorithm to generates a Dendrogram. The algorithm starts by 
taking each data point as a single cluster and iteratively merge pairs of closest clusters 
at each step. AHC algorithm calculates the dissimilarities and distances between 
instances using the selected distance measure technique then represents clusters as a 
Dendrogram: 

 

▪ Input:  objects list of singleton clusters C1, C2… Cn. 
▪ Calculating the similarity between objects using the selected distance measure 

technique. 
▪ For each pair of closest clusters {Ci, Cj} merge Ci and Cj 
▪ Remove Ci and Cj from the list of set and replaced with Ci ∪ Cj  
▪ Iterates while all objects are in a single cluster.  
▪ Output: Generated tree of clusters (Dendrogram). 

 

3. The generated tree will be cut at a given value of the distance between clusters. This 
distance value will be referred to as "Reference Distance". The Reference Distance will 
be chosen based on a set of criteria, which must be realized. The algorithm will respond 
to the criterion until the optimal value of Reference Distance is defined [79]. The first 
criterion depends on the percentage of clustered items in the training set which must 
not be less than 90%. The second criterion imposes that by increasing the Reference 
Distance the number of obtained clusters does not change. With taking into 
consideration, the excessive cases which will be avoided. Such as a very short distance, 
for which each element represents a group, or a relatively large distance, for which all 
elements are placed in a single group: 

 

▪ Calculate the optimal cut:  
▪ Criterion 1: while the clustered items less than 90% increase Reference Distance. Then 

cut-off tree and return quantity of groups. 
▪ Criterion 2: the quantity of obtained groups must not change by increasing the RD 

obtained based on criterion 1. 
▪ Return the quantity of obtained groups based on the defined value of RD. 

 

4. Determine the quantity of hidden layers based on results obtained from grouping of the 
learning data. 

5. Determine the quantity of hidden units for each hidden layer and generate the neural 
network structure. 
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3.4. Projected Method Stages 

The projected method seeking to evaluate the level of complexity of the concerning problem 
by clustering the learning data of an MLP and then interpret the obtained cluster to define the 
number of hidden layers. By grouping the learning data of the MLP based on conventional methods 
of pattern recognition [80] [81]  following a set of criteria [82] [83] [84] to generate a number of 
clusters. In this case, we can take the quantity of obtained groups as the optimum quantity of hidden 
layers for the MLP structure [85]. This method will take into consideration a number of criteria 
which be discussed in this chapter. The algorithm used to design the MLP is developed over several 
stages. 

3.4.1. Establishing the learning data 

This stage calls for creating training data for neural network learning. At first, eliminate 
conflicting records, noise and disparate records is necessary to determine the distance measure 
suitable with the type of data used. 

3.4.2. Establishing the quantity of input units 

The quantity of input units will be equivalent to the quantity of features [41]. 

3.4.3. Identifying the quantity of output units 

The quantity of output units will be equivalent to the quantity of classes when we have to solve 
a classification problem. 

3.4.4. Identifying the quantity of hidden layers 

In order to get a quantity of groups equal to the optimum quantity of hidden layers through 
clustering the training dataset it is necessary to meet the following condition: 

▪ The clustering of training dataset must be performed with a covering of at least 90% 
of the elements of the dataset. Because with at least 90% of training dataset 
elements we have adequate representation of the dataset forms and the result can 
be extrapolated to the entire dataset. 

▪ The number of clusters obtained must be constant if we increase the value of RD, 
which indicates that the grouping is stable. The extreme cases are not taken in to 
account among them a very short value of reference distance in which each element 
of the training dataset is considered as a cluster, or a relatively large value of 
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reference distance in which all elements of the training dataset are clustered into 
one single cluster. 

 

By applying, the criteria described above the quantity of groups obtained will be considered as 
the optimum quantity of hidden layers for an MLP. The main aim of this study is to attain the best 
criteria, which lead to getting a quantity of groups equal to the optimum quantity of hidden layers. 

The linkage distances, such as complete-linkage clustering, single-linkage clustering, mean 
distance clustering, and the percentage of input forms that are clustered below and above the 
average distance are taken into consideration in the step of designing of the MLP. 

Based on experiment results it was observed that the quantity of groups identified by grouping 
the learning data based on the criteria described above is approaching to be equal to the optimum 
quantity of hidden layers. 

3.5. Data mining techniques used 

Data Mining techniques are used to analyses datasets, extract useful information, and establish 
relationships based on pattern discovered from data to find solutions for some problems. Based on 
information extracted from data using data mining we can make reasonable predictions concerning 
relationships between reviled patterns in data. 

In this chapter, several Data Mining techniques are used to analyze the training dataset to define 
the optimum MLP structure, among them clustering, Regression method, classification algorithms, 
and prediction. 

3.5.1. Clustering Algorithm Used 

The learning data of MLP is clustered based on a set of pattern recognition techniques to extract 
common features [14], [15]. 
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Figure 3-1 the proposed framework for clustering method 

The grouping method directs in setting the neural network’s best configuration through the 
outcome from using the “Agglomerative Hierarchical Clustering (AHC) Algorithm”. 
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The AHC algorithm helps to analyze data to create clusters based on the information obtained 
from data. Based on the relationship between elements of a dataset and the information extracted 
from each element the data are grouped into clusters. 

Clustering objects of a dataset is a determination of how much the objects in one cluster is 
similar and at the same time how much the objects in different clusters are dissimilar. 

A hierarchical grouping is presented by a cluster which contains sub-clusters. The clustering 
is made such that it simulates a tree.  Each node of the tree will represent a cluster of its sub-cluster. 
The roots are like the mother cluster and support all clusters and data set. The leaves can stand for 
an element of a given cluster. This arrangement of clusters can allow for the division of clusters in 
a series.  

AHC algorithm [86], [87], [88], [89], [90] perform the clustering of the dataset by taking each 
element of the dataset single handedly then connect adjacent clusters repeatedly till a solitary 
cluster is obtained. 

The hierarchical clustering can be divided into two techniques, the first technique is 
Agglomerative hierarchical clustering (AHC) and the second is Divisive hierarchical clustering. 
The AHC has widely used clustering method. The hierarchical clustering can be visualized as a 
Dendrogram, which represents the tree of clusters.  Figure 3-1 [91] demonstrate the hierarchical 
clustering using an example. 

The value of distance selected for cutting all segments with greater value will be called in this 
chapter by "Reference Distance". Based on the value of RD the quantity of groups is determined. 
Based on the quantity of obtained groups we can identify the structure of the MLP. 

Figure 3-1 Presents the quantity of groups obtained for various values of RD. 
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Figure 3-2 number of clusters obtained for various values of RD [92]. 

 

3.6.  Creating and training neural networks using data mining techniques. 

The data group is a more explicit technique of determining data patterns, structure, and design. 
From the grouping method applied and considering the outcomes, we can understand the problem 
by grouping the neural network’s training data set. Hidden layers are adjustable as per the rigidity 
of the issue at hand. Therefore, this technique takes obtained clusters to be the best quantity of 
hidden layers. 
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3.6.1. Presentation of the case studies used to validate theoretical 

outcomes 

Here, we present six case studies helping in the validation of theoretical outcomes. The 
empirical data are from different categories to ensure all areas are considered. 

Sonar dataset (Sonar, Mines vs. Rocks) is a connectionist Bench Dataset was contributed to 
the benchmark collection by Terry Sejnowski at the Salk Institute and the University of California 
at San Diego. The dataset was developed in collaboration with R. Paul Gorman of Allied-Signal 
Aerospace Technology Center [93]. 

The dataset contains 111 patterns obtained by bouncing sonar signals off a metal cylinder at 
various angles and under various conditions. In which it contains 97 patterns obtained from rocks. 
All signals obtained from different angles to distinguish between cylinder and rocks.   

Each instance contains 60 attributes in the range of 0.0 to 1.0. Each attribute has a value of 
energy based on a defined frequency band for a time span. 

3.6.1.1. The analysis of an ECG signal 

ECG signal is the electrical activity of the heart, this is a bioelectric signal, and the analog 
periodic voltage with a maximum value of about 1 Millivolt, a signal representing a cycle of 
contraction of the heart. The Electrocardiogram ECG is used in conjunction with other clinical 
data to diagnose various heart diseases [94]. 

ECG signal processing consists in extracting useful information in a record gross signal is 
initially filtering the signal and then finding the three main components of the signal P wave, QRS 
complex and T wave. 

3.6.1.2. The analysis of a signal from a Sonar 

Sonar is a technology similar to radar site that uses sound to explore the waters of the oceans 
and seas to determine the position and nature of objects in the water. A sonar, Sound, Navigation 
and Ranging is a device used to detect and possibly interpreted the underwater sound, more 
specifically to detect and locate objects in water to categorize the nature of these objects. Sonar is 
a device used by fishing vessels, research vessels, military ships, submarines, etc. 

The study originated from a sonar signal after pre-processing is converted into an electrical 
signal continuously and irregularity to classify an obstacle they meet. In this study, the received 
signal should be classified as Rock or Submarine. 
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3.6.1.3. Classification of Statlog (Landsat Satellite) Data Set 

This database represents Multi-spectral values of pixels in a satellite image with the 
classification associated [95]. 

The original Landsat data for this database was generated from data purchased from NASA by 
the Australian Centre for Remote Sensing and used for research at the Centre for Remote Sensing 
University of New South Wales Australia. 

Each frame of Landsat MSS imagery has four digital images belonging to the same scene in 
various spectral bands. Each pixel in the digital image is an 8-bit binary word, zero corresponds to 
black and 255 corresponds to white. A pixel has a spatial resolution of about 80m x 80m. Each 
image has 2340x3380 pixels. The database is a subarea of a scene composed of 82x100 pixels. 
Every line of data corresponds to a 3 x 3 square neighborhood of pixels inside the 82 x 100 sub-
area. Every line has the pixel values in the different four spectral bands of the nine pixels in the 3 
x 3 neighborhood, and a number refers to the label of classification. This table represents the 
corresponding number of each class: 

 

Table 3-1: Decision classes, the number is a code for the following classes 

Number Class 

1 red soil 

2 cotton crop 

3 grey soil 

4 damp grey soil 

5 soil with vegetation stubble 

6 mixture class (all types present) 

7 very damp grey soil 

 

3.6.1.4. Glass Identification Dataset 

The Glass Identification Dataset [96] created for validation of theoretical results. Using Glass 
Identification dataset, it is possible to predict the type of glass to know if it is a "float" glass or 
another type. 
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3.6.1.5. Description of case studies 

Initial case studies represent the ECG signal. It is made successful with the bioelectric signal. 
Analysis outcomes from the method help in identifying cardiac disorders. As well as the results of 
ECG signal analysis for accurate diagnosis thereof need to be calculated, and other parameters, 
heart rate, duration rate, the number of P-waves in the cardiac cycle (in certain cardiovascular 
diseases for the occurrence of complex two P waves are required QRS), assessment of intervals 
and segments. Using these results, it has been trained a neural network to recognize the most 
common cardiovascular disease. 

Landsat satellite analysis. In this instance, scenes become analyzed through a combination of 
maps, radar, and data from the various spectrum, among others. 

The last case study relates to a signal from a sonar. This is an analog ECG signal as the initial 
preprocessing requires that consists of a pre-amplification and filtering. In order to be analyzed by 
a neural network as the signal will be sampled to obtain a vector form consisting of 60 features. 

In each case study was presented to the neural network architecture proposed by the simulator 
NeuroShell the quantity of inputs, outputs, quantity of hidden layers and the activation functions 
[97] for each layer of the proposed neural network. It was observed that it proposes the same 
architecture for all data sets analyzed the difference is only in terms of the inputs number, the 
number specific to each data set analyzed. 

3.6.2. Determination of optimum MLP Architecture using clustering 

algorithms 

The idea behind this method of determining the best clustering of the set of N training forms 
for an MLP. When Traditional pattern recognition methods are adopted, training forms can be 
grouped in a given order to achieve uniform classes.  Any unclassified elements are gotten rid of. 
In the case of a stable system, the total quantity of classes identified represents a neural network’s 
optimum hidden layers’ number [14] [15]. 

3.6.2.1. Determination of the optimum quantity of hidden layers for 

an MLP to classify Statlog (Landsat Satellite) Dataset 

To identify the quantity of hidden layers we use the clustering technique described above. 
Presents the quantity of clusters obtained for Landsat Satellite images for a distance with reference 
of 75. 
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Figure 3-3: The quantity of clusters obtained for Landsat Satellite images with a reference distance d = 75, 2 

groups were obtained. 

 

In Table 3-2 are given results with the program of grouping to classify Landsat Satellite images 
of the same scene in different spectral bands. 

 

Table 3-2: Data obtained with the program of grouping for the Landsat Satellite images dataset 

 
 

Figure 4-1 shows the quantity of groups obtained based on the values of RD for the Landsat 
Satellite images dataset and the percentage of clustered elements. 
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Figure 3-4: The relationship between the number of groups and the value of RD for Landsat dataset 

 

From the above, it is noted that with increasing distance of RD obtained increasingly fewer 
groups and a higher percentage of grouped elements. For a large enough distance of the RD, all 
forms of input are clustered into one group. 

The idea is to stop at the reference from which we get a grouping of as many forms (a few 
forms that cannot be clustered), namely more than 90%. The number of clusters so obtained we 
are going to consider the optimum quantity of hidden layers for the MLP. 

Therefore, in the table above we can conclude that the analysis of Landsat Satellite images 
would have an MLP consist of 2 hidden layers. 

3.6.2.2. Identifying the optimum quantity of hidden layers for an 

MLP used to analyze the components of an ECG signal 

ECG signal is composed of three components, P wave, QRS complex, and the T wave. The 
more advantageous ECG signal components to be analyzed using three distinct neural networks. 
The advantage comes from the fact that the three components of the ECG signal have different 
characteristics, so instead of using a complex neural network can use a simpler neural network, 
tailored to the characteristics of each component. 

To identify the quantity of hidden layers we use clustering technique described above. Figure 
3-3 presents the number of groups obtained for P wave for a distance with reference of 11.4. 
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Figure 3-5: The quantity of clusters obtained for P wave with a reference distance d = 11.4, 2 groups obtained. 

 

Table 3-3 shows the quantity of clusters and percentage of grouped items for various distances 
values of the RD. 

 

Table 3-3: Data obtained with the program of grouping for the P wave of the ECG signal 
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Figure 3-4 shows the quantity of clusters obtained based on the values of RD for the P wave 
dataset and the percentage of clustered elements. 

 
Figure 3-6: The relationship between the number of groups and the value of RD for the P-wave dataset 

Therefore, in the table above we can conclude that the analysis of the P-wave component of an 
optimal ECG signal would have an MLP consist of 2 hidden layers. 

Next, we analyze in the same manner QRS complex and the T wave of ECG signal 
components, specify that both the QRS complex and the T wave have 452 input forms, as well as 
for P wave. 

 

 
Figure 3-7: The quantity of clusters obtained for QRS complex with a reference distance d = 22, we have one 

group and 2 elements dispersed. 
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Table 3-4: the obtained with the program of clustering the QRS complex, of the ECG signal 

 
 

Figure 3-6 shows the connection between the reference distances for which the group and the 
quantity of groups obtained and the percentage of grouped elements for the QRS complex. 

 

 
Figure 3-8: The relationship between the number of groups and the value of RD for the QRS dataset. 

 

As shown in Figure 3-7, Figure 3-8 and Table 3-4 for a reference distance of 22 was obtained 
one group and only two elements are dispersed. Therefore, it is concluded that an MLP composed 
of 1 hidden layer represents the best structure for the analysis of QRS. 

 

BUPT



41 
 

 
Figure 3-9: the quantity of clusters obtained for T wave with a reference distance d = 11.58, was obtained three 

groups. 

 

Table 3-5: Data obtained with the program of grouping for the T wave, of the ECG signal 
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Figure 3-10 shows the quantity of groups obtained based on the values of RD for the T wave 
dataset and the percentage of clustered elements. 

 
Figure 3-10: The relationship between the number of groups and the value of RD for the T wave dataset 

Therefore, for a reference distance of 11.58 are obtained three groups, so an MLP composed 
of three hidden layers would be optimal for analysis of the T-wave component of the ECG signal. 

3.6.2.3. Identifying the optimum quantity of hidden layers for an 

MLP used in the diagnosis of ECG signal 

The outputs of the three neural networks that analyze components of the ECG signal plus some 
additional inputs will be input into a neural network used in the diagnosis of ECG signal (can 
diagnose many heart diseases, the most common in medical practice). 

 

 
Figure 3-11: The quantity of clusters obtained for ECG signal with a reference distance d = 23, was obtained 1 

group and 2 of elements that could not be classified 
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Table 3-6: Data for the diagnosis of an ECG signal 

 
 

Figure 3-12 shows the connection between the values of RD for which the group and the 
quantity of clusters obtained, and the percentage of forms clustered. 

 

 
Figure 3-12: The relationship between the number of groups and the value of RD for ECG dataset 

 

From Figure 3-11, Figure 3-12 and Table 3-6 it is observed that for a reference distance d = 
23, was obtained 1 group and 2 elements which have not been classified. 

Therefore, the reference for a distance of 23 we have only one group. We conclude that a MLP 
composed of 1 hidden layer for ECG signal dataset would be optimal, because when we obtain the 
group forms of input into one group to a reference distance of 23, the number of elements that not 
be grouped, is less than 10% (two forms dispersed of 453 forms of input). 
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3.6.2.4. Identifying of the optimum quantity of hidden layers for an 

MLP used for the analysis of a signal from a Sonar 

To analyze the signal from a sonar will use the same techniques to analyze the ECG signal. 

In Figure 3-13 shows the quantity of clusters obtained with the program of grouping for a 
reference distance 2.1. 

 
Figure 3-13: the quantity of clusters obtained for sonar with a reference distance d = 2.1, obtain two group 

 

Table 3-7: Data obtained with the program of grouping for the analysis signal from a sonar 

 
 

Figure 3-14 shows the link between the values of RD and the quantity of clusters obtained and 
the percentage of clustered elements obtained for the analysis of a signal from a sonar. 
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Figure 3-14: The relationship between the number of groups and the value of RD for a sonar dataset 

Shown in Figure 3-13, Figure 3-14 and Table 3-7 that for a reference distance of less than 2.1 
have a large number of dispersed elements (over 10%). For a reference distance of 2.1 give two 
groups and for greater distances to obtain all the group but fewer elements dispersed. Given that 
from the moment in which the group of more than 90% of the forms of input considers we have a 
right group so in this case, we should use an MLP with 2 hidden layers to analyze the signal from 
the sonar. 

3.6.2.5. Conclusions 

Using clustering techniques highlighted several common characteristics input forms, on which 
they (input forms) can be classified into groups (clusters).  

A technical group made based on AHC algorithm using a tree with minimum distances. Before 
attempting to group forms of input they must be normalized operation which consists in 
determining the ranges in which they are expressed and reporting at this interval. 

To calculate distances, you can use Euclidean distance. The group is given a reference distance 
to an object belonging to a group. It can be seen that for a short distance are obtained many classes, 
but also many elements that do not belong to classes (elements dispersed) as we grow the distance, 
we obtained fewer classes (fewer forms that cannot be grouped). It has been considered that when 
the group was carried out to at least 90% of the forms in the input database were grouped together, 
the results can be used for designing the structure of ANN. We felt that the number of groups that 
can be obtained is the optimal number (in terms of final error, the difference between the desired 
output and produced) of hidden layers required a multilayer neural network to solve the problem. 

We analyzed with the same manner  the total of six datasets, namely ECG signal component 
analysis (P wave, QRS complex, and the T wave), ECG signal analysis to diagnose some heart 
conditions, achieving classification of the Landsat Satellite images dataset and analyzing a signal 
from a sonar, they were chosen so as to provide a general nature of the analysis. Following this 
method, we conclude that 2 hidden layers are the optimum quantity for the P-wave signal and 
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Sonar signal datasets. ECG and QRS need only one single hidden layer and three hidden layers 
are the optimal number for T wave dataset to train a neural network. For Landsat Satellite images 
dataset, we need two hidden layers to train a neural network. 

3.7. Experimental Results 

In the following sub-chapter, we test each data set presented previously to identify the structure 
of the MLP. These datasets will be tested with various architectures multilayer neural networks 
using a supervised learning method in the particular backpropagation learning algorithm. 

The first part of simulation and training MLP was done using simulation program “Neuroshell 

ver. 2.0” of Ward Systems Group company program [45]. The second part of simulation and 
training MLP was done using the platform “Determine the NN Architecture” is a third-party 
platform of Weka was developed and used. 

For the analysis of datasets, we used three different architectures of the MLP, with one hidden 
layer, two hidden layers, and three hidden layers. 

Figure 3-15 shows the structure of 3 architectures of MLP used. 

 
Figure 3-15 MLP architectures 
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To prove the validity of the projected clustering method to identify the optimum architecture 
of an MLP we try to compare the results of clustering method with the experimental results based 
on values of errors for the selected datasets. 

3.7.1. Experimental results for clustering techniques 

3.7.1.1. Experimental results for Landsat Satellite 

Figure 3-16 shows a comparison of obtained errors obtained for Landsat data set using various 
quantity of hidden layers. 
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Figure 3-16  the relative error for the Landsat data set using various quantity of hidden layers 

 

Based on the results obtained for an MLP architecture composed of 1 hidden layer we have a 
max error value equal to 0.30 while an MLP architecture contains two hidden layers has one 
answer with a larger error less than 0.18. The max error obtained for MLP architecture composed 
of three hidden layers is equal to 0.30 obtained for two times. 

From the results of the analysis of Landsat Satellite images, we notice that the best performs 
is for an MLP architecture composed of two hidden layers. The results obtained confirm those 
obtained by clustering program that presented previously. 

3.7.1.2. The experimental results for P-wave 

Figure 3-17 shows a comparison of errors for P wave dataset obtained by a different number 
of hidden layers. 
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Figure 3-17  the relative error for the P-wave using various quantity of hidden layers 

 

Please note that for results of an MLP architecture composed of one hidden layer have four 
errors, which exceeded 0.08 with a max error equal to 0.099 and for MLP architecture composed 
of two hidden layers the value of errors obtained does not exceed 0.078. For MLP architecture 
composed of three hidden layers has three errors with a max value equal to 0.088. 

From the results of the analysis of a P-wave signal, we notice that the best performs is for MLP 
architecture composed of two hidden layers. 

The results obtained confirm those obtained by clustering program that presented previously. 
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3.7.1.3. Experimental results for QRS complex 

Figure 3-18 shows a comparison of errors obtained for QRS signal dataset obtained by a 
different number of hidden layers.  

 
Figure 3-18  the relative error for the QRS signal using various quantity of hidden layers 

 

From the above figure is seen quite clearly that the errors are less than 0.056 for three hidden 
layers neural network compared to the other neural network architectures in which errors are more 
than 0.057. 

Analyzing graphs can be seen easily that the best results are obtained with an MLP architecture 
composed of one hidden layer and the weakest a network with two and three layers. 

The results obtained confirm those obtained by clustering program that presented previously. 
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3.7.1.4. Experimental results for the T wave signal 

Figure 3-19 shows a comparison of errors obtained for T-wave signal dataset obtained by a 
different number of hidden layers. 

 
Figure 3-19  the relative error for the T-wave signal using various quantity of hidden layers 

 

As observed from Figure 3-19 an MLP architecture composed of three hidden layers have the 
lowest value of errors. 

Analyzing graphs can be seen easily that the best results are obtained with MLP architecture 
composed of three hidden layers. The weakest is MLP architecture composed of one and two 
hidden layers. 

The results obtained confirm those obtained by clustering program that presented previously. 
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3.7.1.5. Experimental results for a diagnostic ECG signal 

Figure 3-20 shows a comparison of errors obtained for ECG signal dataset obtained by a 
different number of hidden layers. 

 
Figure 3-20  the relative error for the ECG signal using various quantity of hidden layers 

 

As observed from Figure 3-20 that the value errors are less than 0.056 for an MLP architecture 
composed of one hidden layer compared to the other MLP architecture in which errors are more 
than 0.057. 

Therefore, the dataset ECG signal needs MLP architecture composed of one hidden layer as 
optimum architecture, while MLP architecture composed of two and three layers have the weakest 
results. 

The results obtained confirm those obtained by clustering program that presented previously. 
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3.7.1.6. Experimental results for the analysis of a signal from a sonar 

Figure 3-21 shows a comparison of errors obtained for Sonar signal dataset obtained by a 
different number of hidden layers. 

 
Figure 3-21  the relative error for the Sonar signal using various quantity of hidden layers 

 

As observed from Figure 3-21 an MLP architecture composed of two hidden layers have the 
lowest value of errors. 

Analyzing graphs can be seen easily that the best results are obtained with MLP architecture 
composed of two hidden layers and the weakest MLP architecture composed of one and three 
layers. 
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Table 3-8: comparison between the best quantity of hidden layers obtained by different MLP architectures and 

the number of clusters obtained by clustering method for all datasets. 

 
 

From Table 3-8 the experimental results obtained confirm those obtained by clustering 
program that presented previously which proves the validity of the proposed method. 

3.8. Comparative Study of Clustering Distance Measures to identify the MLP 

Structure 

The clustering method used to determine the structure of the MLP can be considered a general 
method where it depends on a set of pattern recognition techniques and based on defined criteria 
to achieve a perfect prediction of the quantity of hidden layers/units [98] [99] [100] [101]. Among 
pattern recognition techniques to discover data and reveal patterns, we select the clustering 
algorithm. The proposed method depends on the complexity of the considered problem to identify 
the structure of the MLP. The complexity level of the problem can be predicted from the learning 
data of the MLP. The pattern discovered from the dataset will be evaluated to identify the 
complexity of the problem. In general, the quantity of hidden layers/units is affected by the 
complexity of the problem to be solved [102], and also the structure of MLP affect the 
generalization capabilities of the MLP [103]. Therefore, by grouping the given learning set, the 
overall quantity classes identified represent a neural network’s optimum hidden layers’ number 
based on given conditions.  The point of this research is to determine the suitable criteria to 
correlate the number of the obtained cluster with the optimal number of hidden layers, which 
requires a perfect selection of distance measures through a comparison review [104]. 

This section represents linkage clustering. Sample of clustering include; complete-linkage 
clustering, single-linkage clustering, average distance, and input forms figures higher or lower than 
mean range. They must be put into consideration in designing ANN that needs relative 
consideration grouping measurements. As per these requirements, MLP ANN’s hidden layers can 
be identified by the number of total clusters. 
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3.8.1. Distance Measures  

Using the proposed clustering method, the accuracy of results depends on the accuracy of the 
cluster analysis. A comparative study of clustering distance measures is required to identify the 
suitable distance measure to obtain the optimal structure of an MLP neural network. To calculate 
the distance between observations we select Manhattan and Euclidean distance metrics. In 
addition, the distance between objects is computed using the linkage function to create clusters. 
We select the widely used linkage methods for the AHC Algorithm such as complete-linkage 
clustering, single-linkage clustering and mean distance clustering. 

3.8.1.1. Influence of distance measure on the AHC Algorithm results 

AHC Algorithm performs grouping of sets of data by adopting each element in a set of data as 
an independent cluster continuously joining them till a single cluster is obtained. AHC creates a 
Dendrogram composed of nested clusters. Considering the distance, the dendrogram will be 
divided so as to meet the desired clusters. The dividing range is called "Reference Distance". 
Therefore, the quantity cluster will depend on “reference distance”. So that shorter clusters will be 
combined. 

Due to the different types of patterns in datasets, it is hard to decide which linkage method is 
suitable. This represents one of the disadvantages of AHC Algorithm. For example, there are types 
of patterns not compatible with single linkage however we can obtain good results using average 
and complete linkage methods [105]. a comparative study of clustering distance measures can be 
a solution to define the suitable distance measure. 

When clustering distance-measure is considered, the general ability of the projected method is 
improved. More support is given to training data. 

3.8.1.2. Clustering Distance Measure Techniques Used 

clustering algorithms depends heavily on the distance measure to cluster data. The widely used 
clustering algorithms rely on the distance measures to reveal patterns in data such as k-means and 
k-medoids clustering algorithms. Each data type needs a specific distance measure to reveal 
patterns from data [106]. In this study, several distance measures are selected for evaluation. The 
following distance measures are chosen to be used to accomplish the comparative study: 

(1) Euclidean distance 

For numerical data, a popular distance adopted is “Euclidean Distance”. It helps in the analysis 
intact and differentiated clusters [107] [108]. the Euclidean distance will be the best choice for this 
type of data. Euclidean distance has a disadvantage because of the high sensitivity to noise. 
However Euclidean distance is extremely used for clustering data. The Euclidean distance formula 
sums the results obtained from the square of the distance between each variable, then finding the 
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square root of that sum. The formula for this distance between a point X (X1, X2, ...) and a point 
Y (Y1, Y2, ...) is: 

𝑑 =  √∑ (𝑥𝑗 − 𝑦𝑗)
2𝑛

𝑗=1    (3.1) 

(2) Manhattan Distance 

For discrete data, it is suitable to use Manhattan Distance. The sensitivity to outliers is the most 
important problem of Manhattan distance. Manhattan Distance calculate distances by summing 
the absolute distances of each element of the dataset. The formula for this distance between a point 
X=(X1, X2 ...) and a point Y= (Y1, Y2 ...) with a number of n variables is: 

𝑑 = ∑ |𝑥𝑖 − 𝑦𝑖|
𝑛
𝑖=1     (3.2) 

(3) AHC Techniques 

Linkage methods are used to calculate the distance between clusters and other elements of the 
dataset. the most successful linkage methods used for Hierarchical Agglomeration Clustering 
techniques are single, complete, and average linkages. The single linkage method depends on the 
proximity between the two closest elements included in two different clusters to determine the 
proximity between these two clusters. Complete linkage method depends on the proximity between 
two most distant elements of two different clusters to determine the proximity between these two 
clusters. Average linkage method depends on the average of pairwise proximity between elements 
included in two different clusters to determine the proximity between these two clusters. 

a) Single Linkage 

The distance between the two closest elements included in two different clusters (Ci, Cj) is the 
distance between these two clusters. 

𝑑𝑚𝑖𝑛(𝐶𝑖 , 𝐶𝑗) = min𝑑(𝑝, 𝑞)    (3.3) 

𝑝 ∈ 𝐶𝑖 , 𝑞 ∈ 𝐶𝑗  

This figure represents an example of a single linkage: 

 
Figure 3-22: Example of Single linkage Clustering 
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b) Complete linkage 

The distance between the two most distant elements of two different clusters (Ci, Cj) is the 
distance between these two clusters. 

𝑑𝑚𝑖𝑛(𝐶𝑖 , 𝐶𝑗) = max𝑑(𝑝, 𝑞)    (3.4) 

𝑝 ∈ 𝐶𝑖 , 𝑞 ∈ 𝐶𝑗  

This figure represents an example of complete linkage: 

 
Figure 3-23: Example of Complete linkage Clustering 

c) Average linkage 

The average of the pairwise distance between elements included in two different clusters (Ci, 
Cj) is the distance between these two clusters. 

𝑑𝑚𝑖𝑛(𝐶𝑖 , 𝐶𝑗) = avg 𝑑(𝑝, 𝑞)    (3.5) 

𝑝 ∈ 𝐶𝑖 , 𝑞 ∈ 𝐶𝑗  

 

Figure 3-24 represents an example of Average linkage: 

 
Figure 3-24: Example of Average linkage Clustering 
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d) Normalization 

Data normalization is important for data clustering and especially it has a positive influence 
when using distance measures. The normalization method must be carefully chosen because it has 
a strong impact on the clustering results. Normalization helps to restructure data under a series of 
so-called normal forms to minimize data redundancy and optimize integrity [109] [110]. 

In this chapter, we select the Min-Mix and the Z-score Normalization techniques. The Min-
Mix Normalization technique performs a linear alteration on the original data by transforming the 
data from measuring units to a new interval. Min-Mix Normalization of a feature F in a range 
[minA, maxA] gives a new range [new_minA, new_maxA] as per given formula: 

𝑣′ =
𝑣−𝑚𝑖𝑛𝐹

𝑚𝑎𝑥𝐹−𝑚𝑖𝑛𝐹
(𝑛𝑒𝑤_𝑚𝑎𝑥𝐹 − 𝑛𝑒𝑤_𝑚𝑖𝑛𝐹) + 𝑛𝑒𝑤_𝑚𝑖𝑛𝐹  (3.6) 

where 𝑣 is the current value of feature 𝐹 

The Z-score Normalization technique transforms the data by converting the values to a 
common scale with an average of zero and a standard deviation of one. A value 𝑣 of 𝐴 is 
normalized to 𝑣′ by using this formula: 

𝑣 =
𝑣−𝐹

𝜎𝐹
    (3.7) 

Where 𝐹 and 𝜎𝐹 are the mean and standard deviation of feature 𝐹 respectively. 

e) Contribution of the Study  

To obtain the optimal MLP neural network it is necessary to determine the convenient distance 
measure suitable for the grouping method used which requires a perfect selection of distance 
measures through a comparison review. The training dataset will be clustered based on different 
distance measure techniques until we define the best distance measure for this dataset. Since the 
number of clusters obtained affect the structure of the MLP neural network so the accuracy of 
clustering the training dataset has an important influence on the results obtained. In general, it is 
very difficult to define a particular distance compatible with all types of training datasets which 
requires a call for a relative analysis of the measures per data type.  

3.8.2. Trial results for choosing the best distance measure to the 

clustering method 

The selected distance metrics (Manhattan, Euclidean) and widely used linkage techniques 
(Minimum, Maximum, average linkage) will be used to in several case study until we can evaluate 
the clustering distance measures in order to identify the optimum quantity of clusters. 

We developed a third party platform of the data mining open source program called “Weka” 
which helped in accuracy classification, error checking and clustering.  ANN structure is assessed 
according to accuracy and error checking. 
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3.8.2.1. First case study 

Case study frame:  

Table 3-9 First case study 

 
 

Figure 3-25 shows the cut of Dendrogram for a value of RD d = 0.376 selected based on the 
criterion described above for the training dataset Glass Identification and the corresponding 
quantity of groups obtained. 

 

 
Figure 3-25: Complete linkage Clustering (Euclidean) [111] 

 

Table 3-10 shows results obtained of accuracy classification, error checking, and period 
covered obtained as per the study. Hidden layers equate cluster numbers by grouping a training 
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dataset as per the described conditions. By adopting the clustering technique, we can derive at total 
clusters.  Using rules of thumb, one can gauge hidden units in a specific hidden layer. 

 

Table 3-10:  The accuracy and error values [111] 

 
 

Figure 3-26 presents the chart of values of error per epoch for 2, 3 and 6 hidden layers and for 
a different number of hidden units (8, 3, 10, 1, 31, 23): 
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Figure 3-26: Errors for various quantity of  hidden layers and hidden units for the first case study [111] 

As observed from Table 3-10, for two hidden layers we have the max percentage of 
classification accuracy which equals to 81.77%. We have the minimum value of error per epoch 
equal to 0.0365077 obtained for the quantity of hidden layers equivalent to two. 

The quantity of hidden layers is identified by using the proposed clustering method. Therefore, 
we can compare the result of the various quantity of hidden units to define the best quantity. 

Figure 3-27 shows the error indicator for various quantity hidden units: 

 
Figure 3-27: the error indicator for various quantity hidden units [111] 

 

From Figure 3-27, it is seen that the lowest value of error per epoch is for 23 hidden units. 
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Therefore, the best structure for the current case study must have two hidden layers and 23 
hidden units for each layer for the training dataset Glass Identification based on the results 
obtained. 

3.8.2.2. Second Case Study 

Case study frame: 

Table 3-11 Second Case Study 

 
Table 3-12 Table 3-10 indicate results from accuracy classification and error checking in 

relation to the present study. 

Table 3-12: The accuracy and error values [111] 
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Figure 3-28 presents the chart of values of error per epoch for 2, 4 and 7 hidden layers and for 
a different number of hidden units (3, 10, 31, 23): 

 
Figure 3-28: Errors for various quantity of  hidden layers and hidden units for the second case study 

 

As observed from Table 3-12 and Figure 3-28, the optimum quantity of hidden layers is 2 for 
the second case study. 

3.8.2.3. Third Case Study 

Case study frame: 

Table 3-13 Third Case Study 

 
 

Figure 3-29 shows the obtained Dendrogram and the corresponding quantity of groups 
obtained according to the value of RD d = 0.442 for the third case study for Glass Dataset. 
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Figure 3-29: Average Linkage Clustering (Manhattan) 

Figure 3-30 shows the errors of 2 and 3 hidden layers and various quantity of hidden units: 

 
Figure 3-30: Errors for various quantity of  hidden layers and hidden units for the third case study [111] 
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As observed in Figure 3-30, the best structure for the current case study must have two hidden 
layers. 

3.8.2.4. Fourth Case Study  

Case study frame:  

Table 3-14 Fourth Case Study 

 
 

Figure 3-31 shows the cut of Dendrogram for a value of Reference Distance d = 0.192 selected 
based on the criterion described above for the training dataset Glass Identification and the 
corresponding quantity of groups obtained. 

 
Figure 3-31: Single Linkage Clustering (Manhattan) 
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Table 3-15 shows results obtained of accuracy classification, errors checking, and period 
covered obtained as per the fourth study. 

Table 3-15: The accuracy and error values [111] 

 
 

Figure 3-32 presents the chart of values of error per epoch for 4 and 5 hidden layers and for a 
different number of hidden units (8, 3, 10, 1, 31, 23): 

 
Figure 3-32: Errors for various quantity of  hidden layers and hidden units for the fourth case study [111] 
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As observed in Table 3-15, for four hidden layers we have the max percentage of classification 
accuracy which equals to 35.51%. We have the minimum value of error per epoch equal to 
0.1064695 obtained for the quantity of hidden layers equal to two. The best quantity of hidden 
layers for this fourth study is four. 

The quantity of hidden layers is obtained by using the projected clustering method. Therefore, 
we can compare the result of the various quantity of hidden units to define the best quantity. 

Figure 3-33 shows the error indicator for various quantity hidden units: 

 
Figure 3-33: the error indicator for various quantity hidden units [111] 

From Figure 3-33, it is seen that the lowest error value is for 1 hidden units and 4 hidden layers. 

Therefore, the best structure for the current case study must have four hidden layers and 1 
hidden unit for each layer for the training dataset Glass Identification based on the results obtained. 

3.8.2.5. Discussion of Obtained Results  

The case study with these parameters: Maximum Linkage, Euclidean distance, and standard 
Normalization has the best results compared to other case studies. Based on this case study the 
best MLP structure have two hidden layers and 23 hidden units for the training dataset Glass 
Identification. The best percentage of classification accuracy obtain for this structure is 81.77% 
and have the minimum value of error per epoch equal to 0.0365077. 

Based on the previous case studies we obtain different results through changing the clustering 
algorithm parameters such as type of distance, clusters distance and normalization type while the 
case study Maximum Linkage, Euclidean distance, and standard Normalization achieved the best 
results as a percentage of classification accuracy and value of error per epoch. 
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3.9. Experimental results using “Determine the NN Architecture” platform 

The second case study based on an experiment that uses the platform “Determine the NN 

Architecture” divided into three parts: 

▪ The first part implements of the AHC algorithm, the quantity of groups obtained based 
on a specific cut of the obtained Dendrogram will be the quantity of hidden layers for 
an MLP. 

▪ Part two is for calculating the quantity of hidden units. 
▪ Third part uses the information obtained from the other two components of the 

application and performs a graphical display of the neural network. 

Case studies made using the six datasets defined previously. The Dendrogram was generated 
and the number of clusters was determined, the number of neurons on the hidden layer was 
calculated using the first six formulas presented in Chapter 2.  

For the AHC algorithm, various parameters such as the type of normalization, the type of 
distance and the distance between the clusters have been set. 

Using the information obtained from the Dendrogram and the number of neurons calculated 
using the six formulas presented previously, the platform “Determine the NN Architecture” 
generate the architecture of neural network to determine the Error/epoch of the neural network. 
The learning rate was set to 0.3 and the number of epochs equal to 500. 

An example of error/epoch calculation for a 2 hidden-layers neural network and 14 neurons on 
each hidden layer is shown in Figure 3-34. 

 
Figure 3-34 Neural Network architecture 
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The second case study based on an experiment that uses the platform “Determine the NN 
Architecture” to define the quantity of hidden units through evaluating the percentage of the 
classification accuracy and the value of error per epoch using formulas (2.4)-(2.9) defined 
previously. 

3.9.1. Experimental results for Landsat Satellite 

Table 3-16 presents results obtained for Landsat Satellite dataset. 

Table 3-16 accuracy and error/epoch values based on formulas (2.4)-(2.9) for Landsat Satellite dataset 

Dataset 
Formula 

number 

Number hidden 

layer 

Hidden neurons per 

layer 

Accuracy 

[%] 

Error / 

Epoch 

 

L
a

n
d

sa
t 

S
a

te
ll

it
e 

(2.4) 2 2 76.7535 0.046556218 
(2.5) 2 1 50.3006 0.087793818 
(2.6) 2 3 80.5611 0.037348209 
(2.7) 2 2 76.7535 0.046556218 
(2.8) 2 65 82.5651 0.028518718 
(2.9) 2 13 82.3647 0.028037136 

 

3.9.2. The experimental results for P-wave 

Table 3-17 presents results obtained for the p-wave dataset. 

 

Table 3-17 accuracy and error/epoch values based on formulas (2.4)-(2.9) for p-wave dataset 

Dataset 
Formula 

number 

Number hidden 

layer 

Hidden neurons per 

layer 

Accuracy 

[%] 

Error / 

Epoch 

 

P
-w

a
v

e 
 

(2.4) 2 4 53.7611 0.042172181 

(2.5) 2 1 53.9823 0.042182490 

(2.6) 2 6 53.9823 0.042169481 

(2.7) 2 1 53.9823 0.042182490 

(2.8) 2 117 53.9823 0.0422299 

(2.9) 2 15 54.2035 0.042180509 
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3.9.3. Experimental results for QRS complex 

Table 3-18 presents results obtained for QRS dataset. 

 

Table 3-18 accuracy and error/epoch values based on formulas (2.4)-(2.9) for QRS dataset 

Dataset 
Formula 

number 

Number hidden 

layer 

Hidden neurons per 

layer 

Accuracy 

[%] 

Error / 

Epoch 

 

Q
R

S
 

 

(2.4) 1 9 59.0708 0.035101472 

(2.5) 1 3 58.8496 0.035733663 

(2.6) 1 12 58.8496 0.035060290 

(2.7) 1 2 59.5133 0.036108963 

(2.8) 1 234 59.9558 0.035463254 

(2.9) 1 30 58.8496 0.035133572 

 

3.9.4. Experimental results for the T wave signal 

Table 3-19 presents results obtained for the T-wave dataset. 

 

Table 3-19 accuracy and error/epoch values based on formulas (2.4)-(2.9) for the T-wave dataset 

Dataset 
Formula 

number 

Number hidden 

layer 

Hidden neurons per 

layer 

Accuracy 

[%] 

Error / 

Epoch 

 

T
-w

a
v
e 

 

(2.4) 3 3 53.9823 0.041593409 

(2.5) 3 1 54.2035 0.042493381 

(2.6) 3 4 53.9823 0.041322463 

(2.7) 3 2/3 - - 

(2.8) 3 78 56.1947 0.039277418 

(2.9) 3 10 56.6372 0.039284545 
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3.9.5. Experimental results for a diagnostic ECG signal 

Table 3-20 presents results obtained for ECG dataset. 

Table 3-20 accuracy and error/epoch values based on formulas (2.4)-(2.9) for ECG dataset 

Dataset 
Formula 

number 

Number hidden 

layer 

Hidden neurons per 

layer 

Accuracy 

[%] 

Error / 

Epoch 

 

E
C

G
 

 

(2.4) 1 11 57.9646 0.031626881 

(2.5) 1 3 59.292 0.034692581 

(2.6) 1 14 59.292 0.031409209 

(2.7) 1 2 60.8407 0.035248990 

(2.8) 1 89 59.292 0.031574463 

(2.9) 1 32 59.292 0.030975954 

3.9.6. Experimental results for the analysis of a signal from a sonar 

Table 3-21 presents results obtained for Sonar dataset. 

Table 3-21 accuracy and error/epoch values based on formulas (2.4)-(2.9) for Sonar dataset 

Dataset 
Formula 

number 

Number hidden 

layer 

Hidden neurons per 

layer 

Accuracy 

[%] 

Error / 

Epoch 

 

S
o

n
a

r 
 

(2.4) 2 15 81.25 0.014593654 

(2.5) 2 2 80.76 0.035628836 

(2.6) 2 20 80.76 0.013602354 

(2.7) 2 0 74.5192 0.0465036 

(2.8) 2 3 81.73 0.013424481 

(2.9) 2 22 81.25 0.014582663 

 

Based on the clustering of the Landsat Satellite data set we obtain two clusters. Therefore, we 
Consider two as the best quantity of hidden layers. So after specifying the quantity of hidden layers 
we determine the quantity of hidden units based on formulas (2.4)-(2.9). 

As it is observed from Table 3-16, the best classification accuracy for the data set Landsat 
Satellite is acquired for 13 hidden units in each layer with Accuracy equal to 82%. The smallest 
error/epoch equal to 0.02803713636 identified for a quantity of 13 neurons. this enables us to 
deduce that the optimum quantity of hidden units is 13 which means that formula (2.9) is the 
preferable choice. 
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That means formula (2.9) is the best compared to other formulas. Since the Neuroshell program 
uses formula (2.9), which is used in the previous experimental tests that confirm the performance 
of the simulation software is used and this enhances the accuracy of previous results.  

For the other datasets formula (2.9) is the best in most of the results and so close to best in the 
rest. 

3.10. Documentary related technique used for establishing the 

architecture of neural networks 

This Documentary Related Technique for investigating how the quantity of hidden layers and 
the quantity of hidden neurons affect the classification accuracy of a MLP. We try to show that the 
proposed method in this chapter is correct and leads to the best architecture of neural networks. 

Weka platform indicates the accuracy level in different categories per number of neurons. The 
research adopted “Weka” [112] to develop a third party platform. It is a machine learning program 
and offers unique conditions for data mining. It is also open-source [113]. 

3.10.1. Experimental result for percentage of classification accuracy 

of datasets 

(1) Sonar Dataset 

Table 3-22 below shows the results in terms of percentage of classification accuracy for the 
training of Sonar dataset with a different number of the epochs. 

Table 3-22 Classification accuracy for the training of Sonar dataset with a different number of epochs 

Epoch Accuracy Epoch Accuracy 

6 86.0577 600 99.5192 
10 89.4231 650 99.5192 
20 95.1923 700 99.5192 
30 97.1154 750 99.5192 
50 97.1154 800 99.5192 
100 99.5192 850 99.5192 
150 99.5192 900 99.5192 
200 99.5192 950 99.5192 
250 99.5192 1000 99.5192 
300 99.5192 1500 99.5192 
350 99.5192 2300 99.5192 
400 99.5192 2900 99.5192 
450 99.5192 3500 99.5192 
500 99.5192 28000 99.5192 
550 99.5192 30000 99.5192 
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Figure 3-35 represents a chart of epoch number and the corresponding percentage of 
classification accuracy: 

 
Figure 3-35 Chart of epoch number and the corresponding percentage of classification accuracy 

 

As observed in Table 3-22 and Figure 3-35, the best accuracy is 99.5192% obtained with a 
quantity of 300 epoch. For this dataset, we can use 300 epochs for the experiment to identify the 
quantity of hidden layers/units. 

 

Table 3-23 accuracy for the training of Sonar dataset with a various quantity of hidden layers/units 
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Figure 3-36 accuracy for the training of Sonar dataset with various quantity of hidden layers/units 

As observed in Table 3-23 and from Figure 3-36, the best accuracy is 100% obtained with two 
layers. Therefore, we can confirm that 2 is the best quantity of hidden layers. The selected quantity 
of hidden layers is equal to the obtained quantity of groups by clustering the training dataset 
according to the criteria described previously. The quantity of obtained groups is based on the 
proposed method in the previous section. 

 

(2) Glass Identification Dataset 

Table 3-24 below shows the results in terms of percentage of classification accuracy for 
training of Glass Identification dataset with different number of epochs. 
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Table 3-24 Classification accuracy for the training of Glass Identification dataset with different number of 

epochs 

Epoch Accuracy Epoch Accuracy Epoch Accuracy 

50 63.0841 1300 82.7103 3600 89.2523 

100 68.2243 1400 83.6449 3700 89.7196 

150 71.4953 1500 83.6449 3800 89.7196 

200 73.3645 1600 83.6449 3900 90.1869 

250 75.7009 1800 83.6449 4000 90.1869 

300 76.6355 1900 85.9813 4500 90.6542 

350 78.5047 2000 85.0467 5000 89.2523 

400 78.0374 2100 87.3832 5500 89.2523 

450 79.9065 2200 86.4486 6000 89.7196 

500 79.4393 2300 86.9159 6500 89.2523 

550 80.3738 2400 87.3832 7000 90.6542 

600 79.9065 2500 87.8505 7500 90.6542 

650 80.3738 2600 89.2523 8000 90.6542 

700 80.3738 2700 89.2523 8500 90.6542 

750 81.3084 2800 89.2523 9000 90.6542 

800 81.3084 2900 89.2523 9500 90.6542 

850 81.3084 3000 89.2523 10000 90.6542 

900 81.3084 3100 89.2523 21000 91.1215 

950 82.243 3200 89.2523 23000 91.1215 

1000 82.243 3300 89.2523 26000 88.3178 

1100 83.6449 3400 89.2523 28000 91.1215 

1200 82.7103 3500 89.2523 30000 90.1869 
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Figure 3-37 Chart of epoch number and the corresponding percentage of classification accuracy 

 

As observed in Table 3-24 and Figure 3-37, the best accuracy is 91.1215% obtained with a 
quantity of 21000 epoch. For this dataset, we can use 21000 epochs for the experiment to define 
the best quantity of hidden layers/units. 

 

Table 3-25 accuracy for the training of Glass Identification dataset with various quantity of hidden layers/units 
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Figure 3-38 accuracy for the training of Glass Identification dataset with various quantity of hidden 

layers/units 

 

As observed from Table 3-25 and from Figure 3-38, using 2 hidden layers we obtain the best 
accuracy which equals to 98.5981% that make as deduce that the optimum quantity of hidden 
layers is two for the presented case study. The selected quantity of hidden layers is equal to the 
obtained quantity of groups by clustering the training dataset according to the criteria described 
previously. The quantity of obtained groups is based on the method proposed in the previous 
section. 

3.10.2. Comparison of experimental result of classification accuracy 

of datasets 

In this case study, a comparison of the result obtained from the training of datasets with a 
various quantity of hidden layers/units will be done. 
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(1) MLP composed of a single Hidden layer 

 

Table 3-26 below shows the percentage of classification accuracy for an MLP architecture 
which has single hidden layer. 

 

Table 3-26 the percentage of classification accuracy for training of datasets with one hidden layer 

Datasets Percentage of accuracy for one Hidden layer 

Hidden Units Per Layer 6 20 40 60 80 100 

Sonar 99.5192 99.5192 99.5192 99.0385 99.0385 99.0385 

iris 98.6667 98.6667 98.6667 98.6667 98.6667 98.6667 

Landsat 86.7304 87.2086 86.9695 87.2086 86.7304 86.6707 

Glass Identification 84.1121 94.8598 95.3271 96.2617 96.2617 94.8598 

 

 
Figure 3-39 accuracy for training of datasets with one hidden layer 
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Based on obtained results from MLP architecture composed of a single hidden layer and 
various quantity of hidden units, we can confirm that the optimum quantity of hidden units for 
sonar dataset and iris dataset is six hidden neurons with 99.51 % classification accuracy for Sonar 
dataset and 98.66 % classification accuracy for iris dataset. The optimal number of hidden neurons 
for Landsat dataset is 20 hidden neurons with 87.20 % classification accuracy and the optimum 
quantity of hidden units for Glass Identification dataset is six hidden neurons with 96.26 % 
classification accuracy. 

(2) MLP composed of two Hidden layers 

 

Table 3-27 below shows the percentage of classification accuracy for an MLP architecture 
which has a single hidden layer. 

Table 3-27 the percentage of classification accuracy for training of datasets with two hidden layers 

Datasets Percentage of accuracy for two Hidden layers 
Hidden Units 
Per Layer 6 20 30 40 60 69 80 100 

Sonar 100 99.5192 98.0769 98.0769 98.5577 98.0769 98.0769 99.0385 
iris 98.6667 98.6667 98.6667 98.6667 98.6667 98.6667 98.6667 98.6667 
Landsat 86.6707 86.7304 86.6109 86.4913 86.5511 87.2086 86.5511 86.6109 
Glass 
Identification 89.7196 97.1963 98.5981 98.1308 98.1308 97.6636 97.6636 98.5981 

 

 
Figure 3-40 accuracy for training of datasets with two hidden layers 
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Based on obtained results from MLP architecture composed of two hidden layers and a various 
quantity of hidden units, we can confirm that the optimum quantity of hidden units for sonar dataset 
and iris dataset is six hidden neurons with 100% classification accuracy for Sonar dataset and 
98.66 % classification accuracy for iris dataset. The optimum quantity of hidden units for Landsat 
dataset is 69 hidden neurons with 87.20 % classification accuracy and the optimum quantity of 
hidden units for Glass Identification dataset is 30 hidden neurons with 98.59% classification 
accuracy. 

 

(3) MLP composed of three Hidden layers 

 

Table 3-28 below shows the percentage of classification accuracy for an MLP architecture 
which has a single hidden layer. 

Table 3-28 the percentage of classification accuracy for training of datasets with three Hidden layers 

Datasets Percentage of accuracy for three Hidden layers 

Hidden Units Per Layer 6 20 40 60 80 100 

Sonar 99.0385 99.0385 99.0385 99.0385 99.0385 98.0769 

iris 99.3333 98.6667 98.6667 98.6667 98.6667 98.6667 

Landsat 85.7143 86.6109 86.312 86.7902 86.1327 86.4913 

Glass Identification 87.3832 97.6636 98.5981 98.5981 97.6636 97.6636 

 

 
Figure 3-41 accuracy for training of datasets with three Hidden layers 
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Based on obtained results from MLP architecture composed of three hidden layers and various 
quantity of hidden units, we can confirm that the optimum quantity of hidden units for sonar dataset 
and iris dataset is six hidden neurons with 99.33% classification accuracy for Sonar dataset and 
99.03 % classification accuracy for iris dataset. The optimum quantity of hidden units for Landsat 
dataset is 60 hidden neurons with 86.79% classification accuracy and the optimum quantity of 
hidden units for Glass Identification dataset is 40 hidden neurons with 98.59% classification 
accuracy. 

(4) MLP composed of four Hidden layers 

Table 3-29 below shows the percentage of classification accuracy for an MLP architecture 
which has a single hidden layer. 

Table 3-29 the percentage of classification accuracy for training of datasets with four Hidden layers 

Datasets Percentage of accuracy for four Hidden layers 
Hidden Units Per Layer 6 20 40 60 80 100 

Sonar 53.3654 53.3654 98.0769 53.3654 97.5962 97.5962 

iris 33.3333 33.3333 33.3333 33.3333 33.3333 33.3333 

Landsat 86.1925 86.0132 86.4913 86.0132 86.2522 86.2522 

Glass Identification 35.514 92.5234 80.8411 92.0561 91.5888 85.0467 

 

 
Figure 3-42 accuracy for training of datasets with four Hidden layers 
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Based on obtained results from MLP architecture composed of four hidden layers and a various 
number of hidden units, we can confirm that the optimum quantity of hidden units for sonar dataset 
and iris dataset is 40 hidden neurons with 98.07% classification accuracy for Sonar dataset and 
86.49 % classification accuracy for Landsat dataset. The optimum quantity of hidden units for 
Glass Identification dataset is 20 hidden neurons with 92.52 % classification accuracy. 

3.10.3. Documentary related technique conclusion  

Based on obtained results from various case studies and compared to result obtained using the 
clustering method, it is observed that the proposed method is correct and leads to the best 
architecture for a neural network. 

3.11. Conclusion 

Using the proposed method, it is possible to identify the architecture of the MLP based on the 
complexity level of the problem to be solved.  

Using clustering techniques, it is possible to highlight several common characteristics of input 
forms, on which they (input forms) can be classified into groups (clusters). The clustering of input 
forms generates a number of useful factors, which help to identify the optimum MLP architecture. 

Based on the results obtained in this section it is observed that clustering algorithms used are 
affected by several factors which influence on the obtained quantity of hidden layers using the 
projected method. The most important factor is the RD, the accuracy of the value of this factor is 
necessary to achieve the optimum quantity of hidden layers. 

The comparative study of clustering distance measures lends on the proposed method more 
effectiveness and accuracy through the perfect selection of the convenient distance measures for 
clustering technique used to identify the structure of the MLP neural network. 

The comparative study presented in this section reinforce this method to support ordinal, definite, 
or combination of different data type or even interval that perfect recognition of clusters in a given 
dataset hence an improvement on the method’s capability. 

Many datasets are analyzed where it was concluded that the experimental results obtained confirm 
those obtained by clustering program, which proves the validity of the proposed method. 

When you compare this method to traditional methods, we conclude that this method is the best 
for most datasets. Its flexibility is high, regardless of data size. 

Using the proposed method, the design time and effort to identify the structure of the MLP are 
reduced. This method can make the design simple and easy and possible for a Non-specialist 
designer. 
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Chapter IV 

4. Determination of optimal neural network Architecture using regression 

techniques 

In this chapter, a new method of designing the structure of ANN using regression analysis is 

discussed. When we group a given set of data, we obtain features helping to understand the 

structure of an ANN. Features from the set of data can be assumed as independent variables to 

arrive at the regression function Data mining helps understand patterns in a given set of data and 

the nature of operation handled by the ANN. The projected regression method works unsupervised 

and provides the best results. 

4.1. Introduction 

This chapter shows how you can identify the architecture of ANN using regression techniques. 

In order to identify the quantity of hidden layers/units of an ANN, a Multiple Linear Regression 
(MLR) models based on the parameters obtained from the clustering method described above is 
defined. In addition, a quality measure factor of the ANN structure is defined based on the 
interconnection of layers is used. 

4.1.1. Statistical Modeling 

Regression analysis is a statistical model to explains the connection between dependent and 
Independent variables. It depends on measurement observations. To understand the relationship 
between the two variables, the coefficient determinant must be availed R2 [114], the coefficient 
will indicate change rate as a result of the relationship between the two variables. The coefficient 
value lies between 1 and 0. For the relationship to be high, the coefficient must be near 1. To have 
a high intensity of the relationship amongst variables, then R2 must be close to one and must have 
some connection with statistical indicators. 

Experimental information obtained through the grouping program are utilized to define 
regression functions to calculate the quantity of hidden layers/units of an MLP. The parameters 
obtained using the clustering program are enough according to the statistical indicators to define 
the regression models and to guarantee the quality and accuracy of the defined regression models. 
The MLR has this form: 

𝑌 = 𝑎 + 𝑎1𝑥1+. . . + 𝑎𝑖𝑥𝑖+ . . . + 𝑎𝑛𝑥𝑛 (4.1) 
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The models defined to calculate the quantity of hidden layers/units are based on the parameters 
include; the value of RD, the quantity of clusters, the quantity of input forms of the MLP, The 
quantity of grouped elements and the quantity of units in the input layer. Each regression model 
consists of 4 factors taken from the previous parameters. 

4.1.2. The Confirmatory Data Analysis 

“Hierarchical The statistical hypothesis testing” [115] is adopted to understand the limits 
arrived at hence helping in deciding the regression formula. For confirming the significance of the 
regression formula adopted a hypothesis test was conducted.  The null hypothesis H0 represented 
no significant connection between the variables. 

H0: “connection does not exist between grouping results and multilayer perceptron design” 

Ha: “connection exists between grouping results and multilayer perceptron design.” 

The P-value of independent variables lies below 0.05, according to the projected limits in the 
regression model. 

Proving the dependability of a multilayer perceptron architecture on identified factors will be 
done using F-Test [116].  The F-Test analysis the variance. 

4.1.3. Designation of Factors 

A set of inferences are derived from the previously cited studies: 

▪ Based on the statistical hypothesis testing [117], the probability coefficients of 
independent variables for the proposed models is below five percent. Which 
prevents the possibility of rejecting these independent variables from the model. 

▪ Depending on the statistical test F-Test, we made sure that the quantity of hidden 
layers/units rely on the considered factors. 

▪ There are relationships between all selected factors. Furthermore, a comparatively 
slightly positive/negative connections occur; however, they are not important 
[118]. 

▪ The Multiple Determination Coefficient and the Multiple Correlation Coefficient 
results obtained [119] the two measures results are near to one. It proves the validity 
and efficiency of the defined models and the conciliator selection of factors 
included in the models. 

Based on results obtained from algorithms used to identify the structure of ANN through 
information taken from the training examples it is seen that there is a connection correlate the 
parameters used to determine the structure of MLP and the results obtained with clustering 
algorithm: 
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Table 4-1 Selected parameters 

 

 

An independent factor must exist to make the assumptions valid. In this case, quality 
measurement of the structures was adopted to fill the independent factor position- it considered 
layer interconnection [120]. 

The regression model comprises two methods that identify hidden layers/units. 

4.2. Regression Method used 

Regression methods are data mining techniques applied in this chapter to define the structure 
of the neural network [121], [122]. The experimental results obtained by grouping the learning 
dataset considered helpful according to the purpose, to define the structure of the MLP in terms of 
the quantity of hidden layers/units. 

The regression methods bestow on the clustering method described in the previous chapter 
more accuracy and more relevance with the anomalies in the patterns found in the training dataset 
and the capability to predict the number of hidden neurons without resorting to the rules of thumb. 

To transform a relationship between independent variables and a dependent variable into a 
function we need the data mining technique presented by the regression methods. If the analytical 
methods incapable to determine the changeable dependencies between variables and if so, the 
regression techniques will be the best solution. 

Based on experimental observations or measurements it is possible to gather a set of data used 
to identify the regression model describing the dependency among the dependent/independent 
variables. 

The regression function consists of the independent variable X and the dependent variable Y 
and the unknown parameter β. The function is 𝑌 = 𝑓(𝑋, 𝛽) helps to determine the value of the 
variable Y based on the known value of X.In general, Regression Analysis helps in predicting 
results. AI relies on the regression model to solve basic problems. The proposed method depends 
on the regression techniques to achieve the best possible prediction of the structure of the MLP 
neural network. 
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Regression functions to determine the quantity of hidden layers/nodes will be obtained by 
using a set of parameters extracted by grouping the data allocated to learn the network. 

4.2.1. Stages of the Method Used 

The proposed regression method depends on the results of pattern recognition algorithms 
applied on the learning data of ANN seeks to define the quantity of hidden layers/units is evolved 
through several stages: 

 

1) Setting up the learning dataset by eliminating noise, deficient records and the contrasted 
records to other data. 

2) Setting up the quantity of input units which will be equal to the features number in the 
training dataset of a neural network [41]. 

3) Setting up the number of output units which will be either equal to the number of classes 
if we have a dataset containing data for classification. 

4) Setting up the quantity of hidden layers which will be equal to the quantity of clusters 
obtained by grouping the learning data of the ANN based on the criteria described 
below: 
▪ Clustering of at least 90% of elements included in the learning data of the MLP. 
▪ The clustering must be stable. 

In this study, was concluded based on the experiment results that there is a link between 
the quantity of hidden layers and the quantity of clusters identified by clustering the 
learning data if the previously cited criteria are applied. 

5) To prepare hidden nodes quantity: the MLR method is used to establish hidden nodes 
quantity. It does so by using a set of parameters extracted by grouping the data allocated 
to learn the network. A quality measure factor that considersthe setting and layers 
linkage is defined. 

 

Figure 4-1 below is a structure derived from the projected regression method. This model 
illustrates how results from grouping the learning data are used in determining models used in 
identifying neurons and hidden layers quantity. 
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Figure 4-1 Proposed framework using regression methods 
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4.2.2. Factors to identify the quantity of hidden layers of an ANN 

To determine a regression function, we need a set of experimental data showing the variation 
of the dependent variable Y depending on changes in independent variables Xi. If the available 
data are a set of examples for a ANN consist of an input vector and possibly output vector based 
on it the ANN train. Based on the experimental results of clustering the training dataset the selected 
parameters as independent variable of a regression model are useful in accordance with the purpose 
of identifying the structure of an ANN [41]: 

Table 4-2 Selected factors to identify the hidden layers quantity 

 
 

The independent variables 1, 2 and 3 are obtained by using the clustering method described 
above are presented in the Table 4-3below. 

To this, weight factors listed above in defining the quantity of hidden layers for the MLP was 
constructed a Multiple Linear Regression model of the form: 

𝑌 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3 + 𝑎4𝑥4 (4.2) 

 

The dependent variable Y represents the quantity of hidden layers of the ANN and the 
independent variables X1, X2, X3, and X4 are presented in the table below. 

 

Table 4-3: The independent variables [123]   

 
 

The figure below represents the absolute values of partial correlation coefficients which 
describe the influence of X1, X2, X3 and X4 on Y based on the proportion of the contribution of 
independent variables within the regression model. 
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Figure 4-2 Coefficients Diagram [123]   

 

The optimum quantity of hidden layers of an ANN affected by various factors, the most 
significant influence is by the RD factor for which the data grouping of multi-layer neural network 
training.  

The generated regression model is consisting of 4 factors obtained as follows. Three factors 
obtained from grouping the learning data of the ANN and one factor represents the quality measure 
of the architecture of the ANN. 

4.2.3. Factors to identify the quantity of hidden units of ANN 

As stated in the previous subsections to identify a regression model, we need an experimental 
data obtained by observations or measurements. In case ANN with the only available data are a 
set of training examples consist of an input vector and output vector. Based on these data it is 
relatively easy to identify the quantity of units in the input layer, and the concerned of the output 
layer of the ANN but we cannot identify the quantity of hidden layers/units.  

To identify the quantity of hidden units of the ANN, a regression method must be used based 
on the experimental data obtained previously using the grouping method. If the ANN has more 
than a single hidden layer, the quantity of calculated units is divided by the quantity of hidden 
layers so the quantity of hidden units being identical in each hidden layer. To identify the quantity 
of hidden units, designer usually use several heuristic methods that take into account the quantity 
of inputs, the quantity of output and the quantity of examples of learning methods. 

From trial results considered independent variables in generating regression formula, which 
then identifies units in hidden layers: 
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Table 4-4 Selected factors to identify the hidden layers quantity 

 

 

X1 represents the independent variable obtained by determining the number of features 
presented in the learning data, X2 is the second independent variable which represents the quantity 
of groups obtained by grouping the learning data presented in the previous chapter. 

Based on the factors presented above was built an MLR model of the form: 

𝑌 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3 + 𝑎4𝑥4 (4.3) 

 

The dependent variable Y represents the quantity of units in the hidden layers of an ANN. If 
the quantity of hidden layers exceeded one layer the quantity of units will be evenly distributed on 
the quantity of hidden layers and so the quantity of hidden units in each hidden layer will equal. 

The meaning of the independent variables xi is given in Table 4-5. 

 

Table 4-5: The independent variables  [123]     

 
 

The figure below represents the absolute values of partial correlation coefficients which 
describe the influence of X1, X2, X3 and X4 on Y based on the proportion of the contribution of 
independent variables within the regression model. 
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Figure 4-3: Coefficients Diagram [123]   

 

The independent variables x2 have influence percentage equal to 36% and x3 have influence 
percentage equal to 37% which represents the most influential variables. The independent variable 
x3 presented by the reference distance has the maximum percentage of influence in the regression 
model then the independent variable x2 come next to it which represent the number of clusters 
multiplied by the Reference Distance. x1 and x4 have a minimal influence percentage on the 
regression model. 

The independent variable x1 has a low influence in the regression model with a percentage 
equal to 21%. 

The quality measure factor x4 can take only two cases, the first case is when the architecture 
has connections among the hidden layers, in this case, quality measure factor takes 1 the second 
case is when for architecture don’t have connections this case the quality measure factor take zero. 
Due to the weak influence of this factor, the decrease in the quantity of connections between hidden 
layers can cause an increase in the quantity of hidden layers. 

It is easily seen in Figure 4-3 the importance of every independent variable to calculate the 
quantity of hidden units for an ANN. 

The quantity of hidden units is influenced by all selected factors, but the RD has the highest 
influence compared to the quantity of clusters, quantity of inputs and the percentage of grouped 
items. 

4.3. Experimental results using regression techniques 

Previously we have built two Multiple Linear Regression models, one for identifying the 
quantity of hidden layers and the second one is for identifying the quantity of hidden neurons for 
an MLP. The models used experimental results obtained from the clustering algorithm previously 
defined. 
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4.3.1. Experimental result for various quantities of hidden layers 

We compare the results obtained using the regression method based on the values relative error 
for the Landsat Satellite dataset with the results obtained previously by an MLP structure 
composed of various quantities of hidden layers. 

In order to determine the regression model based on the parameters obtained using the 
clustering method described above for the training dataset Landsat Satellite images the following 
values were obtained: x1 =2*75, x2 =75, x3 = 90, x4=87. Replacing in equation (4.2) we will obtain 

Y = (0.04483) * x1 + (-0.06045) * x2 + (0.00742) * x3 + (- 0.00695) * x4 

Y = 2.25 ≈ 2 the neural network that analyzes a Landsat Satellite images should contain two 
hidden layers. Thus, affirm the results identified by the comparison of different neural network 
architecture to define the best architecture. 

Table 4-6: The number of layers of neural networks using regression techniques for all Datasets 

 
 

The comparison of the results obtained using the proposed regression method for the six 
selected datasets presented in Table 4-6 with the results obtained by comparison of different neural 
network architecture to define the best architecture we confirm that the proposed regression 
method can predict the pest quantity of hidden layers for an MLP. 

4.3.2. Experimental result for various quantities of hidden units 

The following is the results obtained from the analysis of dataset with the same neural network 
architecture, the only difference between networks is the quantity of hidden units. 
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(1) Experimental results for Landsat Satellite 

We will use the results obtained from training the Landsat Satellite images dataset to prove the 
validity of the projected regression method. 

Figure 4-4 presents the obtained charts of errors generated from the training of the Landsat 
dataset for MLP architectures consist of 2 hidden layers and a various quantity of units. 
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Figure 4-4: Errors indicator for the Landsat training data 

 

It is seen from the figure that the neural network architectures with four units and network with 
16 units generate higher values of errors exceed 0.10 and for a structure consists of 26 units has 
one answer with an error value that doesn’t exceed 0.030. For a neural network structure consisted 
of 46 units and network structure with 48 units, we have error values exceed 0.036. 

The experimental results for Landsat Satellite images dataset through a comparison of error 
values of various structures prove that the ANN architecture containing 26 hidden units achieves 
the lowest values of error compared of the other architectures. 

We compare the results obtained using the regression method based on the values relative error 
for the Landsat training data with the results obtained previously by an MLP structure composed 
of various quantity of hidden units. 

In order to identify the regression model to calculate the quantity of hidden units based on the 
parameters obtained using the clustering method described above for the training dataset Landsat 
Satellite images the following values were obtained: x1 =4, x2 =2, x3 = 75, x4=85. Replacing in 
equation (4.3) we will obtain: 

Y = (5.717) * x1 + (1.929) * x2 + (-6.349) * x3 + (2.257) * x4 

Y = 23.88 ≈ 24 the neural network that analyzes a Landsat Satellite images should contain 24 
hidden units. Thus, affirm the results identified by the comparison of different MLP architecture 
to define the best architecture. 
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(2) Experimental results for P-wave 

 

Figure 4-5 presents a comparison of P-wave errors for MLP architectures consist of two hidden 
layers and a various quantity of hidden units. 

 

 

 
Figure 4-5: Errors indicator for the P-wave signal training data 
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It is seen from the figure that the neural network architectures with 20, 30 and 40 units generate 
higher values of errors exceed 0.53 and for a structure consists of 10 units has a larger error equal 
to 0.275. 

The experimental results for P-wave signal dataset through a comparison of error values of 
various MLP structure prove that the MLP architecture containing 10 hidden units achieves the 
lowest values of error compared of the other architectures. 

We compare the results obtained using the regression method based on the values relative error 
for the P-wave training data with the results obtained previously by an MLP structure composed 
of various quantity of hidden units. 

In order to identify the regression model to calculate the quantity of hidden units based on the 
parameters obtained using the clustering method described above for the training dataset P-wave 
signal the following values were obtained: x1 =2, x2 =2, x3 = 11.4, x4=1.  

Replacing in equation (4.3) we will obtain: 

Y = (1.676 * 1014) * x1 + (0.4668) * x2 + (-0.127) * x3 + (3.352*1014) * x4 

Y = 10.5 ≈ 10 the neural network that analyzes a P-wave dataset should contain 10 units in the 
hidden layers. Thus, affirm the results identified by the comparison of different neural network 
architecture to define the best architecture. 

 

(3) Experimental results for QRS complex 

 

Figure 4-6 presents a comparison of QRS for MLP architectures consist of one hidden layer 
and a various quantity of hidden units. 
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Figure 4-6: Errors indicator for the QRS signal training data 

 

It is seen from the figure that the neural network architectures with 10, 30 and 49 generate 
higher values of errors exceed 0.51 and for a structure consists of 21 units has one answer with an 
error value that equal to 0.36. 

The experimental results for QRS signal dataset through a comparison of error values of 
various MLP structure prove that the MLP architecture containing 21 hidden units achieves the 
lowest values of error compared of the other architectures. 

We compare the results obtained using the regression method based on the values relative error 
for the QRS signal dataset with the results obtained previously by an MLP neural network structure 
composed of different numbers of units in the hidden layers. 

In order to identify the regression model to calculate the quantity of hidden units based on the 
parameters obtained using the clustering method described above for the training QRS signal the 
following values were obtained: x1 =2, x2 =1, x3 = 22, x4=1.  

Replacing in equation (4.3) we will obtain: 

Y = (1.87 * 1014) * x1 + (0.005474) * x2 + (-0.0107) * x3 + (3.74*1014) * x4 

Y = 21.25 ≈ 21 the neural network that analyzes a QRS dataset should contain 21 units in the 
hidden layers. Thus, affirm the results identified by the comparison of different neural network 
architecture to define the best architecture. 
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(4) Experimental results for the T wave signal 

 

Figure 4-7 presents a comparison of T-wave errors for MLP architectures consist of three 
hidden layers and a various quantity of hidden units. 

 

 
Figure 4-7: Errors indicator for the T wave signal training data 
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It is seen from the figure that the neural network architectures with 9, 36 and 45 units generate 
higher values of errors exceed 0.579 and for a structure consists of 21 units has a larger error equal 
to 0.0563. 

The experimental results for T-wave signal dataset through a comparison of error values of 
various MLP structure prove that the MLP architecture containing 21 hidden units achieves the 
lowest values of error compared of the other architectures. 

We compare the results obtained using the regression method based on the values relative error 
for the T-wave signal dataset with the results obtained previously by an MLP neural network 
structure composed of different numbers of units in the hidden layers. 

In order to identify the regression model to calculate the quantity of hidden units based on the 
parameters obtained using the clustering method described above for the training dataset T-wave 
signal the following values were obtained: x1 =2, x2 =1, x3 = 13, x4=1.  

Replacing in equation (4.3) we will obtain: 

Y = (-3.919 * 1014) * x1 + (0.379) * x2 + (-0.0442) * x3 + (7.839*1014) * x4 

Y = 19.75 ≈ 20 the neural network that analyzes a T-wave dataset should contain 20 hidden 
units. Thus, affirm the results identified by the comparison of different neural network architecture 
to define the best architecture. 

 

(5) Experimental results for a diagnostic ECG signal 

 

Figure 4-8 presents a comparison of ECG errors for MLP architectures consist of one hidden 
layer and a various quantity of hidden units. 
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Figure 4-8: Errors indicator for the ECG signal training data 

 

It is seen from the figure that the neural network architectures with four units and network with 
30 and 41 units generate higher values of errors exceed 0.057 and for a structure consists of 10 and 
20 units has one answer with an error value that doesn’t exceed 0.051. 

The experimental results for ECG signal dataset through a comparison of error values of 
various MLP structure prove that the MLP architecture containing 10 and 20 hidden units achieve 
the lowest values of error compared of the other architectures. 

We compare the results obtained using the regression method based on the values relative error 
for the ECG signal dataset with the results obtained previously by an MLP neural network structure 
composed of different numbers of units in the hidden layers. 

In order to identify the regression model to calculate the quantity of hidden units based on the 
parameters obtained using the clustering method described above for the training dataset ECG 
signal the following values were obtained: x1 =6, x2 =1, x3 = 23, x4=1.  

Replacing in equation (4.3) we will obtain: 

Y = (1.244 * 1014) * x1 + (0.160) * x2 + (-0.032) * x3 + (7.465*1014) * x4 

Y = 20.37 ≈ 20 the neural network that analyzes an ECG dataset should contain 20 units in the 
hidden layers. Thus, affirm the results identified by comparison of different neural network 
architecture to define the best architecture. 

 

BUPT



101 
 

(6) Experimental results for the analysis of a signal from a 

sonar 

Figure 4-9 presents a comparison of Sonar signal errors for MLP architectures consist of two 
hidden layers and a various quantity of hidden units. 

 

 

 
Figure 4-9: Errors indicator for the Sonar signal training data 
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It is seen from the figure that the neural network architectures with 6, 46 and 60 units generate 
higher values of errors exceed 0.186 and for a structure consists of 34 units has a larger error equal 
to 0.175. 

The experimental results for Sonar signal dataset through a comparison of error values of 
various MLP structure prove that the MLP architecture containing 34 hidden units achieves the 
lowest values of error compared of the other architectures. 

We compare the results obtained using the regression method based on the values relative error 
for the Sonar signal dataset with the results obtained previously by an MLP neural network 
structure composed of different numbers of units in the hidden layers. 

In order to identify the regression model to calculate the quantity of hidden units based on the 
parameters obtained using the clustering method described above for the training dataset Sonar 
signal the following values were obtained: x1 =60, x2 =2, x3 = 2.1, x4=1. Replacing in equation 
(4.3) we will obtain: 

Y = (0.261 * 1014) * x1 + (-0.230) * x2 + (12.777) * x3 + (-0.156*1014) * x4 

Y = 34.75 ≈ 35 the neural network that analyzes a Sonar dataset should contain 24 units in the 
hidden layers. Thus, affirm the results identified by the comparison of different neural network 
architecture to define the best architecture.  

 

(7) Conclusion for various quantity of hidden units’ results 

 

The results obtained through the experimental test confirm the validity of the projected 
regression method to identify the quantity of hidden units of MLP based on the analysis of the 
selected dataset. 

4.4. Conclusion 

Paying attention to pattern recognition is an integral part when MLP’s optimal structure is 
subject to discussion based on the proposed regression technique. 

By grouping the learning data, useful parameters are collected making it easier to define the 
architecture of the ANN. These parameters are used as the independent variables of the regression 
function of the anticipated method under study. The reference distance of the independent variable 
highly impact results versus other variables. 

Using the projected regression method to identify the structure of the MLP many factors affects 
the accuracy of the results. The main factor is RD which has a remarkable effect compared to the 
other factors. The value of RD must be selected precisely based on the criteria defined in the 
previous chapter. 
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Through this study, we conclude that the projected regression method to identify the 
architecture of the MLP in terms of the quantity of hidden layers/units is viable. The model 
generated using the projected regression method can be essential in practical applications and in 
the worst assumptions it can provide the initial quantity of hidden layers/units for an MLP and 
relying on the information obtained from the training dataset the designer can reduce or increase 
these numbers. 

This study proposes and develops a new design strategy for an MLP neural network where 
make the design of the structure of an MLP neural network unsupervised and helps to reduce the 
time allocated for network design. 
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Chapter V 

5. Importance of Training Data Analysis to Improve Generalization 

Capabilities of Neural Network Architectures 

A B S T R A C T 

This chapter presents a contribution to append generalization capabilities to the proposed 

clustering method presented in chapter 3 to define the architectures of an ANN. The accuracy of 

the clustering method used requires precision when the selection of clustering distance measures 

which necessitate a comparative study. The proposed method depends on the results obtained 

through the clustering of the learning data. Therefore, the analysis of training dataset is important 

to improve the generalization capabilities of Neural Network Architectures. Due to the diverse 

types of datasets, the classical methods do not cover all type of datasets. The proposed method is 

more flexible with various types of datasets in terms of the type of data, size, and number of 

features. Many aspects have been taken into consideration to give more generalization capabilities 

to the proposed method such as distance measures and linkage methods. 

5.1. Introduction 

Machine learning depends mainly on the analysis of data to extract patterns and converts them 
into useful information used for unsupervised learning of systems. Machine learning is a branch 
of artificial intelligence specified in training a machine how to learn. Neural Network is one of the 
efficient algorithms for machine learning. Artificial Neural Network has evolved very much 
nowadays to cover many real-world applications. The common problem of neural network 
architecture where there are no well-developed formal methods to determine the structure of the 
neural network. Currently used methods are based on trial and error methods, heuristic rules, 
designer experience and other which are time-consuming and inaccurate methods. Classical 
methods are supervised and need an amendment to the structure of the network whenever there is 
an occurrence of a change in the complexity of the considered problem.  

This chapter is an extension of the method originally presented in chapter 3, which depend on 
the results obtained from the clustering of learning data to optimize the neural network 
architecture. The level of complexity of the considered problem [124] can be evaluated by reveal 
patterns [125] [126] in training dataset and through it possible to define the structure of the neural 
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network. The proposed method depends on AHC algorithm. A comparison study is required to 
determine the suitable similarity measure for this algorithm [127] [128] [129]. 

This chapter presents a contribution to append generalization capabilities to the neural network 
architectures. By making a comparison of the results of diverse types of datasets, it was concluded 
that classical methods do not cover all type of training datasets. The effectiveness of the method 
varies with the variation of the complexity of the problem that needs to be resolved. The proposed 
method can adapt to the changes in the complexity of the problem and have more flexibility with 
different types of datasets. 

5.2. Artificial Neural Network Structures and Generalization 

There is a solid relationship between the generalization performance of artificial neural 
networks and their structure. It is shown that the generalization performance of neural networks is 
affected by the structure of the network. The quantity of hidden layers/units and the Hyper-
parameters associated with network structure influence the generalization capability of the neural 
network. In this chapter, we discuss the generalization capabilities of ANN architectures through 
the analysis of training data.   

5.3. Neural Network Architecture through grouping of training data 

The projected method seeks to develop a general formula to identify the structure of a multi-
layer ANN match different situations of the problems to be solved. Using pattern recognition 
methods [130] and depending on a set of criteria [131] [132] the results of grouping of learning 
data can be a solution to define the number of hidden layers.  

 By evaluating patterns discovered in data using pattern recognition method based on clustering 
algorithms, it is possible to determine the complexity of the considered problem. 

This method is based on the concept that the complexity of the considered problem affects the 
network size [133] and thus affects the generalization capabilities [134]. Therefore, the quantity 
of discovered clusters through grouping can be considered as the optimum quantity of hidden 
layers, but this is possible only if several criteria are achieved. 

The goal of this research is to determine the best clustering condition to define the perfect 
quantity of clusters. This quantity will be considered the best quantity of hidden layers desired for 
a specific classification problem. Therefore, the precision is required when the selection of 
clustering distance measures which necessitate a comparative study [135]. 
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Figure 5-1 framework for the proposed method 

 

The proposed method depends on the analysis of training dataset, the analysis goes through 
several stages. The first stage is after preparation of the dataset it will be assigned one input neuron 
for each feature presented in the dataset. If the considered problem is a classification problem, it 
will be assigned one output neuron for each class or the number of output neurons will be equal to 
the output features number. 

In the second stage, the quantity of hidden layers will be defined. The experiment in this study 
has shown that by following a set of criteria the quantity of obtained clusters can be considered as 
the optimum quantity of hidden layers. 

The initial criterion is clustering at least 90% of the training items. This percentage of grouped 
items enough to represent the complexity of the problem. The second criterion is the Reference 
Distance (RD) level in which we cut the obtained Dendrogram from clustering the training dataset 
must be in a point that any increase on it the quantity of clusters does not change. For the case of 
a high level of RD for which all elements in data set clustered into one single cluster and the case 
of a short distance for which each object represents a cluster are not taken into account. The 
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distance measures and linkage methods must be accurately selected which require a comparative 
study to determine the suitable distance measures. By achieving the mentioned criteria, the number 
of clusters obtained through grouping of learning data will be considered as the best quantity of 
hidden layers. 

The third stage determines the quantity of hidden units. A comparison of several formulas it 
will be made until the perfect formula will be selected. Due to the lack of well-developed formal 
methods to identify the structure of the ANN, a comparison of most currently used formulas is 
necessary. Among the most commonly used formulas, there are Trial and Error, Pruning and 
constructive algorithms, Genetic search and Heuristic search [136] [137] [138]. 

In this chapter, the classification accuracy and the error per epoch will be taken as tools to 
identify the structure of the ANN. In addition, the size of the training data and the training time 
are taken into consideration.  

There are several rules of thumb methods, which are widely used to identify the approximate 
quantity of hidden units. These methods depend on the theories that the quantity of hidden units 
should be in the midst of the number of input units and output units. The number of hidden units 
should be equal to two-thirds of the sum of the quantity of input units plus the quantity of output 
units. In addition, the quantity of hidden units should be below twice the quantity of input units 
[139]  

Among the rule of thumb methods the Formulas (2.4)-(2.9) previously mentioned in chapter 
2. These empirical formulas will be used to identify the quantity of hidden units. 

The formula that achieves the best results will be relied upon in the comparative study to 
determine the suitable distance measures. 

5.4. Comparison Study to Identify the Optimum ANN Structure 

The projected method requires a perfect selection of distance measures due to the significant 
impact of the distance measures on the results of grouping of the learning data, therefore the 
distance measures affect the accuracy of the architecture of Neural Network. Consequently, it is 
required a comparative study to determine the suitable distance measures. Distance metrics (such 
as Manhattan and Euclidean) will be accredited for calculation of the distance between 
observations. Linkage methods (such as average-linkage clustering, complete-linkage clustering, 
and single-linkage clustering) used to calculate the distance between objects will be applied with 
the Clustering method. 

The proposed method depends on AHC Algorithm. The generated Dendrogram will be cut to 
generate several clusters based on the value of distance in which the cut is made. This value of 
distance will be referred to as "Reference Distance" (RD). The main reason that imposes a 
comparative study to determine the suitable distance measures is the variation of datasets types. 
Each distance measures have effectiveness with a particular type of data, for this reason, it must 
define the suitable distance measures corresponding to the type of dataset.  For example, interval 
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variables, nominal variables, or ordinal data, which required different types of distance measures 
[140] [141] [142]. 

Several similarity/distance measures are proposed in this chapter for the study. The distance 
measure Euclidean distance and Manhattan Distance are used for the comparative study to 
determine the suitable distance measures in addition to that the clustering techniques average 
linkage, Minimum linkage, and Maximum linkage must be discussed to define the similarity and 
dissimilarity measures in grouping of the learning data. 

Like any data analysis process, the proposed method needs a dataset normalization in order to 
minimize data redundancy and maximize data integrity [143] [144]. The Normalization methods 
used are Z-score Normalization method and Standard Normalization method. 

The proposed method for the determination of the structure of the neural network required a 
comparative study to determine the suitable distance measures. The reason is the importance of 
accuracy of the selection of distance measure for the clustering method used. A set of training 
datasets will be used for experiments using the previously mentioned distance measure techniques. 
For each dataset, the most effective technique will be defined. Due to the direct influence of the 
identified quantity of clusters on the precision of the results of the projected method, the distance 
measures techniques should be chosen tightly. Not all dataset works well with the same similarity 
measure. Therefore, a comparison study helps to define the appropriate distance measures for any 
particular case study which improve the generalization capabilities of the clustering method. The 
optimum quantity of hidden layers defined using the projected method will be equal to the quantity 
of the obtained clusters when the previously mentioned criteria are achieved. This makes the 
comparative study essential. 

5.5. Studies for the Validation of Hypothetical Outcomes 

In this chapter, the theoretical research is validated using a set of datasets. The Ionosphere 
dataset [145] will be analyzed in detail to explain how to select the perfect distance measures 
suitable for clustering the training dataset. The results of the rest of datasets will be compared to 
extract the efficiency of the projected method with various types of datasets. 

The Ionosphere dataset contains a collected radar data. The dataset composed of 351 instances 
and 35 attributes.  

For Data Mining Orange Canvas is used. Orange Canvas is open source machine learning and 
data visualization. 
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Figure 5-2 Orange Canvas open source machine learning and data visualization. 

 

This research adopted “Weka” to develop a third party platform. Weka contains a collection 
of visualization tools and algorithms used in this chapter for the analysis of training dataset [146]. 

5.6. Experimental Results 

5.6.1. Comparative Study of Clustering Distance Measures 

Different clustering distance measures will be compared with each other to determine the 
appropriate distance measure to cluster the training dataset. A set of case studies will be tested, 
and the results will be compared to determine the suitable clustering distance measures, which can 
help to identify the optimum quantity of clusters for the selected dataset. Based on that we can 
define the structure of the neural network. 

The evaluation of the structure of the neural network is made based on the values of error/epoch 
and the classification accuracy. 

5.6.2. First Case Study 

The first case study depends on Complete Linkage for clusters distance, Manhattan distance, 
and Standard normalization. The Neural Network activation function used is sigmoid. 
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Figure 5-3 presents the obtained Dendrogram for clustering of training dataset Ionosphere. For 
the selected value of reference distance d = 0.695, it is obtained two clusters based on the first case 
study and in accordance with the criteria described above concerning at least 90% of items of the 
dataset are grouped and by increasing the chosen reference distance dose note result a change on 
the number of clusters obtained. 

 

 
Figure 5-3 Dendrogram for clustering Ionosphere dataset, two clusters appeared 

 

Table 5-1 presents obtained results based on the first case study. The table shows the 
classification accuracy, indicator of Error/epoch and the Training time for different numbers of 
hidden neurons with two hidden layers. Through the results obtained from Table 5-1, it is possible 
to evaluate the performance of the ANN architecture. Using the criteria presented above it has 
been identified the possible quantity of hidden layers. The projected method agrees with the 
quantity of hidden layers presented in the table in accordance with the first case study. 
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Table 5-1 The Value of classification Accuracy and Errors for First Case Study (two hidden layers) 

Hidden neurons Accuracy [%] Error / Epoch Training time 

3 97.4359 0.0248584 38.37 

7 99.1453 0.0085564 26.32 

10 99.4302 0.0057253 25.48 

15 99.4302 0.005731 16.35 

20 99.4302 0.0058149 21.42 

25 99.1453 0.0085796 34.4 

30 99.4302 0.0057444 22.11 

35 99.4302 0.0057372 27.57 

40 99.1453 0.0085842 24.96 

45 99.1453 0.0085893 22.25 

47 99.1453 0.0085904 27.9 

 

Figure 5-4 presents the percentage of classification accuracy for different numbers of hidden 
neurons with two hidden layers: 

 
Figure 5-4 Percentage of classification accuracy for different numbers of hidden neurons with two hidden 

layers. 
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Figure 5-5 presents error values for various quantity of hidden units with two hidden layers: 

 
Figure 5-5 Error indicator for various quantity of hidden units with two hidden layers. 

Figure 5-6 presents Training time for different numbers of hidden neurons with two hidden 
layers: 

 
Figure 5-6 Training time for different numbers of hidden neurons with two hidden layers. 

As observed from Table 5-1, the highest value of classification accuracy obtained using 2 
hidden layers and 10 hidden neurons with a percentage equal to 99.43% and a value of error/epoch 
equal to 0.0057253, which represent the lower error value. 
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Figure 5-4, Figure 5-5 and Figure 5-6 present the value of the percentage of classification, 
error/epoch and training time respectively. The value of error/epoch decreases for a high quantity 
of hidden units. 

The case study represented by Maximum Linkage for clusters distance, Manhattan distance, 
and Standard normalization impose two layers and with ten hidden units to train Ionosphere 
Dataset. 

5.6.3. Second Case Study 

The second case study depends on Complete Linkage for clusters distance, Euclidean distance, 
and Standard normalization. 

Figure 5-7 presents the obtained Dendrogram for clustering of training dataset Ionosphere. For 
the selected value of reference distance d = 0.72, it is obtained one cluster based on the second 
case study and taking into consideration the criteria described above. 

 
Figure 5-7 Dendrogram for clustering Ionosphere dataset, one cluster appeared 
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Table 5-2 presents the obtained results based on the second case study. The table shows the 
values of classification and the values of error/epoch for various quantity of hidden layers taking 
into consideration the criteria presented above to define the hidden layers quantity. 

Table 5-2 The Value of classification Accuracy and Errors for Second Case Study (One hidden layer) 

 
 

Figure 5-8 presents the percentage of classification accuracy for different numbers of hidden 
neurons with one hidden layer: 

 
Figure 5-8 Percentage of classification accuracy for different numbers of hidden neurons with one hidden 

layer. 
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Figure 5-9 presents error values for various quantity of hidden units with one hidden layer: 

 
Figure 5-9 Error indicator for various quantity of hidden units with one hidden layer 

Figure 5-10 presents Training time for different numbers of hidden neurons with one hidden 
layer: 

 
Figure 5-10 Training time for different numbers of hidden neurons with one hidden layer. 

 

As observed from Table 5-2, the highest value of classification accuracy obtained using one 
hidden layer with a percentage equal to 100% and a value of error equal 0.0007232, which 
represent the lower error value. The smallest value of error acquired with 50 hidden neurons. 
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Figure 5-8, Figure 5-9 and Figure 5-10 present the value of the percentage of classification, 
error/epoch and training time respectively. The least value of error/epoch obtained for 50 hidden 
neurons. 

The case study represented by Complete Linkage for clusters distance, Euclidean distance, and 
Standard normalization impose 1  hidden layer and 50 hidden neurons to train Ionosphere 
Dataset. 

5.6.4. Third Case Study 

The third case study depends on Average Linkage for clusters distance, Manhattan distance, 
and Standard normalization. 

Figure 5-11 presents the obtained Dendrogram for clustering of training dataset Ionosphere. 
For the selected value of reference distance d = 0.451, it is obtained three clusters based on the 
third case study. 

 
Figure 5-11 Average Linkage (Manhattan) three clusters appeared  

Table 5-3 presents the obtained results based on the third case study. The table shows the values 
of classification and the values of error/epoch for different numbers of hidden layers taking into 
consideration the criteria presented above to define the hidden layers number. 
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Table 5-3 The Value of classification Accuracy and Errors for Third Case Study (three hidden layers) 

Hidden neurons Accuracy [%] Error / Epoch Training time 

3 95.1567 0.00455487 19.29 

7 98.8604 0.0112355 21.27 

10 99.1453 0.0084975 24.6 

15 99.4302 0.0056985 22.31 

20 99.4302 0.0057139 20.07 

25 99.1453 0.0085636 42.3 

30 99.1453 0.0085618 30.19 

35 99.1453 0.0085637 19.24 

40 99.1453 0.0085645 26.74 

45 99.1453 0.0085626 22.9 

50 99.1453 0.0085648 26.82 

 

As observed from Table 5-3, the best results obtained is for three hidden layers for the present 
case study with a percentage of accuracy equal to 99.43%. 

Figure 5-12 presents the percentage of classification accuracy for different numbers of hidden 
neurons with three hidden layers: 

 
Figure 5-12 Percentage of classification accuracy for different numbers of hidden neurons with three hidden 

layers. 
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Figure 5-13 presents error values for various quantity of hidden units with three hidden layers: 

 
Figure 5-13 Error indicator for various quantity of hidden units with three hidden layers. 

Figure 5-14 presents Training time for different numbers of hidden neurons with three hidden 
layers: 

 
Figure 5-14 Training time for different numbers of hidden neurons with three hidden layers. 
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5.6.5. Fourth Case Study 

The fourth case study depends on Average Linkage for clusters distance, Euclidean distance, 
and Standard normalization. 

Figure 5-15 presents the obtained Dendrogram for clustering of training dataset Ionosphere. 
For the selected value of reference distance d = 0.377, it is obtained four clusters based on the third 
case study. 

 

 
Figure 5-15 Average Linkage (Euclidean). 

 

Table 5-4 presents the obtained results based on the fourth case study. The table shows the 
values of classification and the values of error/epoch for various quantity of hidden layers taking 
into consideration the criteria presented above to define the hidden layers number. 
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Table 5-4 The Value of classification Accuracy and Errors for Fourth Case Study (Four hidden layers) 

Hidden neurons Accuracy [%] Error / Epoch Training time 

3 64.1026 0.2335309 25.23 

7 64.1026 0.2335322 20.79 

10 64.1026 0.2335328 19.35 

15 64.1026 0.2335327 24.22 

20 64.1026 0.2335322 24.32 

25 64.1026 0.2322227 18.68 

30 64.1026 0.2330977 19.31 

35 98.8604 0.0113529 19.56 

40 98.8604 0.0114421 41.09 

45 99.1453 0.0086075 22.51 

50 98.5755 0.0138187 25.95 

 

Figure 5-16 presents the percentage of classification accuracy for different numbers of hidden 
neurons with four hidden layers: 

 
Figure 5-16 Percentage of classification accuracy for different numbers of hidden neurons with four hidden 

layers. 

Figure 5-17 presents error values for various quantity of hidden units with four hidden layers: 
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Figure 5-17 Error indicator for various quantity of hidden units with four hidden layers 

Figure 5-18 presents Training time for different numbers of hidden neurons with four hidden 
layers: 

 
Figure 5-18 Training time for different numbers of hidden neurons with four hidden layers 

 

As observed from Table 5-4, the highest value of classification accuracy obtained using four 
hidden layers with a percentage equal to 99.14% and a value of error/epoch equal to 0.0086075, 
which represent the lower error value. For a small number of hidden units, the classification 
accuracy is low while accuracy increase for a large number of hidden units as well the values of 
errors decrease. 
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Figure 5-16, Figure 5-17 and Figure 5-18 present the value of the percentage of classification, 
error/epoch and training time respectively. For a few numbers of hidden neurons, the classification 
accuracy is low while accuracy increase for a large number of hidden units. Error/epoch decrease 
for a large number of hidden units. 

The case study represented by Average Linkage for clusters distance, Euclidean distance, and 
Standard normalization impose 4 hidden layers and 45 hidden neurons to train Ionosphere Dataset. 

5.6.6. Analysis of Results 

Based on the comparison of obtained results it is clear that the best neural network architecture 
to train Ionosphere dataset have 1 hidden layer and 50 hidden neurons. The optimal architecture 
obtained using distance metrics Euclidean distance, Complete Linkage for clusters distance, and 
Standard normalization. The classification accuracy obtained using the defined architecture is 
100% and with a value equal to 0.0007232 for error/epoch. 

 

 
Figure 5-19 Percentage of classification accuracy for Ionosphere Data set. 

Ionosphere dataset imposes a specific distance measure based on the type of data. A 
comparison of distance measures such as clusters distance, type of normalization and type of 
distance is necessary until we can define the optimal neural network architecture. 
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5.6.7. Prove of Generalization Capabilities of the projected Method 

The projected method can evaluate the complexity of the considered problem through grouping 
of the learning data. For this reason, the projected method can adapt to different type of dataset 
unlike other methods, which gives results only under certain condition and for specific issues. 
Accordingly, the proposed method acquired more generalization capabilities compared to other 
methods. 

 To prove the generalization capabilities of the proposed method we select a set of datasets 
with different numbers of instances and numbers of features.  To cover different levels of 
complexity we compare the classification accuracy and error/epoch of the considered datasets to 
results obtained with different numbers of hidden layers until we can confirm the effectiveness of 
the projected method. 

The number of hidden units is obtained based on the formulas (2.4)-(2.9) presented above. The 
formula, which has the superior value of accuracy compared to the six formulas, will be used in 
the comparison. 

Figure 5-20 presents Dendrogram for datasets and the quantity of clusters corresponding based 
on the projected method. 
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Figure 5-20 Dendrogram for datasets. 
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Figure 5-20 presents the obtained Dendrogram for clustering of the selected training datasets. 
The values of reference distance are selected based on the best case study suitable with each dataset 
and in accordance with the criteria described above concerning at least 90% of items of the dataset 
are grouped and by increasing the chosen reference distance dose note result a change on the 
number of clusters obtained. 

Table 5-5 shows the obtained quantity of hidden layers based on the projected method. 

Table 5-5 Quantity of Hidden Layers based on the projected Method 

Datasets Number of hidden layers 

Ionosphere 1 

Audiology 1 

Cylinder bands 3 

Dermatology 1 

Diabetes 1 

SPECT Heart 1 

Spectrometer 2 

 

Table 5-6 presents the obtained results for various quantity of hidden layers and the results of 
the projected method. The table shows the values of classification accuracy. 

 

Table 5-6 The Values of classification Accuracy 

Datasets 1 Hidden layer 2 Hidden layers 3 Hidden layers 4 Hidden layers Proposed method 

Ionosphere 99.7151 99.7151 99.7151 98.2906 99.7151 

Audiology 98.2301 87.6106 46.4602 25.2212 98.2301 

Cylinder bands 42.2222 65.7407 69.4444 42.2222 69.4444 

Dermatology 96.9945 96.7213 93.4426 30.6011 96.9945 

Diabetes 78.776 78.3854 77.8646 65.1042 78.776 

SPECT Heart 93.75 91.25 80 67.5 93.75 

Spectrometer 28.8136 39.7363 19.774 10.3578 39.7363 
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The quantity of hidden layers defined using the projected method achieve the superior value 
of accuracy for most of the datasets. 

Table 5-7 presents the obtained results for various quantity of hidden layers and the results of 
the projected method. The table shows the values of errors. 

 

Table 5-7 Errors/Epoch 

Datasets 
1 Hidden 

layer 

2 Hidden 

layers 

3 Hidden 

layers 

4 Hidden 

layers 

Proposed 

method 

Ionosphere 0.003177 0.0028845 0.0028658 0.0142633 0.003177 

Audiology 0.0000181 0.0001573 0.0141475 0.0360344 0.0000181 

Cylinder 

bands 
0.2776212 0.247546 0.2475429 0.2475326 0.2475429 

Dermatology 0.0000102 0.000033 0.0000371 0.0411695 0.0000102 

Diabetes 0.0000254 0.000093 0.0000191 0.1340351 0.0000254 

SPECT Heart 0.0000086 0.0000411 0.06288 0.0136035 0.0000086 

Spectrometer 0.1863167 0.0002018 0.0000191 0.0002117 0.0002018 

 

Table 5-6 and Table 5-7 show results obtained from various types of datasets with different 
numbers of instances and numbers of features. The number of hidden layers obtained using the 
proposed method get the lowest value of error/epoch for most of the datasets. The anticipated 
method familiarizes with the data set to produce the best outcome no matter how bigger or smaller 
the dataset is. 

The results prove the generalization capabilities of neural network architectures defined using 
the proposed method. 

5.7. Conclusion 

Usage of clustering techniques on the training data can define the optimum quantity of hidden 
layers. The precision is required when the selection of the convenient clustering distance measures 
which necessitate a comparative study to perform a perfect clustering of training dataset where it 
affects positively on the accuracy of results. 
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 The comparative study to determine the suitable distance measures gives to the proposed 
method more performance to handle different types of data which increase generalization 
capabilities of the neural network architectures. 

The proposed method proves the capability to deal with various types of datasets, which 
enhance the generalization capabilities of the projected method. 

The projected method facilitates the ANN structure design and reduces the building time. 
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Chapter VI 

6. Comparison of the anticipated method vs. traditional technique 

MLP architecture is an area of concern in the identification of Neural Network. As stated 
earlier, to date, there exists no verified and accepted general theory explaining. There is no theory 
explaining the neural network architecture for MLP when the difficulty of the problem is not 
known. Adopted approaches include “evolutionary methods, exhaustive search, and Growing and 
Pruning algorithms. Despite their use, most of them consume a lot of time and have major 
limitations” [147]. 

The more the number of hidden units was, the capacity of a neural network to solve problems 
increase but it gives rise to the time consumption. Decreasing the units quantity can cause an 
improves in the generalization of the neural network, but the neural network becomes weak or 
unable to meet the required needs [148]. 

 Here is a selection of the most common methods used for designing the structure of ANN: 

▪ Rules of Thumb: There is a lot of rules of thumb used by the designer of neural network 
structure among the most used rules of thumb the unit’s quantity must be in the interval 
of the quantity of input/output units. Another rule of thumb is that the unit’s quantity 
calculated through formula: (inputs units + outputs units) * (2/3). Another rule of thumb 
is that the unit’s quantity must be below the twice of the quantity of input units [149]. 

▪ Trial and Error: Does not achieve perfect results only occasionally and by chance, also 
called exhaustive search [150]. 

▪ Exhaustive Search: Seeking to search through all neural network topologies to select 
the neural network structure with less generalization error.  This method takes a long 
time to determine the optimal structure. 

▪ Growing Algorithms: Seeking to search in all neural network structures to select the 
neural network structure with less generalization error. This method differs from the 
exhaustive search in that searching stops when it is noticed that the general error does 
not exhibit any possibility. In this method, searching stops when no significant change 
is noticed. 

▪ Pruning Algorithms: after training a large neural network this method tries to evaluate 
the weights to determine the level of importance of each weight. Weights with low 
importance must be pruned and then repeat the task until we obtain the best structure. 
The analysis of weights takes a long time to determine the optimal structure where it 
represents a disadvantage for this method. 

In this chapter, several empirical formulas used to identify the quantity of hidden units of an 
MLP will be examined and tested on a different training dataset. These classical methods will be 
compared to the proposed method as well. The formulas below are selected for the comparison: 

BUPT



129 
 

▪ Formulas (2.4)-(2.9) previously mentioned. 
▪ Formula (6.1) : Quantity of hidden nodes must be between the input units and the 

output units’ quantities. 

▪ Formula (6.2) : Quantity of hidden nodes must be below the twice of input units. 

 

Table 6-1 shows Properties of learning data set utilized. 

 

Table 6-1 Configuration of the ANN 

 
 

Table 6-2 shows the quantity of hidden nodes through the traditional methods: 

 

Table 6-2 Quantity of hidden nodes through the traditional methods 

 
 

Table 6-3 shows the quantity of neurons generated by the projected method. The obtained 
quantity of hidden units will be evenly distributed on the hidden layers: 
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Table 6-3 Quantity of hidden nodes through the projected method 

 
 

6.1. Traditional and proposed method percentage of accuracy comparison 

Table 6-4 below shows the percentage of classification accuracy obtained using the classical 
methods compared to the proposed method. 

 

Table 6-4 Percentage of accuracy indicator in both projected and traditional methods 
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Figure 6-1 Percentage of accuracy indicator in both projected and traditional methods 

As observed from Table 6-4 and Figure 6-1, the anticipated method provides the best results 
in almost all datasets concerning the accuracy proportion. On the other hand, traditional methods, 
in some cases, produce good results depending on the set database. Case in point; method (2.7) 
has a high accuracy score for ECG data combination and lower accuracy score for sonar/Landsat 
sets; method (2.8) indicates a good accuracy level compared to other methods in   Glass data 
grouping. It also scores low accuracy proportion for ECG data combination. Method (2.9) record 
average score in a most and good performance in “Segmentation, Glass and waveform” datasets. 

6.2. Error/epoch indicator in both projected and traditional methods 

As for Table 6-5 and Figure 6-2, the projected method records low Error/epoch score. 
Traditional approaches, in some instances, have good scores when methods “(2.8), (2.9) and (6.1) 
” are adopted. Such results are mostly being accepted, leaving out other traditional methods. 
Methods “(2.5) and (2.7) possess a high error/epoch score. 

Table 6-5 shows the relationship in error/epoch when either the traditional or proposed method 
is applied: 
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Table 6-5 Error/epoch indicator in both projected and traditional methods 

 
 

 

 
Figure 6-2 Error/epoch indicator in both projected and traditional methods 

 

6.3. Traditional and proposed method training period comparison 

 

Table 6-6 indicates results for data training in either methods: 
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Table 6-6 Training period indicator in both projected and traditional methods (seconds) 

 
 

 
Figure 6-3 Training period indicator in both projected and traditional methods 

As observed from  

Table 6-6 and Figure 6-3, the projected method achieve good results for QRS, P-wave and 
ECG. 

6.4. Conclusion in the comparisons 

From the findings, it is evident that the projected method records a high accuracy score in many 
datasets than traditional methods. Traditional methods in “(2.4), (2.5), (2.6), (6.1) and (6.2) )” has 
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a good score in minor datasets and with less training. Methods “(2.7), (2.8), (2.9) ” score well in 
big datasets since they consider the quantity of training items. Method “(2.9) is superior to (2.7) 
and (2.8)” this can be concluded that square root has some influence on the results and mostly it is 
positive. Methods “(2.4), (2.5) and (2.6) ” relies on the quantity of input/output neurons hence 
works best on minor datasets and low performance in bigger datasets with huge problems tackled. 
On training time, it can be concluded that it is dependent on the magnitude of the dataset and the 
network’s quantity of neurons, formula notwithstanding. error/epoch results experienced obtained 
comparable to the accuracy level. 

From comparisons between traditional methods and proposed methods shows that the 
projected method has good score in various datasets. Meaning that it is very flexible with different 
sets of data as compared to traditional methods. It easily adapts to any set of data, no matter how 
complex it is or how bigger or smaller it is. In some instances, the data combination can be chosen 
with a size larger than needed, thereby leading to wrong outcomes when traditional methods are 
used. This challenge can be overcome by adopting the projected method as it has full focus on the 
problem complexity tackled regardless of data combination size. 
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Chapter VII 

7. Conclusion 

In this thesis, we demonstrated the importance of data mining techniques to identify the 
architecture of the ANN. We believe that the analysis of the training data of the ANN can lead to 
the optimal ANN architecture. Patterns discovered in the training dataset can identify the 
complexity level of the considered problem through it we can define the architecture of the 
network. In this thesis, we exploit the Data Mining techniques to analyze the training dataset to 
determine a general method, which adapts with all type of problems considered by the neural 
network. 

7.1. Summary of Contributions 

There is no defined theory of explaining MLP neural network composition considering the 
existing problem’s complexity. Renowned approaches are evolutionary algorithms, exhaustive 
search, Growing and Pruning algorithms and rules of thumb. They have limitations and time 
consumption. 

The ANN is an integral part of data classification. It provides an opportunity for generalizations 
as per the identified data requiring analysis. Irrespective of neural network design and method of 
learning adopted, hidden units and layers currently are identified by testing. 

Using the proposed method, the design complexity of an ANN structure decrease. 

This study proposes and develops a new design strategy for an MLP neural network where 
make the design of the structure of an MLP neural network unsupervised and helps to reducing the 
time allocated for network design. 

Using the proposed method, the design time and effort to identify the structure of the MLP are 
reduced. The projected method can make the design simple and easy and possible for a Non-
specialist designer. 

7.1.1. Clustering techniques to identify the architecture of ANN 

 

 

The optimal ANN architecture is arrived at using training data clustering outcomes. By 
adopting the projected clustering procedure, several factors have effects on the neural network’s 
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hidden layers number. Reference distance is the most influential. When it is accurate, the optimum 
quantity of hidden layers is defined. 

Using the projected regression method to identify the architecture of the ANN many factors 
affects the accuracy of the results. The main factor is Reference Distance which has an important 
effect compared to the other factors. The value of Reference Distance must be selected precisely 
based on the criteria defined in the previous chapter. 

The comparative study of clustering distance measures lends on the proposed method more 
effectiveness and accuracy through the perfect selection of the convenient distance measures for 
grouping technique used to identify the structure of the MLP. 

It is evident from this research that Pattern Recognition has a considerable function in the 
identification of the structure of an ANN. 

7.1.2. Linear regression to identify the quantity of hidden units of an 

ANN 

The statistical hypothesis testing proved that the regression model is significant. Hypothesis 
testing demonstrated that the independent variables identified by hierarchical grouping of learning 
data have a significant relationship with the dependent variable. Therefore, a relationship between 
the grouping results and the architecture of the ANN exist. Consequently, the regression model 
was established. 

Through this study, we conclude that the projected regression method to identify the 
architecture of the ANN in terms of quantity of hidden layers/units is viable. 

The model generated using the proposed regression method can be essential in practical 
applications and in the worst assumptions it can provide the initial quantity of hidden layers/units 
for an ANN and relying on the information obtained from the training dataset the designer can 
reduce or increase these numbers. 

7.1.3. Generalization Capabilities of ANN Architectures using the 

projected method 

The projected clustering method can define the structure of the neural network with good 
accuracy results. To improve generalization capabilities of the method it required a precise 
selection of the convenient clustering distance measures. Therefore, a comparative study of the 
distance measures used in clustering of the training data is necessary to perform a perfect 
clustering, which affects positively on the accuracy of the proposed method results.  

To increase generalization capabilities of the proposed method in which the performance to 
handle different types of training data enhance we need a comparative study to determine the 
suitable distance measures.  
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The proposed method proved the capability to deal with various types of datasets, which 
enhance the generalization capabilities of the proposed method. 

7.1.4. Contribution of the proposed method 

One of the most important contributions of this thesis is developing an algorithm to determine 
the architecture of the ANN based on the complexity of the considered problem.  

In conclusion, the projected method performs better than the traditional method in different 
sets of data due to its flexibility with different sets of data as compared to classic methods. It easily 
adapts to even complex sets of data. The projected method is flexible with different sets of data 
that the traditional methods no matter how complex such a set of data is hence providing good 
outcomes, no matter the size. 

 

7.2. Future Works  

The work presented in this thesis is intended to encourage researchers to use the results of the 
analysis of training dataset to identify the architecture of the ANN. This method can impose a new 
insight into the way of building the training dataset. Based on the research carried out in this study, 
our research results suggest a different way of creating the training dataset. The training dataset 
must be constructed based on the patterns, which they contain. Many researchers indicate that a 
large quantity of training data will produce a better generalization. Other researchers indicate that 
is not always a large dataset will exhibit good generalization [151]. A large training dataset with 
poor examples cannot give a good generalization and cause a waste of time in the training. 

It is important that any future investigations carried out on the training dataset should take into 
consideration the complexity of the problem to be solved by the neural network, as the patterns 
extracted using data mining techniques from the training dataset could be the indicator of the 
performance of the training dataset to increase the generalization ability of network. In this way, 
we get rid of learning insignificant aspects of training dataset, which cause overfitting of network. 

In this way, we can reduce the size of the dataset and increase the learning ability of the 
network. With this method, we can decrease the training time caused by large datasets. 
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A. Learning Neural Network Architectures 

Learning neural network architectures is the way to use neural networks to search for the best 
architecture. Using gradient descent techniques for designing the structure of ANN, we need 
immense search because of the large number of possible neural building blocks and the immense 
search space.  

Many methods are used to search for the architecture of the neural network among them: 

Gradient-based methods: some methods try to use a recurrent neural network to create new 
architectures and then test them with reinforcement learning. In this paper [62] controller-based 
methods are used. These methods encode the connectivity and structure of a neural network into a 
variable-length string and use the recurrent neural network controller to generate new 
architectures. The “child network” – on the real data will result in an accuracy on a validation set. 
The validation accuracy is used as a reward signal to train the controller. Which produces better 
neural networks in the next iterations, as the controller improves in the search over time. 

Heuristic search: this paper [152] uses heuristic search to start with a simple neural network 
structure the progressively add hidden layers and neurons in these layers. This paper [153] relies 
on which use a recurrent neural network controller to search for architectures. 

Genetic search: The Genetic search is an exhaustive search method, which creates different 
architectures. After that search for the best architecture by trying them one by one. This paper 
[154] gives an overview of the most prominent methods for evolving ANNs with a special focus 
on recent advances in the synthesis of learning architectures.  

Pruning as network architecture search: pruning of neural network is used as a technique 
for neural network architecture search. In this paper [155] a number of observations are consistent 
for multiple network architectures, datasets, and tasks, which imply that:  

1) Training a large, over-parameterized model is often not necessary to obtain an efficient final 
model,  

2) Learned "important" weights of the large model are typically not useful for the small pruned 
model,  

3) The pruned architecture itself, rather than a set of inherited "important" weights, is more 
crucial to the efficiency in the final model, which suggests that in some cases pruning can be useful 
as an architecture search paradigm. 

Many factors affect the ability to learn for a neural network. Among them the training dataset, 
in order to achieve good learning for a neural network it is necessary to select a relevant dataset 
from which a neural network learn. Another factor is the architectures of a neural network the 
determination of this factor should be accurate because of its impact on the ability of learning of a 
neural network. There are many other factors, which have a significant impact on the ability of 
learning of a neural network such as the cost function, activation function, Hyper-parameters 
(Learning rate, momentum factor, regularization parameter…) and so on. 
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Many problems can be encountered when trying to learn Neural Network architectures 
represented in:  

Training Data: The training dataset must be able to learn a neural network, at the same time 
avoid the specialization, and improve the generalization of the network. That means dataset can 
learn neural network for forms presented in the dataset, but the network cannot solve the problem 
for unseen data, which limit its generalization and ultimately its performance.   

Architectures: Currently there is no viable theory to identify the structure of an ANN through 
the level of complexity of the considered problem. Most often the architecture of an ANN is 
defined based on the designer experience and exhaustive simulations. Experiments performed for 
designing the structure of ANN are designed to find a solution for a specific issue, and a good 
result cannot be obtained only for certain cases. Presently, no available valid general-purpose 
theories to determine the structure of an MLP neural network. 

The cost function, activation function, and Hyper-parameters: The cost function and 
activation function affect the ability to learn for an ANN. It is not possible to realize a general cost 
function or a general activation function, which work with all type problems. Each training 
algorithm required a specific hyper-parameter. To learn Neural Network architectures, it is 
necessary to tune the hyper-parameters during training. Hyper-parameters can be learning rate, 
momentum factor, regularization parameter, and so on. 

Conclusion: Learning neural network architectures is the way to design a network according 
to number specifications, which reinforce the ability of learning of a neural network. Learning 
neural network architectures do not produce as good results as the gradient-based search 
techniques discussed above. 

A.1. Currently used Neural Network Architectures 

A large number of Neural Network Architectures was created for different issues each one was 
designed based on certain specifications to achieve different goals. These specifications are 
imposed by the problem to be solved by the neural network. In this chapter, we will mention the 
most efficient architectures. 

A.1.1. Perceptron 

Perceptions represent the first generation of neural networks. Perceptions is a model consist of 
one single neuron it presented by Frank Rosenblatt in (1956) [156]. Also called the feed-forward 
neural network. The use of perceptron is limited but is combined with other neural network 
architectures to determine new architectures. There are very strong limitations on the ability of 
learning of a perceptron. 
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A.1.2. Convolutional Neural Networks 

A convolutional neural network (CNN) is a deep neural network is mostly used for analyzing 
visual imagery. It used back propagation in a feedforward net with many hidden layers, many maps 
of replicated neurons in each layer, pooling of the outputs of nearby replicated neurons. 

A.1.3. Recurrent Neural Networks 

Jeffrey Elman (1990) presented recurrent neural networks (RNN) in [157]. Recurrent neural 
networks are designed to recognize data's sequential characteristics. Recurrent Neural Networks 
(RNN) are powerful and robust because it is the only neural network, which has an internal 
memory. Recurrent neural networks can memorize information about the received input that gives 
it a great ability to predict. 

Feed-Forward Neural Networks vs. Recurrent Neural Networks: for Feed-Forward neural 
network, the information moves from the input layer to the input layer through the hidden layers. 
Feed-Forward Neural Networks cannot remember anything about what happened in the past, 
except their training thereby impairing predictability. When the Recurrent Neural Networks makes 
a decision, it takes into consideration the current input and what it has learned from the inputs it 
received previously. 

Figure 7-1 below illustrates the difference in the information flow between an RNN and a 
Feed-Forward Neural Network. 

 
Figure 7-1 the difference in the information flow between an RNN and a Feed-Forward Neural Network 

 

The problem with the Recurrent Neural Networks is the vanishing gradient problem where, 
depending on the activation functions used, information rapidly gets lost over time. 
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A.1.4. Long Short-Term Memory 

Hochreiter & Schmidhuber (1997) [158] presented Long short-term memory to solve the 
problem of getting a Recurrent Neural Networks to remember things for a long time by building 
what known as long-short term memory networks (LSTMs). 

A.1.5. Gated Recurrent Unit 

Gated recurrent units (GRUs) are a slight variation on LSTMs. In most cases, GRUs function 
very similarly to LSTMs, with the biggest difference being that GRUs is slightly faster and easier 
to run. 

A.1.6. Hopfield Network 

John Hopfield (1982) introduced Hopfield Net in [159]. A Hopfield network (HN) is a network 
where every neuron is connected to every other neuron. Hopfield Net proved its limitations in its 
capacity. 

A.1.7. Boltzmann Machine 

Geoffrey Hinton and Terrence Sejnowski (1986) introduced the Boltzmann Machine in [160]. 
A Boltzmann Machine is a stochastic recurrent neural network. Boltzmann Machine is a stochastic, 
generative counterpart of Hopfield nets. Boltzmann Machine neural network capable of learning 
internal representations. 

A.1.8. GoogLeNet 

Christian Szegedy (2014) introduced GoogLeNet in [161] to reduce the computational burden 
of deep neural networks. GoogLeNet reduce the computational burden of deep neural nets and 
improve performance with the same computational cost.  

A.1.9. Inception V3 and V2 

Christian et al (2015) introduced Inception V2 in [162] and introduced Inception V3 in [163]. 
Inception V3 add more detail on the design choices to explains the original GoogLeNet 
architecture 
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A.1.10. Inception V4 

Christian et al (2015) introduced Inception V4 in [164]. Inception V4 is rather similar to 
Inception V3 with the integration of ResNet module to the Inception module.  

A.2. Comparative Study to Determine the Optimal Activation Function 

for a Certain Neural Networks 

The activation function of a neuron calculates the output of that neuron based on the inputs 
and bias. The purpose of an activation function is to convert the input signal of a neuron to an 
output signal, which will be used as an input in the next layer. 

 𝑌 =  ∑(𝑤𝑒𝑖𝑔ℎ𝑡 × 𝑖𝑛𝑝𝑢𝑡) + 𝑏𝑖𝑎𝑠 (7.1) 

The activation function can be a Linear Activation Function or a Non-linear Activation 
Function. For a Linear Activation Function the output in the range of [-infinity, infinity] which is 
not effective with the complexity of a complex problem to be solved by a neural network. The 
Non-linear Activation Function is a frequently used activation function. The Non-linear Activation 
Function gives the neural network model more generalization capability and to adapt to a variety 
of data. 

  Sigmoid Activation function: Sigmoid is a widely used activation function. The general 
formula for Sigmoid Activation function: 

 𝑓(𝑥) =  
1

1+𝑒−𝑥
 (7.2) 

For Sigmoid Activation function output values between 0 and 1, which make it efficient for 
models, used to predict the probability as an output. Sigmoid is non-linear, continuously 
differentiable that means, we can find the slope of the sigmoid curve at any two points, monotonic, 
and has a fixed output range. 

The advantage of sigmoid Activation function that is a smooth gradient, preventing “jumps” 
in output values, and a precise prediction for input X above 2 or below -2, which result a predicted 
value close to 1 or 0 which enables a clear prediction. The disadvantage of sigmoid Activation 
function is that is vanishing gradient for very high or very low input values of X, which cause a 
vanishing gradient problem. This results a deficit of network to learn further or make it slow to 
reach an accurate prediction. Another problem is that the outputs of the sigmoid Activation 
function are not zero centered and computationally expensive. 

Tanh or Hyperbolic Tangent activation function: Tanh function is similar to a sigmoid 
function, which can be considered a scaled version of the sigmoid function. The general formula 
for Tanh activation function: 

 𝑓(𝑥) =  
2

1+𝑒−2𝑥
− 1 (7.3) 
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The output of Tanh function has the range between -1 and 1 making it easier to optimize 
because is zero centered. Tanh function is easier to model inputs that have strongly negative, 
neutral, and strongly positive values. Tanh function has the vanishing gradient problem. 

ReLU or Rectified Linear Unit activation function: ReLU is widely used activation 
function. The ReLU have a range between zero and infinity. The general formula for ReLU 
activation function: 

 𝑓(𝑥) =  𝑓(𝑥) = {
0, 𝑓𝑜𝑟 𝑥 < 0
𝑥, 𝑓𝑜𝑟 𝑥 ≥ 0

 (7.4) 

The advantage of ReLU activation function is that it does not activate all the neurons at the 
same time, which make the network sparse making it efficient and easy for computation. It avoids 
and rectifies the vanishing gradient problem. 

The disadvantage of ReLU function is that all negative values become zero, which decreases 
the ability of the model to fit or train from the data properly because the function doesn’t map the 
negative values appropriately. ReLU function has a problem with the gradients moving towards 
zero. The gradient is zero for the negative values, which cause the inability to update the weights 
during backpropagation. This can create dead neurons, which will make it never activate on any 
data point again. The ReLU function used only within hidden layers.  

Leaky ReLU activation function: Leaky ReLU is an improved version of the ReLU function 
to solve the dying ReLU problem. Leaky ReLU is an increase in the range of the ReLU function, 
which is [-infinity, infinity]. The general formula for ReLU activation function: 

 𝑓(𝑥) =  𝑓(𝑥) = {
0.01𝑥, 𝑓𝑜𝑟 𝑥 < 0

𝑥, 𝑓𝑜𝑟 𝑥 ≥ 0
 (7.5) 

SOFTMAX activation function: The Softmax function is a type of sigmoid function but it is 
more able to handle more than two classification problems. Softmax function normalizes the 
outputs for each class between 0 and 1, and divides by their sum, giving the probability of the input 
value being in a specific class. Softmax function will calculate the probabilities of each target class 
over all possible target classes. The general formula for Softmax activation function: 

 𝜎(𝑧)𝑗 =
𝑒𝑗
𝑧

∑ 𝑒𝑗
𝑧𝑘

𝑘=1

 𝑓𝑜𝑟 𝑗 = 1,… , 𝐾. (7.6) 

The ideal use of Softmax activation function is in the output layer for a classification problem 
in which the neural network seeks to define the class of each input neuron. 

Conclusions:  

The selection of activation function is critical in the design of neural network architecture. 
Most researchers use trial and error to define the suitable activation function for a considered 
problem. Experimental tests based on different activation functions for different problems are 
necessary to define the optimal activation function for certain neural networks. Some paper 
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proposes a method to automatically learn different combinations of base activation functions 
during the training phase to define the optimal activation function for certain neural network [165]. 

To define the optimal activation function for a specific problem it is necessary to evaluate the 
function based on a number of properties. Among them, the nonlinearity of function, the range, 
check if the activation function is continuously differentiable, check if it is monotonic, check if it 
is a smooth function with a monotonic derivative and check if the activation function approximates 
identity near the origin. 

Depending upon the properties of the proposed problem it is possible to make a decision for 
the suitable activation function. 

Sigmoid function generally works better with classification problems. 

Due to the vanishing gradient problem, Sigmoid and Tanh functions are sometimes avoided. 

ReLU function is widely used nowadays is a general activation function and is able to avoid 
the rectifies vanishing gradient problem. 

To avoid the problem of dead neurons during training it is better to use leaky ReLU or Maxout 
function. 

A.3. Comparative study of different types of cost function 

The optimization algorithm of the neural network repeats a two-phase cycle propagation and 
weight update. The cost function is used to compare the obtained output with the desired output. 
The values of error obtained are used to calculate the gradient of the loss function. Then the 
optimization algorithm updates the weights in an attempt to minimize the loss function. 

The cost function is used in machine learning to improve the performance of the model. The 
cost function is an evaluation tool to evaluate a model until we make certain of the ability of this 
model to estimate the relationship between an independent variable X and a dependent variable Y. 

The cost function used to define the objective function (The objective function indicates how 
much each variable contributes to the value to be optimized in the problem usually it would be to 
maximize or to minimize some numerical value). The cost function is usually cross-entropy with 
L1 and L2 regularization for the classification problem [166]. 

𝐸𝑤 = −∑ ∑ [𝑡𝑘
𝑥 log(𝑜𝑘

𝑥) + (1 − 𝑡𝑘
𝑥) log(1 − 𝑜𝑘

𝑥)]𝐾
𝑘=1𝑥𝜖𝑋⏟                              

cross−entropy data loss

+ 𝜆1∑ |𝑤|𝜔∈𝑤
⏞      

𝐿1

+ 𝜆2∑ 𝑤2𝜔∈𝑤
⏞      

𝐿2

⏟                
𝑚𝑜𝑑𝑒𝑙 𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 𝑙𝑜𝑠𝑠

 (7.7) 

where W is the weights, X is the training dataset, K is the number of classes and 𝑡𝑘𝑥 is the 
training example x is of class k, 𝑜𝑘𝑥 is the output of the classification algorithm which depends on 
the weights. λ1 and λ2 weights the regularization and is typically smaller than 0.1. L1 represents 
Mean absolute error (MAE) and L2 represent Mean Square Error (MSE). 
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The machine-learning model learns by minimizing the cost function. Gradient descent is an 
efficient optimization algorithm that attempts to find local or global minima of a function. The 
cost function falls under a number of categories such as classification cost functions, regression 
cost function and so on. 

To determine the suitable cost function a comparative study of different types of functions is 
necessary.  Depending on the type of the considered problem such as Binary classification, 
Multiclass classification or Regression it is possible to determine the best cost function. 

A.3.1. Mean Square Error MSE  

Mean Square Error (MSE) calculate the average of the squares of the errors. MSE is wildly 
used regression cost function. Mean Square Error is the sum of squared distances between the 
observed values and the predicted values.  

General formula for mean squared error: 

 𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦̃𝑖)

2𝑛
𝑖=1  (7.8) 

Figure 7-2 represents the plot of the MSE function: 

 
Figure 7-2 the plot of the cost function using MSE function 
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A.3.2. Mean Absolute Error MAE 

Mean absolute error used as a cost function for regression models. Mean absolute error 
calculate the absolute average of the squares of the errors. MAE is the sum of the absolute of 
squared distances between the desired values and the predicted values. 

General formula for Mean absolute error: 

 𝑀𝐴𝐸 =
1

𝑛
∑ |(𝑦𝑖 − 𝑦̃𝑖)

2|𝑛
𝑖=1  (7.9) 

Figure 7-3 represents the plot of the MSE function: 

 

 
Figure 7-3 the plot of the cost function using MAE function 

Experiment result obtained from the comparison between the Mean Square Error and Mean 
Absolute Error make as getting some conclusions. For a slight variance on the data in which the 
predictions are close to true values and the error has small variance among observations will make 
the model with Mean Square Error loss give more weight to outliers than a model with Mean 
Absolute Error loss. 

For data with outliers, the Mean Square Error as a cost function will be adjusted to minimize 
the outliers, which will reduce its overall performance. Mean Absolute Error loss is useful if the 
training data corrupted with outliers, which consequently makes Mean Absolute Error more robust 
to outliers than Mean Square Error. 
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Using MAE loss have a problem when it used with a neural network represented in gradient, 
which is the same throughout causing an increase in the gradient making gradient large even for 
small loss values which aren’t good for learning. This requires the use of dynamic learning rate, 
which decreases as we move closer to the minima. 

It is preferable to use MSE as a cost function if the outliers represent important anomalies that 
should be detected. It is recommended to use MAE as a cost function if the outliers just represent 
corrupted data.  

In the case of outliers, the difference between the incorrectly predicted target value and the 
original target value is large and the square of this value make it larger, which make L2 error (MSE) 
much larger in the case of outliers, compared to L1 (MAE). This makes us conclude that L1 loss 
function is more robust and generally not affected by outliers. While the L2 loss function is highly 
sensitive to outliers in the dataset.  

A.3.3. Huber Loss 

The loss function Huber Loss [167] is less sensitive to outliers in data than the squared error 
loss. This function is quadratic for small values of error and linear for large values. Depends on a 
hyperparameter, 𝛿 (delta) the Huber Loss function becomes quadratic for a small value of error. 
Huber Loss function approaches to MAE when 𝛿 tends towards zero and approaches to MSE 
when 𝛿 tends towards infinity ∞.  

The formula for Huber Loss [168]: 

𝐿𝛿(𝑦, 𝑓(𝑥)) = {

1

2
(𝑦 − 𝑓(𝑥))

2
          𝑓𝑜𝑟 |𝑦 − 𝑓(𝑥)| ≤ 𝛿

𝛿|𝑦 − 𝑓(𝑥)| −
1

2
𝛿2    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (7.10) 

Figure 7-4 represents the plot of the Huber Loss function with three values of 𝛿 (delta) equal 
to 0.1, 1 and 10: 
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Figure 7-4 the plot of the cost function using Huber Loss function with three values of 𝛿 (delta) equal to  0.1, 1 

and 10 

The value of 𝛿 (delta) is selected based on the outliers in the data. Errors larger than 𝛿 
minimized with MAE, while errors smaller than 𝛿 are minimized with MSE. 

The problem of Mean absolute error for the training of neural networks is its constantly large 
gradient, which causes missing minima after training using gradient descent. For Mean Square 
Error, gradient decreases that makes the loss approaching its minima for more accuracy. While 
that Huber loss can be a good solution for these circumstances, as it curves around the minima, 
which decreases the gradient. Huber loss is more robust to outliers than Mean Square Error. 
Therefore, Huber loss has good features from the Mean Square Error and the good features from 
Mean absolute error. However, Huber loss imposes a training of hyperparameter delta. 

A.3.4. Log-Cosh Loss 

Log Hyperbolic Cosine (Log-Cosh) Loss function used as a cost function for regression 
models, which is smoother than MSE.  

The general formula for Log-Cosh: 

 𝐿(𝑦, 𝑦𝑝) = ∑ log(cosh (𝑦𝑖
𝑝 − 𝑦𝑖))

𝑛
𝑖=1   (7.11) 

Figure 7-5 represents the plot of the Log Hyperbolic Cosine (Log-Cosh) Loss function: 
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Figure 7-5 the plot of the Log Hyperbolic Cosine (Log-Cosh) Loss function 

The Log-Cosh function is approximately equal to 𝑥
2

2
 for a small value of x and to |𝑥| − log 2 

for a large value of x, which make as conclude that Log-Cosh function is similar to MSE except 
that will not be affected by the occasional wildly incorrect prediction. It has all the advantages of 
Huber loss, and it is twice differentiable (second derivative) everywhere, unlike Huber loss. The 
second derivative (Hessian) is needed for many machine learning models to find the optimum. The 
Log-Cosh have the problem of gradient and hessian for very large bad predictions. 

 

A.3.5. Quantile Loss 

Quantile Loss function is recommended for the cases where we need to predict an interval 
instead of only one point. Using Quantile Loss function, we define a quantile value based on the 
adjustment needed to regulate the positive error or the negative error. Based on the defined quantile 
value (ɣ) the Quantile Loss function tries to give different penalties to overestimation and 
underestimation. 

General formula for Quantile Loss function: 

𝐿𝛾(𝑦, 𝑦
𝑝) = ∑ (𝛾 − 1)|𝑦𝑖 − 𝑦𝑖

𝑝|𝑖=𝑦𝑖<𝑦𝑖
𝑝 + ∑ (𝛾)|𝑦𝑖 − 𝑦𝑖

𝑝|𝑖=𝑦𝑖<𝑦𝑖
𝑝  (7.12) 

where ɣ is quantile value, which is between 0 and 1. 
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Figure 7-6 represents the plot of the Quantile Loss function with three values of quantile ɣ 
(theta) equal to 0.25, 0.5 and 0.75: 

 
Figure 7-6 the plot of the cost function using Quantile Loss with values of quantile ɣ equal to 0.25, 0.5 and 0.75 

Quantile Loss function is widely used for neural networks to calculate prediction intervals. 

Through the study of previous cost functions, we observe a number of conclusions. The 
predictions using Mean absolute error loss is less affected by the implosive noise while the 
predictions using Mean Square Error loss function is slightly biased due to the caused deviations. 
For a model with Huber loss, the predictions are sensitive to the value of hyper-parameter. The 
Quantile Loss function has a good estimation of the corresponding confidence levels. 

A.4. Hyper-parameters associated to Network structure and Hyper-

parameters associated to Training Algorithm 

Neural networks depend on many Hyper-parameters, which are related to the structure of the 
neural network and to the learning algorithm of the network. Hyper-parameters related to the 
structure of neural network are the variables, which determines the network structure such as the 
number of hidden layers and neurons, network weight initialization and activation function. Hyper-
parameters related to the learning algorithm of the network are the variables, which determine how 
the network is trained such as Learning Rate, Momentum, Number of epochs, Batch size and so 
on. 
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A.4.1. Hyper-parameters related to Network structure 

The quantity of hidden layers/units represented Hyper-parameters related to the structure of 
the neural network which must be tuned to achieve the best accuracy of the network. The classical 
method is adding layers until the test error does not improve anymore to identify the quantity of 
hidden layers. The quantity of hidden units is determined by taking into consideration that a large 
quantity of hidden units can increase accuracy and a few hidden neurons can cause underfitting. 

A.4.1.1. Dropout 

Dropout is a regularization technique to avoid overfitting and give the more generalizing 
capability to the neural network. Commonly a dropout percentage is from 20 percent to 50 percent 
of hidden neurons. A dropout percentage of twenty percent can be a starting point. A low 
percentage of dropped neurons has minimal effect and a high percentage of dropped hidden 
neurons cause an under-learning of the network. It is recommended to use dropout on a large 
network to get good results. 

A.4.1.2. Network weight initialization 

Neural network weights are initialized with different methods. Weights are associated with the 
activation function, for this reason, the weights can be distributed based on the activation function 
used in each layer. Another method, which based on a uniform distribution (random values) of the 
weights for all neurons. 

A.4.1.3. Activation function 

Usually, activation functions represent a solution for nonlinear models. Activation functions 
allow deep learning models to learn nonlinear prediction boundaries. Activation functions are a 
Hyper-parameter related to the structure of the neural network, which needs to be tuned to achieve 
good accuracy and increase the generalization capability of the network. 

A.4.2. Hyper-parameters related to Training Algorithm 

Hyper-parameters related to the learning algorithm of the network, which represents the 
parameters used to train specific algorithms such as the learning rate, momentum, regularization 
coefficient and such like. The Hyper-parameters need to be tuned during training for any given 
neural net architecture. 
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A.4.2.1. Learning Rate 

The learning rate affects the ability and the speed of the network to update his parameters. 
When the learning rate is selected with a low value, it slows down the learning of network but 
converges smoothly. For a large learning rate, the learning is done faster but it is possible that the 
convergence does not happen.   

A.4.2.2. Momentum 

Neural network momentum is the technique used to improve training speed and accuracy. 
Momentum helps to prevent oscillations. Generally, the value of momentum is selected from 0.5 
to 0.9.  

The momentum used to update the weights for the back-propagation algorithm. Formula (7.13) 
represents the rule of updating weights without using momentum and formula (7.14) represents 
the rule of updating weights using momentum. 

∆𝑤𝑖𝑗 = (𝜂 ×
𝜕𝐸

𝜕𝑤𝑖𝑗
) (7.13) 

∆𝑤𝑖𝑗 = (𝜂 ×
𝜕𝐸

𝜕𝑤𝑖𝑗
) + (𝛾 × ∆𝑤𝑖𝑗

𝑡−1) (7.14) 

 

∆𝑤𝑖𝑗 is the weight increment. 

η is the learning rate. 
𝜕𝐸

𝜕𝑤𝑖𝑗
 is the weight gradient. 

ɣ momentum factor. 

∆𝑤𝑖𝑗
𝑡−1 is the weight increment for the previous iteration. 

A.4.2.3. Number of epochs 

The Number of epochs is a hyper-parameter used to define the number of times the necessary 
for the learning algorithm to work through the entire training dataset to achieve the required 
accuracy for a neural network.  

Usually, the number of epochs is taken with a large number often dozens or thousands or more.  
The number of epochs must be sufficient to minimize the error of the model. 
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A.4.2.4. Batch size 

The batch size is a hyper-parameter used to select a number of samples from the dataset 
(training examples) that will be propagated through the network before updating the internal model 
parameters (utilized in one iteration). 

The training dataset can be divided into one or more batches depending on the learning 
algorithm. There are three types of the batch size: 

Batch gradient descent is the case when all the training dataset samples represent one batch 
in this case the learning algorithm is called batch gradient descent. 

Stochastic gradient descent is the case when each sample of dataset represents a batch in this 
case the learning algorithm is called stochastic gradient descent. The network updates the internal 
model parameters after each sample. 

Mini-batch gradient descent is the case when the batch size is more than one sample and less 
than the number of all the samples presented in the training dataset in this case the learning 
algorithm is called mini-batch gradient descent [169]. The most used batch size is 32, 64 and 128 
samples. 

A.4.3. Neural network parameters optimization 

The hyper-parameter optimization or tuning is the selection of the optimal hyper-parameters 
suitable with a learning algorithm to achieve the best accuracy possible. The hyper-parameters 
mentioned above must be tuned so that the model can optimally solve the machine-learning 
problem.  Hyper-parameter optimization helps to form a model based on precisely selected hyper-
parameters that minimizes a predefined loss function for a specified training dataset [170]. 

A.4.4. Methods used to find out Hyper-parameters 

There are different strategies and tools to handle the searching problem of Hyper-parameters. 
Methods used to find out Hyper-parameters try to determine the best configuration of hyper-
parameters, which will lead to obtaining the results on the validation and test data. 

The search process is too expensive because of the large space of possible hyper-parameter 
values. 

There are four methods for searching in the hyper-parameter space for the optimum values: 
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A.4.4.1. Manual Search 

The Manual search method called as Trial & Error or Grad Student Descent is the most widely 
used method. This method is completely manually. This method follows through all the steps of 
the learning process and iterates sequentially on the possible hyper-parameter values. 

A.4.4.2. Grid Search 

The grid search method is the simplest method for hyper-parameter optimization or tuning. 
Using this method, we build a model for all possible combination based on the possible hyper-
parameter values then evaluating each model, and selecting the architecture, which has the best 
results.  

A grid search algorithm depends on several performance metrics, usually measured using 
cross-validation on the training set [171] or evaluated on a validation set. 

A.4.4.3. Random Search 

The random search method is different from the Grid search method at one point, which is the 
random search provide a statistical distribution for each hyper-parameter. Random Search picks 
the point randomly from the configuration space. 

Due to the inequality of the importance of hyper-parameters makes the use of random search 
more motivated than the Grid search method. 

A.4.4.4. Bayesian Optimization 

The Bayesian optimization method builds a surrogate model that tries to predict the considered 
metrics from different possible hyper-parameter values. This method to use the information gained 
from any given experiment to decide how to adjust the hyper-parameters for the next experiment. 

Bayesian optimization proves that it is better compared to grid search and random search, due 
to the ability to information gained from previous experiments. 

A.5. Hardware for Deep Learning 

Deep Learning algorithms are widely used for categorizing objects in images and speech 
recognition, captioning images, understanding visual scenes, summarizing videos, translate the 
language, paint, even produce images, speech, sounds and so on. Deep learning algorithm such us 
ResNet [172], Xception, DenseNet [173] when used to solve for classification of huge datasets 
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into a large number of categories that requires doing a huge number of operations and a lot of 
power. Consider the difficulties it is better to focus on the side of efficiency hardware assigned to 
such Deep learning algorithms, which need more optimized microchips and hardware for Deep 
Learning solutions. Several hardware components assigned to deep learning algorithms must be 
with high efficiency among them the Graphic processors GPU, field-programmable logic devices 
FPGA, custom microchips, application-specific integrated circuits ASICs, or systems on a chip 
SoC, digital signal processors DSP. 

A.5.1. GPUs 

The graphics-processing unit (GPU) designed to rapidly manipulate and alter memory to 
accelerate the creation of images in a frame buffer intended for output to a display device. GPU 
become increasingly needed due to deep learning. In some researches [174] [175] [176] it has been 
proven that the training deep learning neural networks using GPU faster than CPUs. 

Currently, the GPUs considered as the norm in training Deep Learning systems. GPUs are 
capable to train large batches of images at once in just a few milliseconds. 

A.5.2. FPGA 

The field-programmable gate array FPGA designed to be configured based on the requirements 
of the customer or a designer. 

FPGAs is used for hardware acceleration to accelerate certain parts of an algorithm. FPGA was 
used as AI accelerator, which is a class of microprocessor specially designed to speed up artificial 
intelligence applications, especially artificial neural networks [177], machine vision and machine 
learning. 

A.5.3. ASIC 

Application-specific integrated circuit ASIC [178] customized for a particular use, rather than 
intended for general-purpose use. ASIC architectures are qualified to support certain types of 
machine learning algorithms such as a deep CNN where the use of techniques to compress the 
model to improve hardware performance. ASIC outperform CPU, GPU, and FPGA in terms of 
energy efficiency and computation speed.  
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A.5.4. Conclusion 

A considerable number of computer hardware platforms for machine learning algorithms was 
developed to improve energy efficiency and computation speed. The most important hardware 
platforms are GPU, FPGA and ASIC.  

The graphics-processing unit GPU is characterized by its fast computation speed and 
compatibility with various algorithms.  

The field-programmable gate array FPGA outperform GPU in terms of energy efficiency when 
computing Machine Learning algorithm at the expense of low speed.  

Application-specific integrated circuit ASIC architectures are qualified to support certain types 
of machine learning algorithms to improve hardware performance.  

ASIC outperform CPU, GPU, and FPGA in terms of energy efficiency and computation speed. 
Nevertheless, the selection of the most suitable computation hardware platform remains to depend 
on the specification of the application. 
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