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Abstract,  

This thesis is focused on improving the functionality of 
wireless sensor networks (WSNs) through efficient protocols with 
the purpose of extending the overall lifetime of network nodes 
while maintaining a high quality of service. The numerous 
applications in which WSNs are used some of which require 
placement in harsh environments where human access is seldom 

possible combined with the limited power capabilities of sensor 
nodes have determined researchers to develop various methods 
for improving energy consumption. The work presented in this 
thesis addresses energy efficiency at the node and network level 
for networks with static and mobile nodes by proposing 
algorithms for hierarchical organization, optimum routing, path 
determination and scheduling of tasks. It also places the 

foundations of a simulator for WSNs and provides insight into 

energy harvesting solutions by proposing a model for determining 
the capabilities of radio frequency energy harvesting systems. 
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Chapter 1  
Wireless sensor networks: applications and 

challenges 

 
 

This chapter represents a short introduction into wireless sensor networks 

applications, architectures, protocols used for efficient energy consumption and 
communication as well as energy harvesting solutions. A review of existing network 
architectures and protocols is presented with the purpose of identifying key features 
of WSNs where further research and innovative solutions are required. 
 
 

1.1 Goals of the work 

The primary goals of this thesis are to provide contributions to WSNs in terms of 
protocols developed for efficient use of node energy resources considering optimum 
communication and scheduling techniques. We have investigated currently 
developed MAC layer protocols for both static and mobile WSNs with the purpose of 
highlighting existing drawbacks and providing solutions which will increase the 

efficiency of the network in terms QoS (extended lifetime, packet throughput, task 

selection and optimum scheduling). 

Energy harvesting solutions have also been investigated and we have shown that 
the process of harvesting RF energy can be successfully modeled and simulated to 
provide insight into the amount of energy which can be available using this 
technique. Also the design of a low input power battery charging circuit has been 
proposed. 

We have also began the development of a WSN simulator for both static and mobile 
nodes capable of allowing the user to define simulation scenarios at will and which 
can provide useful statistic information. 
 
 

1.2 Applications for WSNs 

Advancements and developments in electronics, sensor technologies and 
communications that have marked the past decade have influenced the evolution of 

new attractive research directions such as WSN. 

A WSN made up of a large number (tens or even hundreds) of sensor nodes 
organized in an ad hoc fashion and deployed in an area of interest with the purpose 

of performing sensing or actuating tasks. Features such as small size, low power 
and the ability of wireless communication make WSN the ideal solution for 
numerous applications such as remote environmental monitoring, medical 
healthcare monitoring, military surveillance, etc. [1] Using WSN in such distinct 
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applications has determined the development of a considerable number of networks, 
from the point of view of design and operation, as there are applications. However, 

given the fact that these networks are mostly deployed in field where human access 
is rarely possible, several constraints have to be taken into consideration such as 
the nodes’ limited resources (memory, computational ability, energy, bandwidth, 
coverage, reliability, communication security, operation mode for extended lifetime 
etc.) which pose severe constraints in terms of QoS. A description of several 
application fields of WSNs is briefly presented in the following paragraphs. 

Environmental observation – refers to a plurality of uses beneficial both for the 

general population such as an early warning system but also for the research 

community, in the form of long term data collection [2]. These features make 
applications such as volcanic studies and eruption warning systems, meteorological 
observation, fire detection, earthquake, flood and tsunami warning of great 
importance in the context of developing countries. 

Disaster prevention – such WSNs are deployed in potentially hazardous locations 
where human intervention is frequent with the purpose of increasing workplace 

safety such as underground mines (monitoring deteriorating grounds, toxic gases), 
refineries (monitoring gases and personel in case of fire) etc. 

Agricultural management – in the context of a continuously growing number of 
population worldwide, the necessity of satisfying food demands is slowly becoming a 
problem especially in arid regions where people suffer from hunger because 
precipitation is scarce and unpredictable [3]. In order to prepare correct strategies 

for effectively using available resources, information on several environmental 
parameters such as soil moisture, precipitation frequency etc., are needed. 

Structural health monitoring – refers to detecting, localizing, estimating the extent 

of damage and predicting the remainder of life time for a given structure [4]. 
Because of the many advantages that they provide such as low production and 
maintenance costs, reduced size, ease of deployment, wide area of coverage, etc., 
WSN currently provide the best solution for such applications [5]. 

Military surveillance – due to the fact that they can be easily deployed on the 
battlefield, WSNs are used in several military applications such as monitoring 
militant activities in remote areas, identification and movement of enemy forces and 
analysis of their progress [6]. 
 
 

1.3 Architectures and topologies for WSNs 

As previously mentioned, a WSN consists of a significant number of sensing nodes 
(motes) deployed in a region of interest and one or more base stations (sinks) 
located close to or inside the sensing region. Base stations (BS) issue commands 

and gathers data from sensor nodes, acts upon the received data and forwards it to 

a server or gateway outside the network for interpretation. Sensing nodes acquire 
information from the environment and forward it either directly to the BS if it is 
within range or to neighboring nodes which in turn forward the information until it 
reaches the BS. 
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1.3.1 Architectures for WSNs 

WSNs architectures are highly dependent on the application they are intended for 
and on the environment they are distributed in. According to [1] WSNs can be 
classified into five different categories from the point of view of communication, 
mobility, placement, configuration and node type: 

I. Communication method 

Depending on the size of the observation area, network topology and environment 

characteristics, the communication method can be classified in two categories: 
single-hop and multi-hop. 

 Single hop communication is used when a node is in the vicinity of a BS and 

can communicate directly with it. Single-hop communication is more 

susceptible to communication errors and packet loss and can also be very 

energy consuming for long distance communication [7]. Figure 1.1 presents 

the single-hop architecture with four nodes and a base station.  

 

Figure 1.1 Single-hop architecture for WSN with 4 nodes and 1 base station 

 Multi-hop communication is used when a node is located at a greater 

distance from the BS than the transmitting range. In this case several 

approaches are available. 

 Flooding, where a node broadcasts messages to all neighbors which in 

turn forward them to their neighbors until they reach the BS. This 

method is highly redundant as the same message reaches the base 

station from several paths. This high redundancy also translates in high 

communication costs as the same message is transported via multiple 

paths until it reaches the base station. 

 Such issues can be avoided through several approaches such as 

allocating an optimal path for message delivery or adaptively creating 

clusters and electing cluster heads (CHs) to serve as “in field” BS that 
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communicate with each other or transmit the message directly to the 

sink. Such approaches are described in detail in subchapter 1.5. Figure 

1.2 shows a representation of a multi-hop WSN with four nodes and one 

base station.  

 

Figure 1.2 Multi-hop architecture for WSN with 4 nodes and 1 base station 

However opinions are split in the research community when it comes to choosing 

between single-hop and multi-hop communication. 

Fedor and Collier [8] have proven theoretically and experimentally that it is more 
energy efficient to use multi-hop communication. However their experiments were 
limited to the situation when nodes are aligned and the intermediate node is located 
at the middle of the distance between the source node and the destination node.  

On the other hand, the authors of [9] have proven through mathematical modelling 

and experimental tests that for using a transceiver which has a reception power 
much higher than the maximum transmitting power, single-hop transmission is 
more effective.  

We can conclude that choosing the correct architectural approach between single 
and multi-hop networks is highly dependent on the nature of the application. 

II. Mobility for WSNs 

From the mobility point of view of nodes, WSNs can be static or mobile. The most 

frequently met WSNs are static ones. Such networks are easier to deploy, control 
and maintain. On the other hand, there are several applications that require mobile 
sensor nodes to accomplish the task of sensing and actuating. An example of such a 
network is a wireless biosensor network using autonomously controlled animals 
[10]. This type of network uses a wireless transceiver attached to a rat. By sending 

different impulses to the brain of the rat it can be controlled to go left or right. 
Attaching a miniature camera to the rat and sending it into different disaster areas 

in search of trapped humans combined with the ability to control the rat’s motion 
turns it into a biosensor. Compared to static networks the design of mobile networks 
must take into consideration the mobility effect which increases the complexity of 
implementation. 
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III. Placement for WSNs 

When considering the deployment of nodes WSNs can be characterized into 
deterministic and non-deterministic networks. In deterministic networks sensor 
nodes are placed according to a plan and their positions are fixed and do not change 

once deployed. This type of sensor network is seldom used as few applications allow 
for a previously built deployment plan. In most situations non deterministic 
networks are used, as planning is difficult or sometimes impossible due to the harsh 
and hostile deployment environments. Non deterministic networks are more scalable 
and flexible but also require higher control complexity which translates into 
increased power consumption [1].  

IV. Configuration for WSNs 

From the point of view of configuration, WSNs can be divided into non self-
configurable and self-configurable. Non self-configurable networks have nodes that 
are not able to organize themselves into a network and for that reason they rely on 
a central controller that issues individual commands for each node, collects data and 
instructs the node what to do. This type of network is only suitable for small scale 
applications. In contrast, self-configurable networks have nodes that possess the 
ability to autonomously organize and maintain their connectivity as well as 

collaborate to accomplish a given task. A network with self-configurability is suitable 
for large scale applications as it allows the accomplishment of complicated sensing 
tasks. 

V. Node type 

WSNs can be classified into homogeneous and heterogeneous networks depending 
on the type of nodes used. Homogeneous networks are made up of sensor nodes 
that have the same capabilities in terms of storage, energy consumption and 

computational power. On the other hand, heterogeneous networks have sensor 
nodes that are equipped with more processing and communication capabilities than 
most other nodes. These nodes are used to perform more difficult tasks with the 
purpose of improving the overall energy consumption and prolonging the lifetime of 
the network. 
 

 

1.3.2 Network topologies  

There are a number of different network topologies for radio communications out of 
which only a number apply to WSN such as star, mesh and hybrid star-mesh 
networks. Each of these topologies comes with a series of advantages and 

disadvantages and several compromises have to be made when selecting the proper 

topology. A brief description of these network topologies is outlined below.  

 
 
 

I. Star Networks 
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16     1. Wireless sensor networks: applications and challenges 

A star network is a communication topology in which remote nodes can only 
transceive messages to and from the BS and not between themselves. Figure 1.3 

depicts a star network topology with four sensor nodes and one BS. 

 

Figure 1.3 Star network topology 

Using such a topology presents several advantages, such as architectural simplicity, 
low communication latency and the ability to keep the node’s power consumption to 
a minimum. The disadvantage is that the BS must be within communication range 
with all the nodes of the network which makes them highly dependent on the BS. In 
case one of the nodes fails, the whole network is not affected, but when the central 
node fails, the whole network stops functioning. 

II. Mesh networks 

A mesh network allows all nodes within transmission range to communicate with 
each other, thus forming a multi-hop network. This type of network has the 
advantage of reduced redundancy and scalability. The network can be easily 
extended by adding more nodes which can in turn forward the information to the 
desired location. In case of node failure adjacent nodes can still communicate with 
each other using other nodes to forward the message to the desired location. The 
disadvantage of such a network topology is higher power consumption for the nodes 

that are used for multi hopping (message forwarding). In addition, as the number of 
communication hops increases, so does the time necessary for message delivery. 

Figure 1.4 presents a mesh network topology with four sensor nodes and one base 
station. 
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Figure 1.4 Mesh network topology with four sensor nodes and one base station  

 

III. Hybrid star-mesh networks 

The hybrid star-mesh network is made up of a combination of star and mesh 
networks used together to obtain a highly efficient communications topology while 

maintaining the ability to keep power consumption at a minimum. Figure 1.5 
presents the hybrid star-mesh network topology. 

 

Figure 1.5 Hybrid star-mesh network topology 

As can be seen from Figure 1.5, the lowest nodes in the topology are not enabled 
with multi-hopping capabilities (nodes marked with N in the above figure) and this 
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allows for reduced power consumption at this level. All other nodes have this 
capability enabling them to forward messages from the low power nodes to the 

other nodes in the network. Generally, the nodes with multi-hop capabilities have 
higher power consumption because they have to receive and transmit messages 
from adjacent nodes to other nodes with multi-hop capabilities. 
 
 

1.3.3 Protocol stack for WSNs 

When considering the protocol stack for WSNs depicted in Figure 1.6 one can 
observe that there are similarities with the Open System Interconnect model used 

for local area networks. 

 

Figure 1.6 Protocol stack for WSNs [1] 

The protocol stack for WSN consists of five layers according to [1]: 

 Application layer – contains a variety of application protocols to suite various 

sensor network applications  

 Transport layer – responsible for reliable data delivery  

 Network layer – responsible for routing the data.  

 Data link layer – responsible for data stream multiplexing, data frame 

transmission and reception, medium access and error control.  

 Physical layer – responsible for physical transmission and reception over a 

communication medium.  

On the other hand the protocol stack can be divided into a group of management 
planes across each layer according to [11]. These layers are: 
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 Power management plane – responsible for managing the power level of a 

sensor node for sensing, processing and transmitting/receiving. For example 

at the MAC layer, the node can turn off its transceiver when there is nothing 

to transmit or receive, thus saving power.  

 Connection management plane – responsible with the connectivity within 

the network when the network is firstly deployed, or in case a node fails and 

data must be rerouted.  

 Task management plane – responsible for task distribution among sensors 

nodes in a network in order to improve energy consumption and prolong 

network lifetime. 

 

 

1.4 Classification of protocols for WSNs 

Efficient energy consumption is one of the main challenges for WSN due to the 
numerous application fields that use such networks. As the nature of the 
environment seldom allows human intervention combined with the fact that sensor 

nodes are battery powered pose severe constraints on WSNs in terms of energy 
consumption. That is why numerous protocols have been developed that try to 
optimize various parameters of the sensor network with the purpose of optimizing 
energy consumption. It is important to mention that protocols which address 
communication issues are based on the IEEE 802.15.4/ZigBee [12 13] wireless 
communication standards. The next paragraphs of this chapter present a 

classification of energy saving protocols currently used for WSNs with focus on those 
categories which are of interest for this work. 
 

 

1.4.1 Medium access protocols 

Medium access control (MAC) protocols are one of the most important for WSN 
efficient communication as a lot of energy is consumed in several faulty situations 
[14] such as: 

 Collisions – can occur when two or more sensors try to send data at the 

same time over the same transmission medium. All packets that cause 

collisions have to be discarded and retransmitted which causes an increase 

in energy consumption.  

 Overhearing – happens when a node receives packets that are designated to 

other nodes.  

 Idle listening – refers to the case when packet transmission/reception is not 

synchronized and a node listens to a transmission medium to receive 

possible traffic designated to it. 

 Over emitting – is the case when a node tries to communicate with another 

that is not ready to receive. The first node continuously transmits a 

message until the other node receives it.  

 Packet overhead – refers to the situation when a bigger number of packets 

are used to make a data transmission than normally required. 
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The design of a good MAC protocol should take into consideration the following 
aspects: 

 Energy efficiency – refers to the energy consumed per unit of successful 

communication. A MAC protocol must be energy efficient in order to prolong 

the lifetime of the network. 

 Scalability – should be able to be used in networks where the number of 

nodes is not previously defined. 
 Adaptability – should be able to adapt to unexpected changes in the network 

topology such as failures due to limited node lifetime, node addition altered 

connectivity, etc.  

 Latency – refers to the communication delay between the time a packet has 

been sent and the time it is received. For some applications latency is not a 

critical factor but on the other hand real time monitoring of an event has 

very strict latency requirements.  

MAC protocols can be divided into three categories: contention-based, contention-
free and hybrid protocols [14]. 

I. Contention-based protocols 

In WSNs that use contention based protocols sensor nodes use probabilistic media 
access control protocols such as Carrier Sense Multiple Access (CSMA) in which a 
node verifies the absence of traffic on the shared transmission medium before 
transmitting. “Carrier sense” refers to the fact that a transmitter uses feedback from 
the receiver that detects a carrier wave before transmitting. If a carrier is sensed 

the node waits for the transmission medium to be free and then sends its own 
messages. “Multiple access” describes the fact that multiple nodes use the same 
medium (bandwidth) to send and receive data. Contention-based protocols also use 
variations of CSMA such as CSMA with Collision Detection (CSMA/CD) in which when 
a collision is detected transmission is stopped thus avoiding the possibility of a 
second collision. Another improvement to CSMA is CSMA with Collision Avoidance 
(CSMA/CA) where if the transmission medium is sensed as busy the transmitting 

node backs off for a random time after which the process is repeated. Numerous 
contention-based protocols for WSNs have been developed out of which we would 
like to point out some of the most representing such as Sensor-MAC (S-MAC) 
[15,16], Dynamic duty cycle S-MAC (DS-MAC) [17] or the Mobility aware S-MAC 
(MS-MAC) [18]. 

For example the S-MAC protocol proposed by Ye et al. [15, 16] that has the 

primary goal of reducing energy consumption while maintaining scalability and 
collision avoidance. Such performances are obtained through periodic listen and 
sleep, coordinated synchronization and message passing. A complete cycle is called 

a frame. Each frame is made up of a listen period reserved for communication with 
other nodes, followed by a sleep period during which the node goes into idle mode if 
it has no data to transceive, or remains awake if does as shown in Figure 1.7. 
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Figure 1.7 S-MAC frame [15] 

The listen period is divided into three smaller intervals SYNC, RTS and CTS. The 

duration of the listen period is dependent on MAC layer parameters such as radio 
bandwidth and contention period. 

In S-MAC all nodes are free to choose their own listen and sleep schedules but in 
order to avoid overhead neighboring nodes coordinate their sleep/listen schedules. 
To establish such coordination a node exchanges its schedule by periodically 
broadcasting a SYNC packet to all neighboring nodes. S-MAC also allows different 
schedules to enable multi-hop operation of the network. In order to avoid timing 

errors due to clock drift, a relative timestamp is used and listen periods are made 
longer than the clock drift. To maintain synchronization and avoid long term clock 
drifts a node will update its schedule and broadcasts it periodically in a SYNC packet 
that contains the address of the sender and the next sleep time.  

To avoid collision S-MAC uses both virtual and physical carrier sensing. In virtual 

carrier sensing each data packet contains a duration field that indicates the duration 
of the transmission. When a node wants to send data it first checks for the 

availability of the transmission medium. If the medium is unavailable it will receive a 
data packet designated to another node and read the duration of the transmission 
field. This field is recorded internally in a variable called network allocation vector 
(NAV), and sets a timer for it. When the timer reaches zero, the node knows that 
the medium is free and tries to transmit its message. In physical carrier sensing a 
node that wishes to transmit performs carrier sensing. If the medium is busy the 

node will go to sleep for an arbitrary amount of time after which it will check for the 
availability of the medium again. This procedure repeats until the medium is free 
and the node is able to send its data. To avoid overhearing S-MAC puts a node to 
sleep after it receives an RTS or CTS packet that is not designated to it. A node can 
then wake up when the NAV value becomes zero. 

S-MAC also introduces a transmission mechanism called message passing. As data 
packets can be very big, if one byte is wrongly transmitted the whole packet has to 

be resent. To avoid such problems S-MAC segments a data packet into small 

fragments and sends them in a burst. Only one RTS and CTS are used to reserve 
the medium. If an ACK is not received for a fragment that fragment is sent again.  

S-MAC is more energy efficient than IEEE 802.11 but due to fixed sleep time/awake 
periods some portion of the bandwidth is always unusable and this makes the 
transmission delay higher. The main disadvantage of S-MAC is high message 
delivery latency as S-MAC sacrifices latency for energy saving [16]. 

BUPT



22     1. Wireless sensor networks: applications and challenges 

The DS-MAC protocol proposed by Lin et al. [17] achieves a good tradeoff between 
energy consumption and latency without incurring much overhead. All nodes 

assume the functionality of S-MAC but each node also keeps account of their energy 
consumption level and average latency. Based on these two factors nodes 
dynamically adapt the duty cycle so that if it the sleep period becomes intolerable, 
the listen period is doubled and more time is allocated for transceiving messages. 
Thus the high latency problem is solved but not the high traffic load one. Comparing 
to S-MAC nodes must keep account of their average latency and energy 
consumption, which requires additional storage and processing. 

The MS-MAC [18] focuses on WSNs that are used in mobile applications such as 
monitoring patients’ health conditions, wearable bio-sensors or soldiers equipped 

with sensors in battle field. MS-MAC is practically the same as S-MAC when the 
nodes are stationary. Mobility is addressed based on a change in the received SYNC 
signal level from a neighboring node which signifies that either the node in question 
or neighboring ones are moving. The level of change in the received signal is an 
indicator of the mobiles speed. Instead of storing only schedule information SYNC 

messages in MS-MAC also store information about the estimated speed of a 
neighbor. If there is more than one mobile node the SYNC message includes the 
maximum estimated speed among all mobile neighboring nodes. This information is 
used by nodes to create an active zone around a mobile node when it moves from 
one cluster to another, so that the mobile node can create connections with new 
neighbors. Using mobility estimation makes MS-MAC a highly efficient protocol for 

stationary nodes while maintaining a certain level of performance for mobile 
networks as well. 

II. Contention-free protocols 

Contention-free protocols use channel sharing access schemes such as Time Division 
Multiple Access (TDMA) which allows nodes to share the same transmission channel 
by dividing the access time into time slots. All nodes that share the same channel 
are aware of the time division scheme and each node can only tranceive during a 
pre-allocated time period. The following paragraphs describe a couple of 
representative contention-free based protocols proposed for WSNs. 

The Traffic-Adaptive Medium Access (TRAMA) [19] is a TDMA based protocol that 
tries to provide collision free channel access for WSNs. Energy efficiency is obtained 
by introducing transmission schedules to avoid packet collision and switching nodes 
into idle mode when there are no data packets intended for them. By using a 
transmitter election algorithm that promotes channel reuse as a function of 
competing traffic around any given source or receiver throughput and fairness are 
achieved. TRAMA employs adaptive distributed election scheme that selects receiver 

nodes based on a schedule announced by transmitting nodes. Nodes using this 
protocol exchange their two hop neighborhood information and the transmission 
schedule which specifies which nodes are receivers in a given interval and then 

select the nodes that should transmit and receive during a period of time. 

The Self-Organizing Medium Access Control protocol (SMACS) [20] enables node 
discovery and schedule establishment without the need for any local or global 
coordinator nodes. All nodes can turn on/off their transceiver and tune the carrier 

frequency to different bands. A channel is assigned to a link as soon as the link is 
discovered, therefore by the time all nodes hear from neighbors they will have 
formed a connected network where at least one multi-hop path is available between 
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any two nodes. Each node also has a TDMA frame in which it schedules different 
time slots to communicate with its neighbors. During one time slot a node can only 

communicate with one neighbor. To reduce collision probability each link operates 
on a different frequency chosen randomly from the possible assigned frequency 
band. Using such scheduling reduces the energy consumption of a node in the 
detriment of high latency due to the low utilization of the bandwidth. For example, if 
a node wants to transmit data packets to a neighboring node it can only do this in 
the timeslot allocated to it even though there may be unused frequency channels at 
that time. 

VI. Hybrid protocols 

Hybrid protocols combine the characteristics of both contention-based and 

contention-free protocols with the purpose of obtaining energy efficient WSNs. A 
couple of such protocols are briefly described in the following sections. 

Zebra-MAC (Z-MAC) [21] combines the use of TDMA and CSMA to improve node 
energy consumption. The main feature of Z-MAC is the adaptability to dynamic 
contention levels in the network. For reduced contention the protocol adopts a CSMA 
functionality that allows high channel utilization at low latency. Under high 
contention, the protocol adopts a TDMA functionality which can achieve high channel 

utilization and reduce collisions among two hop neighbors at low energy costs. By 
combining CSMA and TDMA, Z-MAC obtains high performances when it comes to 
synchronization errors, slot assignment failures and dynamic topology changes [8].  

Funneling-MAC is a hybrid protocol [22] that uses both TDMA and CSMA/CD for 
addressing the funneling effect [23] which occurs in multi-hop networks when data 
is transmitted in a multi hop fashion from sensing nodes towards one or more sinks.  

The funneling effect is characterized by increased traffic intensity in the vicinity of 
the sink that results in packet congestion, collisions, delays and significant energy 
consumption [23]. Funneling MAC uses CSMA/CD throughout the entire spread of 
the network and TDMA only in the funneling region to provide additional scheduling 
opportunities for nodes closer to the sink. Using Funneling MAC reduces the 
influence of the funneling effect and improves throughput and energy consumption. 
 

 

1.4.2 Routing protocols 

Adequate routing techniques contribute to the reduction of energy consumption, 
latency, data throughput which provides increased QoS. The varieties of applications 
in which WSNs are used have determined the development of a numerous routing 

protocols which can be classified into four different categories [24]: 

 Location aided protocols 

 Data aggregation protocols  

 Mobility based protocols  

 Heterogeneous protocols  

This section provides a detailed description of different classes of routing protocols 
for WSNs and provides examples of some of the most representative protocols for 

each category. 
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I. Location aided protocols  

Location aided protocols determine energy efficient communication paths between 
nodes using information obtained from global positioning systems (GPS) or from 
localization algorithms [24]. The most accurate solution but costly solution in terms 

of both energy and financial expenses is equipping all sensor nodes with a GPS 
receiver. On the other hand localization algorithms sacrifice accuracy at the price of 
reduced energy consumptions and production costs.  

The Location based Energy-Aware Reliable routing protocol (LEAR) [25] is a cluster 
based protocol provides efficient data routing paths based on the geographical 

location of sensors in the network. Location information obtained from devices such 
as GPS. Each node publishes its position to all neighbors and each node constructs a 

routing table based on the distances to its neighbors. When a node wants to send 
messages it checks the routing table and sends them to the neighbor which has the 
shortest distance to its location. The shortest distance is calculated by comparing 
the Euclidian distances from all neighboring nodes. In order to attain energy 
efficiency, LEAR uses an Enhanced Greedy Algorithms for routing packages from 
source to destination. Cluster heads are not previously elected and any node that 
has the minimal distance to the source can be selected as the next hop destination. 

In simulation LEAR has proven to outperform other reference protocols such as 
LEACH [26] and efficiently extend network lifetime and packet delivery.  

II. Data aggregation protocols 

This category of protocols has been developed to optimize communication, energy 
consumption and increase QoS for dense or mobile sensor networks that collect 
similar data or monitor the same event. Networks in this situation suffer from 

increased redundancy and high energy consumption as similar measurements are 
acquired and transceived throughout the network. In order to address these 
problems adequate data aggregation and compression techniques must be adapted. 

An example of such a protocol is the Low-Energy Adaptive Clustering Hierarchy 
(LEACH) [26] which is a dynamic clustering protocol that tries to obtain even energy 
consumption among sensor nodes through random rotation of local cluster heads. 
Each node in the network can take the role of CH at some point in time thus 
distributing work load among all sensor nodes. The CH election method is dependent 
on several parameters which will be further described. The operation of this protocol 

is divided into rounds (application dependent period of time) and each such round 
begins with a cluster organization set-up phase preceded by a steady-state phase 
where data transfer occurs. The set-up phase occurs as follows: 

The advertisement phase – each node individually decides if it becomes a CH 
considering a suggested percentage (P) of CHs previously determined as well as 
based on the number of times the node has been CH so far. Randomly choosing a 

number between 0 and 1 the node (n) can advertise itself as CH if this number is 
less than a threshold  (n) calculated as follows [26]: 

T(n)={

P

1-P .r mod
1

P
/
,  if n G

                 0, otherwise
     (1.1) 
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where r is the current round and G is the set of nodes that have not been CHs in the 

last 
1

P
 rounds. 

After each round, the probability of the remaining nodes to be elected as CHs must 
be increased since there are fewer nodes eligible for this task. 

Cluster set-up phase – after the CH have been elected, neighboring nodes are 
informed so that they can elect the CH to attend to. Each node decides the 
corresponding CH to attend to, based on the received signal strength (which is 
actually a measure of distance) of the cluster head advertisement message. 

Inter cluster communication – after the clusters have been defined, each CH 

creates and broadcasts a TDMA schedule which informs each attending nodes when 
to communicate. Together with the schedule a CDMA code is broadcast so that 
interference with neighboring clusters can be avoided. 

For simulation purposes the authors of LEACH have chosen the first order radio 
model where the radio dissipates Eelec=50 nJ bit to run the transceiver circuit and 

eamp=100 pJ bit m
2 for the transmit amplifier with an initial energy level of 0.5 J 

available for all network nodes. Also a path loss coefficient,  =2, has been 

considered for each communication. Thus the energy needed to transmit a k bit log 
message over distance d can be calculated using the following formulas [26]: 

                                  ETx(k,d)=ETx-elec(k)+ ETx-amp
(k,d)  

ETx(k,d)= Eelec*k+eamp*k*d
2
                                    (1.2) 

The energy required to receive a message is: 

ERx(k)=ERx-elec(k)=Eelec*k                                       (1.3) 

An important factor that must considered is that the simulations performed 
Heinzelman et al. [26] are restricted to considering just the energy required for 
communication and processing but not the energy that is dissipated through 
sensing, logging, actuation or the transient energy required by the MCU or the 
transceiver to switch between different states. 

Data transmission phase – begins after the clusters have been created and the 
TDMA schedule has been broadcast to all nodes. During this phase all nodes 
transmit sensed data to elected CHs. After a certain time determined a priori the 
next round begins and the protocol continues from the advertisement phase again. 

The LEACH protocol proposed by Heinzelman et al. [26] is one of the pioneer routing 
protocols for WSNs. Numerous routing protocols have derived from LEACH that 
address issues such as data aggregation and correlation [27], heterogeneity [28] or 

mobility [29] to mention just a few. 

III. Mobility based protocols 

Mobility based protocols consider the mobile characteristics of sensor nodes when 
electing the best route for transporting a message from a node to a sink. Some 
networks have nodes which are able to move and which might go out of range or 
new nodes that might come within communication range. This important aspect 
must be taken into consideration when designing an energy efficient protocol. 
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An example of a protocol for WSNs that considers mobility is the Energy Aware 
Geographic Routing Protocol (EAGRP) proposed by Elrahim et al. [30]. This protocol 

takes into consideration the distances between nodes as well as the energy level of 
each node before choosing the correct path to send a message. This is done by 
calculating the average distance of all neighboring nodes of a “sender” node and 
their energy levels. Using this information the node with the maximum energy and 
which is located at a distance equal to or less than the average distance to all 
neighboring nodes is selected as the next destination. Mobility is addressed at the 
node level and before a message is sent each node also checks if it is still in the 

same neighborhood. If it has moved greater than a distance referred to as “flooding 
distance” it will send out a flood with the new position coordinates and determine 

the coordinates of the new quadrant it is in. The selection of the adequate neighbor 
with the corresponding energy level and smallest distance is made and this node will 
receive the packet. The procedure is repeated until the packet reaches its 
destination. In simulation EARGP has proven more efficient in terms of energy 
consumption, packet delivery, throughput and delay [30] compared to several 

routing protocols used for WSNs and MANETs such as Dynamic Source Routing 
(DSR) [31], Ad hoc On-demand Distance Vector Routing (AODV) [32] and Greedy 
Perimeter Stateless Routing (GPSR) [33]. 

IV. Heterogeneous protocols 

Heterogeneous WSNs are made up of nodes with different hardware characteristics 
that perform specific tasks, sometimes others than the majority of nodes in the 
network. Such nodes may be submitted to intense or limited functionalities as they 
can dispose of more or less energy than other nodes. The unique characteristics of 

individual sensor nodes must be taken into consideration when designing energy 
efficient routing protocols for WSNs. 

To address heterogeneity issues for WSNs, Han has proposed LEACH-HPR [28], an 
energy efficient CH election protocol that uses a minimum spanning tree algorithm 
to construct efficient inter cluster routing. The heterogeneous network considered in 
LEACH-HPR is made up of three types of nodes, A (least energy), B (medium 
energy) and C (most energy). The network is organized into clusters governed by 

CHs that gathers data from attending nodes, processes it and then forwards it to the 
BS if it is in range or to the closest CH otherwise. For electing the CHS each node 
assigns an internal timer with a value inverse proportional to the energy level it has 
left. While the timer counts down, each node listens to the transmission medium for 
any advertisements from neighboring nodes. If no message is received until the 
timer counts down the node assigns itself as the CH by transmitting a message to 
all neighbors. The message contains the nodes’ ID, the amount of energy left and a 

header identifier that distinguishes the message as an announcement message.  

Each node determines the cluster it belongs to by selecting the cluster head that has 
the most energy and which is closer to it based on the received signal strength of 

the announcement message. After a node decides to join a cluster it broadcasts a 
join-request message to the CH. 

Each CH also elects an assistant from the remaining nodes of the cluster which 
performs data fusing and assigns tasks to other nodes within the cluster. The 

assistant is chosen to be the cluster node with the most remaining energy. The 
strategy of using this collaboration of CH and CH assistant greatly improves energy 
consumption and prolongs the network lifetime [28].  
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To address the problem of CHs that cannot communicate directly to the BS multi 
hop routing is used. In order to determine the optimum path from a CH to the BS 

Prim’s algorithm [34] is used, which finds a minimum spanning tree for a connected 
weighted graph. 

Simulation performed by the author have shown that by using an efficient CH 
election method combined with an improved Prim algorithm LEACH-HPR significantly 
balances and reduces energy consumption thus prolonging the lifetime of the 
network. 
 

 

1.4.3 Transport protocols 

Transport protocols play an important role in extending the lifetime of a WSN as 
they run over the network layer and address issues of flow congestion, orderly 
transmission, loss recovery, fairness and timing (QoS) [1]. Limited bandwidth can 

affect the performance of WSNs due to bit errors, congestion and packet loss. These 
issues have to be addressed by transfer protocols in order to improve the 
performance metrics of WSNs. 

Congestion has a direct impact on energy efficiency as it can cause buffer overflow, 
queuing delay and increased packet loss. Congestion must be efficiently controlled 
or mitigated and this can be achieved by:  

 Congestion detection  

 Congestion notification  

 Congestion mitigation and avoidance  

Congestion and bit errors can cause packet loss which leads to a decrease in 
reliability and QoS which further decreases energy efficiency. Other causes of packet 

loss are node malfunction, incorrect routing or node energy depletion. Packet loss 
can be efficiently improved by using loss detection and notification or retransmission 
algorithms.  

An example of a reference transfer protocol for WSNs is PSFQ (Pump Slowly Fetch 
Quickly) [35], a reliable and robust downstream transport protocol which uses NACK 
based loss detection and notification and local retransmission for applications that 

require packet 100% reliability. 
 
 

1.4.4 Time synchronization protocols 

Many applications require that a common view of time exist among all or some of 

the nodes that comprise a WSN. Time synchronization aims to provide a common 
timescale for local clocks of nodes in a network in order to avoid drifts that may 

occur due to clock imperfections.  

Time synchronization protocols for WSNs address the problem of time drifts with the 
purpose of resolving several issues that may occur due to faulty synchronization 
such as:  

 Correlation when performing a complex task such as data fusion where data 

collected from different nodes is aggregated to obtain a meaningful result.  
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 Power saving schemes imply the use of coordinated awake/sleep schedules 

for nodes that inform them when they should transmit or when there may 

be data available for them to receive. Precise timing coordination offers the 

possibility of fair transmission medium access and collision avoidance thus 

resulting in reduced energy consumption.  

In order to address these issues a considerable number a time synchronization 
protocols have been developed most of them based on a TDMA scheme such as, 
Lightweight Tree-Based Synchronization (LTS) [36], or using biologically inspired 
algorithms such as DESYNC [37] or FFTS (Fast Fault-tolerant Time Synchronization) 

[38] that achieves guaranteed fast time synchronization level for all non-faulty 
nodes in a network. 

 
 

1.5 Energy harvesting solutions for WSNs 

Taking into consideration the numerous applications in which WSNs are used, many 
of which make human access difficult or unfeasible in terms of costs, any solutions 

that offer such networks extended working possibilities are of great importance and 
that is why harvesting ambient energy from the environment can prove very useful.  

Energy harvesting is the process through which energy available from external 
sources such as solar, thermal or wind, to mention just a few, is captured and 
converted into electrical energy which is stored in electronic devices such as 
capacitors, super-capacitors or batteries for later use in powering or offering 
alternative power resources for small autonomous wireless devices. 

In the following paragraphs we will provide insight into several harvestable energy 
sources currently available with focus on RF harvesting. 
 
 

1.5.1 Photovoltaic energy harvesters 

This method is used for converting the energy of solar radiation into electrical power 
using semiconductors that possess the photovoltaic effect [39]. Electrical power is 
generated using solar panels composed of solar cells which are made up of 
photovoltaic material. Several implementations of solar energy harvesting nodes 
have been developed such as Prometheus [40], Everlast [41] or Helimote [42]. 
Applications for solar powered WSNs include ZebraNet [43] which is a mobile 

wireless sensor network with sparse network coverage in which nodes are equipped 
with GPS sensors used to track the migration patterns of zebras. Another example 
of such solar power wireless network is SHiMer [44] used for sensing and actuation 
purposes in monitoring structural health. 

 
 

1.5.2 Piezoelectric energy harvesters 

Sensor nodes equipped with piezoelectric harvesting capabilities convert mechanical 
strain into electric power. The source of the strain can come from different sources 
such as seismic vibrations, acoustic noise and even human motion. An example of 
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nodes that use piezoelectric energy harvesting are the one proposed by Paradiso 
and Feldmeier [45] which describe a compact piezoelectric pushbutton which is able 

to transmit wirelessly in a region of 12 to 30 meters from a single button push 
without the need for any other source of energy. 
 
 

1.5.3 Thermoelectric energy harvesters 

Thermoelectric converters are based on the Seebek effect discovered in 1821 by 
Thomas Johann Seebeck which proved that the presence of a thermal gradient 
between two distinctive conductors produces a voltage drop. This is due to the fact 

that a temperature gradient in a conductive material produces heat flow which in 
turn triggers the diffusion of charge carriers. This effect has led to the development 
of thermoelectric generators (TEGs) which convert heat into electricity. An example 
of WSNs that use scavenged thermoelectric energy is the ECT 310 DC/DC converter 

[46] proposed by EnOcean [47] which combined with the STM 300/312 energy 
harvesting wireless modules allows the implementation of sensors or actuations 
which are powered solely by heat. 
 
 

1.5.4 Radio frequency energy harvesters 

Harvesting RF energy is the process by which ambient energy from radio 
transmitters is captured by a receiving antenna and converted into electrical power. 
It is practically the same principle as that used in passive RFID devices which are 
powered when subject to a RF signal of a certain frequency. In order to make use of 
the RF signal energy a conversion circuit is needed which can extract enough DC 

power from the received electromagnetic waves to power the micro-sensor device. 
As most RF energy harvesting systems operate in far field it is crucial for the 
converter to be able to extract energy at a very low power density of the received 
signal since the power density of the signal drops off with the square of the distance 
between the transmitter and receiver according to the Friis transmission equation 
for free space [48]: 

Pr=Pt Gt Gr .
 

4 R
/
2

    (1.4) 

where Pr is the power available at the receiving antenna, Pt is the power at the 
output of the transmitting antenna, Gr and Gt are the gains of the 

transmitting receiving antennas,   is the wavelength and R is the distance between 
the two antennas. 

In order to get a better understanding of the capabilities of such RF-DC converters 
we will further describe two examples of such devices insisting on one which we 
have used for modelling and simulation. 

Le et. al. [49] have developed an RF-DC conversion circuit which can operate at a 
distance of maximum 44 meters with a received signal power as low as 5.5 μW      

(-22.6 dBm) from a 4W (EIRP) radiation source. According to the authors the 
system can provide a voltage of 1V DC and 0.3 μA at a distance of 15 meters [49].  

Other examples of energy harvesting systems are the ones developed by Powercast 
which are 915 MHz based devices that convert RF energy received from a 
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transmitter into effective DC power using the P2110 [50] RF-DC converter. The 
energy harvested can be used to power a sensor node or to recharge a battery. 

The Powercast P2110-EVAL-01 Energy Harvesting Kit for Wireless Sensors [51] 
consists of the following:  

 One 3W EIRP 915 MHz transmitter (TX91501) with an 8.1 dBi gain 

integrated antenna [52].  

 Two dipole (omnidirectional, 1.0 dBi gain) and two patch (directional 6.41 

dBi gain) antennas.  

 Two P2110 energy harvesting boards which convert the RF signal using the 

P2110 RF integrated circuit and store it in a capacitor/super-capacitor.  

 Two wireless sensor boards that can be attached to the P2110 PCBs which 

provide temperature, humidity and light information through a 2.4 GHz 

radio module. 

 One access point development platform, which communicates with the 

wireless sensor nodes, and interfaces with a PC for data output.  

The key feature of this energy harvesting kit is the P2110 915MHz Powerharvester 
IC [50], the block diagram of which can be seen in Figure 1.8.  

 

Figure 1.8 P2110 Powerharvester Receiver IC block diagram [5] 

When a voltage threshold of 1.2V is reached on the capacitor (VCAP output), enough 

energy is available to power the wireless sensor node for data acquisition and 
transmission or to enable the boost converter which can provide a regulated voltage 

output of 3.3 V which can be boosted up to 5.25 V enabling the circuit to be used for 
other applications which require higher voltages. According to the specifications 
[50], the input impedance of the circuit is internally matched to 50 Ω. The RF-DC 
converter can operate down to -11.5 dBm input signal power and can provide a 
maximum output current of up to 50 mA [50]. 
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1.6 Conclusions 

This chapter is meant as an introduction into the world of wireless sensor networks, 
but more importantly to provide insight on the numerous challenges and research 
opportunities that arise from designing and using such a technology. 

As we have pointed out throughout this chapter qualities such as robustness, ease 
of deployment, low production cost and reduced maintenance have made WSNs 

very attractive for a variety of monitoring and actuation applications.  

However promising using WSNs may seem, limited energy capabilities pose severe 

constraints on such networks and that is why many researchers have dedicated 
their time and effort to propose energy efficient algorithms and protocols to address 
issues such as packet throughput, congestion, routing, synchronization and 
scheduling with the purpose of enhancing QoS and improving energy consumption. 

Several of these issues represent the backbone of this thesis and they will be further 

elaborated in following chapters which will also present advancements obtained in 
terms of increased packet throughput, efficient clustering, routing and scheduling all 
with the goal of providing increased quality of service. Our research has also 
materialized in a paper [53] which presents a classification, comparison and analysis 
of state of the art protocols and provides solutions for dealing with WSN regarded 
issues. 

As energy consumption is of such high importance, we have also made a brief 
introduction into energy harvesting solutions currently used for WSNs. We have 
focused on RF energy harvesting since we have analyzed the previously described 
Powercast system in order to determine whether prior knowledge about the energy 

which can be harvested can be ascertained when designing such devices. 
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Chapter 2  
Performance analysis and modelling of a RF 

energy harvester 

 
 

 

2.1 Introduction 

As previously mentioned in Chapter 1 there are several methods of energy 
harvesting popularly used for WSNs such as photovoltaic, piezoelectric, 
thermoelectric and harvesting power from propagating RF signals which is actually 
one of the most popular energy harvesting methods for passively powered devices 

[54]. 

RF powered devices are used in various applications such as structural health 
monitoring, telemetry systems and even modern biomedical implants to reduce the 
chances of infection and replace the need for batteries [55]. All these applications 
however require the presence of a power conversion circuit that can extract DC 
power, from electromagnetic waves, which the sensor node can then use or store. 

In the remainder of this chapter we will present the performance analysis of a RF 

harvesting device, the Powercast P2110-EVAL-01 Energy Harvesting Kit for Wireless 

Sensors [51] previously described in Chapter 1. We will present the design of a 
current measurement system used for determining the output power capabilities of 
the RF energy harvester as well as a methodology for modelling and simulating the 
harvesting capabilities of the P2110 harvester which can be adopted for any similar 
devices. The experimental setup used is also described as well as the experiments 
performed in field that have been conducted to validate the proposed model. 

 
 

2.2 Inductive current measurement system 

In order to determine the performance of the Powercast P2110-EVAL-01 system in 
terms of harvested power, we have devised and built a current measuring system 

based on an inductive method (which we will from now on refer to as ICMS) which 
permits us to interpret the current flowing at the output of the energy harvester 
when connecting loads of any types. The proposed device cannot work as a stand-
alone application as it lacks the presence of a data acquisition system which can 

translate the measured values into effective current. Since the maximum rated 
current at the output of the system according to the producer [50] is of 50 mA the 

proposed device must be able to measure currents with a resolution in the μA 
range. Figure 2.1 a. presents a schematic drawing of the device while Figure 2.1 b. 
depicts the actual circuit and casing as described in our research [56]. 
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a.  

b.  

Figure 2.1 a. ICMS simplified block diagram; b. ICMS circuit and casing [56] 

As can be observed from the block diagram of the device (Figure 2.1 a.) the main 

components of the ICMS are the two inductive current transducers of type LTS 15 
NP [57] (LEM1 and LEM2). These transducers are designed for high current 
measurement in the order of Amperes and as stand-alone they cannot be used for 

the current application requirements. That is why the latter of the two (LEM2) is 
used as reference while the other (LEM1) is used for measuring. To be able to 
measure currents down to the µA the effective signal is fed through a 0.5 mm 
cooper wire through the upper transducer. The wire is swirled around it 110 times 
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thus amplifying the electromagnetic field and allowing for the precise measurement 
of low currents down to the desired scale required by the application. 

Because no sudden variations of the input signal are expected and also to eliminate 
possible occurring interferences the outputs of both transducers are low pass filtered 
using two 1Hz passive filters. The filtered signal is then brought at the inputs of the 
AD8230 rail-to-rail precision instrumentation amplifier which according to the 
specifications of the producer [58] has a maximum offset voltage of 10 µV at ±5V 
operation voltage and low output voltage drift with temperature of 50 nV/oC. For the 
same reasons previously mentioned the output of the AD8230 has also been low 

pass filtered with a 1Hz passive filter before it is fed into a National Instruments 
USB 6251 DAQ system [59].  

To be able to connect loads of various types (in our case resistive loads of 5 and 10 
kΩ and a capacitive load of 100 µF) a relay which is controlled by NI DAQ has been 
placed at the 3.3 V output of the P2110 energy harvesting board. 

The ICMS is powered through a 5V DC regulated power source obtained from two 9V 
batteries using two µA723 CN [60] voltage regulators (chosen due to their excellent 

thermal behavior which is important as the whole circuit is encased in a brass 
casing). 

In order to avoid electromagnetic interference from external source which may 
affect the measurements and provide false readings the entire system has been 
encapsulated in a brass casing as can be seen in Figure 2.1 b. 
 

 

2.2.1 Experimental setup used for performance analysis 

In order to be able to interpret the power available at the output of the P2110 board 
and to compensate for fabrication differences between the two transducers an 
automated calibration program was implemented using the NI LabView 2009 

development environment (Appendix A). Initially a 5 kΩ resistor was connected as 
load to test the capabilities of the measurement system which was later replaced 
with one of 10 kΩ. 

To perform testing and calibration of the system a VI that controls an Agilent 
N6700B profile modular power system mainframe DC power source equipped with a 
35V N6744B DC Power Module was created. With the help of the VI we prescribe 
voltages ranging from 0 to 32V DC with a step of 100 mV which allows us to 

measure current values from 0 to 3.2 mA with a step of 10µA. The VI also controls 
the DAQ and reads from it the output voltage of the ICMS which together with the 
prescribed currents have been written to a .csv file and which will later be used as a 
compensation table.  The VI also calculates and stores the slope between two 
consecutively prescribed points. With these measurements we have been able to 
perform self-calibration of the ICMS during in field measurements. A schematic 

representation of the measurement setup is available in Figure 2.2. 

BUPT



2.2 Inductive current measurement system     35 

 

Figure 2.2 Block diagram of the measurement setup [56] 

As can be observed from Figure 2.2, the output of the energy harvester is connected 
both directly to an analog input of the NI DAQ board analog inputs for voltage 
measurement and also at the input of the ICMS via a resistive load of 5 kΩ can be 
for current measurement.  

As the energy harvested by the RF-DC converter is stored on the printed circuit 

board in a super capacitor which in turn powers the boost converter when the 
voltage reaches 1.2 V we have also measured the voltage drop over the super 
capacitor using the NI DAQ system. 

A different VI was developed for the control of the DAQ. This VI also measures all 
previously mentioned voltage drops which are stored in files together with the 

acquisition time and performs self-calibration of the ICMS by setting the 0V level (to 

compensate for manufacturing drifts between the two transducers as well as INA 
drifts due to the consumption of batteries). Internal filtering of the signals using a 
2nd order Butterworth filter with a cutoff frequency of 1Hz is also performed by the 
VI. After self-calibration the system is ready for use and the current read is 
interpreted using the previously created compensation table and using interpolation 
between points. 
 

 

2.2.2 Validation of the ICMS functionality 

The response of the ICMS during calibration when voltages are prescribed from the 
Agilent N6700B DC power source is available in Figures 2.3 a. while Figure 2.3 b. 
depicts the resulting slope values. 

For visibility reasons Figure 2.3 only shows the system response and slopes for 

measurements from 0 to 100 µA. 
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a.  

b.  

Figure 2.3 INA output voltage; b. Calculated slope values [56] 

An obvious characteristic of the system, visible from Figure 2.3 a., is its lack of 
linearity in response to the prescribed voltages and that is why the compensation 
table plays important role in converting voltages into currents. Another important 
feature visible from the same figure is that the system output values measured for 
100 µA are below 40 mV which allowed us to set the DAQ system at its highest 
resolution of 12 bits/sample (available for measurements below 0.5V) for accurate 

measurements of low voltages. 

For testing purposes we have connected two different loads at the output of the 
P2110 system, a resistive 5kΩ load and a capacitive 100 µF load and the results of 

the measurement are visible in Figure 2.4 a. and b. 
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a.  

b.  

Figure 2.4 a. Current over 5kΩ resistor; b. Current over 100 μF capacitor [56] 

 

 

2.3 Modelling power transfer 

According to literature studies on antennas and electromagnetic fields that surround 
them [61], three field regions around an antenna can be identified, the reactive 
near-field, radiating near-field (Fresnel) and the far-field (Fraunhofer) regions. A 
representation of the fields surrounding an antenna can be seen in Figure 2.5. 
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The reactive near-field region is commonly known to exist at a distance 

R<0.62 √D
2
   where D is the largest dimension of the antenna (in our case the 

diagonal D=233.65 mm according to the producer datasheet [52]) and   is the 
wavelength of the radio wave (327.64mm for 915MHz). In this region immediately 
surrounding the antenna reactive field components predominate. In this region the 
relationship between the strengths of the electric and magnetic fields are difficult to 
predict as either of them can dominate at some point in time [61]. 

The radiating near-field (Fresnel) region is bounded between R 0.62 √D
2
   and 

R<2 D
2
   and in this region the radiation fields predominate and the angular field 

distribution is dependent on the distance from the antenna. In this region the 
relationship between the strengths of electric and magnetic fields are still complex 
to predict [61]. 

The far-field (Fraunhofer) region usually begins from R>2 D
2
   and the ratio 

between the electric and magnetic field strengths becomes constant and the angular 
field distribution is independent of the distance from the antenna [61]. 

Since in near-filed direct coupling between the transmitting and receiving antennas 
is present we are interested in determining the covering range of the power 

harvester in far-field. As the formula which determines the boundary from which the 

far field region begins R>2 D
2
   is applicable when the largest dimension of the 

radiating antenna (D=233.65 mm) is larger than the wavelength ( =327.64mm for 
915MHz) we can safely consider that the boundary for the far-field region begins 

from 3  according to [62]. 

 

Figure 2.5 Field regions of an antenna [61] 
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2.3.1 Modelling antenna pattern 

According to [63] the gain of an antenna placed in origin of the standard right 
handed spherical coordinates system (more information is available in Appendix B) 
can be calculated using the following formula: 

G( , )= G0 sin
2p
  cos2q

 

2
            (2.1) 

where   is the vertical plane angle (or elevation) of the antenna,   is the angle with 
the horizontal plane (or azimuth) and G0 is the adimensional antenna gain:  

G0=
U

Pelec 4 
              (2.2) 

where U is the radiation intensity (power radiated per solid angle), and Pelec is the 
electrical power received by the antenna from the transmitter. 

Considering that according to the producer the transmitter module has the HPBW of 
60o [52] in both planes with vertical polarization, the exponents p=2.41 and q=10 
can be calculated from the HPBW condition [63] (Appendix C).  

The expected gain of the transmitting antenna can be calculated using the following 

formula according to [63, 64]: 

g
0
 = 45.1-10 log

10
(HP Whoriz  HP Wvert) = 9.5 d i         (2.3) 

where HPBWs in horizontal and vertical cuts are in degrees. However, the value for 
the antenna gain according to the producer is g0 = 8.1 dBi [52], which is smaller 
due to dielectric (PCB) losses, and which we will use in our calculations. The 

reception antenna is also a dipole, with a gain of gd = 1 dBi [52] (non-logarithmic 
value of Gd = 1.26). There is however no direct indication of the transmitter power 
in the specifications of the producer but rather of EIRP (Peir = 3W). Thus, the power 
density pattern (not considering floor reflections) for the transmitter would be [65]: 

S(r, , ) = 
Peir

4   r2
 sin

4.82
  cos20

 

2
    (2.4) 

where r is the distance from the transmitting antenna. Considering that both 
receiving and transmitting antennas are placed at the same height (θ =   2) and 
oriented towards each other, the expected received power would be, in mW: 

Prx(r, , ) = 
Peir

4   r2
 sin

4.82  

2
 cos20

 

2
 
 
2

4  
 Gd   

2.04

r2
 cos20

 

2
 Gd     (2.5) 

 
 

2.3.2 Modelling ground reflections 

In order to obtain a high accuracy model of the energy harvesting capabilities of the 

system under analysis, reflections from the surrounding environment must also be 
taken into consideration. Since experimental measurements have been made in an 
enclosed environment as well as in open space, the influence of reflections from the 
ground as well as from walls and ceiling should be also included in the model. Due 

to the fact that the most important reflection is the one coming from the ground and 
because reflections from walls and ceiling have a small influence on the propagation 
of the signal we have chosen to use only the one ray (direct) and two ray (including 
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ground reflections) models. As experimental measurements have been performed 
on marble and asphalt surfaces we have chosen the electric permittivity of marble to 
be        in the GHz range and          for asphalt [66-68]. Figure 2.6 presents 

the two ray ground reflection model for transmitter and receiver at the same height 
from the ground (as in our experimental measurements). 

 
Figure 2.6 Two ray ground model 

where, E is the magnitude of the electric field (d – direct ray, i – incidence ray and r 
– reflected ray), h is the distance from the ground for both transmitter and receiver, 
  is the angle between the direct ray vector and the incidence ray vector and ψ is 
the incidence angle between the second ray and the ground plane (ψ =   2 – θ). 

When using the two ray ground model we must also take into consideration the 
vertical polarization reflection coefficient which we can determine using formula 2.6 
according to [62]: 

 
V
 = 

 r sin ψ - √ r- cos
2ψ

 r sin ψ + √ r-cos
2ψ

                (2.6) 

 

Figure 2.7 Reflection coefficient modulus for marble according to equation 2.6 
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We can observe from Figure 2.7 that we cannot neglect the reflection coefficient as 
it can influence the signal with 3dB over 20 degrees incidence, and even more for 

lower angles. For long distances (differences between the direct and reflected ray 
lengths is smaller than 10%) the received power can be calculated using the 
following formula according to [69]: 

Pr=Peir Gd  .
 

4   r
/
2

 |1+ 
V
 exp (j  )|

2
      (2.7) 

where Δφ in this case is not the azimuth but the phase difference between the 
direct and reflected rays and Gd is the receiving antenna (dipole) gain. 

An important aspect which is visible from Figure 2.6 is that when using the two ray 

model we should expect a difference in time of arrival and phase between the direct 
and reflected rays. The difference in phase is very important because it has either 

constructive (the two signals add for a difference in phase smaller than   2) or 
destructive (the two signals subtract for a difference in phase greater than   2). The 
differences in amplitude between the direct and reflected rays are due to the fact 
that there is a significant difference between the lengths of the two rays (greater 
than 5% from the length of the direct ray). Since in our case short distances are 
considered we must also take into account the attenuations of the signal. Therefore 

the received power can be determined using the following formula: 

Pr=Peir Gd .
 

4   r
/
2

 |1+ 
V
(ψ) cosp+1.37+1(ψ) exp  (j 

2  

 
 r 

1- cosψ

cosψ
)|
2

      (2.8) 

where: ψ = arctg (h r), h is the height at which the receiving antenna is placed and 

r is the distance between receiving and transmitting antennas (Figure 2.6). The 

cosp+1.37+1 (ψ) term accounts for the difference in magnitude between the two 

signals. Exponents p = 2.41 and 1.37 (Appendix C) account for the HPBW of the 

transmitting/receiving antennas while exponent 1 is due to the fact that the ratio of 
distances between the direct and reflected ray is cos (ψ) (from Figure 2.6 we can 

observe that cos(ψ)= 
rr

r
 ). The term r 

1- cos(ψ)

cos(ψ)
 represents the path difference between 

the direct and reflected rays which multiplied by 
2  

 
 accounts for the phase 

difference considering the wavelength of the signal. 

It is generally known in literature that the dipole (receiving) antenna has a HPBWver 

of 78° [69] and so we can determine its gain using the following formula [71]: 

Gdip( , )=Gd sin
2x1.37

( )         (2.9) 

Formula (2.8) only considers ground reflection, the strongest in our setup, however 
for a complete analytic model other four weaker reflections should also be included: 

from the ceiling, from front wall and from the two side walls. 
 
 

2.4 Proposed model validation 

In order to determine whether the proposed model can be used to efficiently 

estimate the harvesting capabilities of a RF energy harvester, several in field 
measurements were needed for comparison. In our case we have performed 
measurements in two different environments: a hallway (Figure 2.8 a) and a 
parking lot (Figure 2.8 b) as well as in an enclosed environment (Figure 2.10). 
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a.  b.  

Figure 2.8 a. Hallway measurement setup; b. Parking lot measurement setup 

The experimental setup (visible in Figure 2.8) consists of a laptop PC running a NI 
LabView application, described in section 2.2, which measures the voltage at the 
output of the P2110 energy harvester as well as the current from the ICMS. We 
have connected a resistive load of 5 kΩ at the output of the energy harvester. The 

value for the resistive load was chosen in such a way because the amount of energy 
available at the output should be enough to power a WSN node (a microcontroller 
board equipped with sensors and a 2.4 GHz wireless transmitter).  

The transmitter and receiving antennas have been placed at the same height of 
1.5m from the ground. The transmitter was initially placed at 2m in front of the 
receiver and was later moved in a line further from it with a step of 0.5m until the 
P2110 circuit was no longer able to harvest any energy. This behavior was noticed 

at a distance of approximately 10 meters for the hallway and 14 meters for the 
parking lot. The measurement results are available in Figure 2.9. 

As expected and in accordance with the Friis transmission equation [48] the average 
output power decreases with the square of the distance between the transmitter and 
receiver. An important aspect which can be observed is that, as expected, the 

environment plays an important role in the energy harvesting capabilities because a 
difference of up to 8 dBm exists between the amounts of energy the system can 

harvest in the two different environments. This difference is most likely due to the 
effects of reflection and absorption from walls, ceiling and floor in the hallway. After 
a distance of 10 meters however the energy harvester is unable to perform in the 
hallway while the experiments performed in open space show a behavior closer to 
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our expectations due to the fact that the environment has little effect on the 
receiving signal strength and only ground reflections intervene.  

 

Figure 2.9 In line measurement – average harvested power vs. distance 

Since in line measurements reflect only the harvesting capabilities on the main lobe 
of radiation, an analysis was necessary to determine what the harvested energy 
would be when the transmitter and receiver were not directly facing each other. 
That is why we have analyzed the amount of harvested power in an enclosed 
environment (a room) as can be seen in Figure. 2.10 a and 2.10 b. 

a.  b.  

Figure 2.10 a. Harvested power analysis setup; b. Spectral analysis setup 
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In this case two analyses were performed. One using the ICMS and the 
experimental setup, described in section 2.2.1, to determine the amount of 

harvested energy (Figure 2.10 a) and another analysis where the P2110 circuit was 
removed and the receiving dipole antenna was connected at the input of an Agilent 
N9320B RF Spectrum Analyzer (Figure 2.10 b) to determine the available energy at 
the input of the RF-DC converter. In each of the scenarios analysis the transmitter 
and receivers were placed distance of 1.5 meters from the ground. 

In order to create a map of the harvested and received energy, the transmitter was 
fixed on a wall while the experimental setup (respectively the spectrum analyzer) 

was placed on a mobile table. The tiles on the floor were used as distance markers 
and measurements were performed by moving the table in a matrix at each 

intersection of the tile beginning from 1 meter from the transmitter. The distance 
between two intersecting tiles was of 42.5 cm. As a result we have obtained a map 
with the available power at each point in the matrix. The maximum front distance 
we have measured was of 4.85 m and the maximum lateral distance was of 3.4 m. 

Measurement results were stored in “.csv” files and later used to create a power 

map available in Figure 2.11, which compares the amounts of harvested and 
received energy levels. 

We have also simulated the proposed model from section 2.3 using the Matlab 
simulation environment in order to determine the amount of expected power which 
can be obtained using both the one and two ray propagation models. The results are 
available in Figure 2.12 where they are compared with the ones obtained through in 

field analysis. 

 

Figure 2.11 Harvested vs. received power levels 
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Figure 2.12 Received vs. 2 ray vs. 1 ray power levels 

One can observe from the energy map (Figure 2.12) that there are little differences 
between the two simulation models (one and two rays). However the two ray model 
is the closest to reality and in terms of error we are situated in the 5 dBm maximum 

error range mainly at large distances and a 2.1 dBm standard deviation. 

 

Figure 2.13 Indoor harvested vs. received vs. modelled power, in line on maximum radiation 
direction 
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Figure 2.14 RF-DC converter efficiency vs. RFIN (dBm) [50] 

Figure 2.13 depicts the power levels for harvested and received energy and as 

expected there is a difference between the two because most likely due to the 
efficiency of the power harvester converter which can go as low as 1% or less for 
input levels below -12dBm according to the producer [50] (Figure 2.12 b). Since 
there is little insight provided by the manufacturer about the input circuit, it is 
difficult to obtain an accurate prediction for the harvested power at low levels. We 

can see from Figure 2.14 that the harvested power is lower than the received power 
due to the efficiency of the RF-DC and Boost converters circuit. During our 
experiments we have noticed that the measured efficiency of the circuit far exceeds 
the manufacturers’ specifications because at -20 dBm input power the efficiency of 
the circuit is still over 20% and not below 1% as specified in the datasheet. This 
behavior is most likely due to other unexpected RF fields existent in the 
environment in which the analysis was performed. 

 
 

2.5 Conclusions 

In this chapter we have described a method for analyzing the performance of RF 
energy harvesters. We have based our analysis on the Powercast P2110 harvester. 

We have provided a detailed description of how the analysis was performed in terms 
of hardware devices and mathematical background. 

In order to properly analyze the proposed device we have developed a 
measurement setup consisting of an inductive current measurement system which is 
capable of measuring currents down to the μA range and National Instruments USB 
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6251 data acquisition system which was used together with an interface developed 
in the NI LabView environment used for logging and analysis of the acquired 

parameters. 

Using wave and antenna theory we have proposed a mathematical model which can 
be used to simulate the performances of the RF harvester. The model is based on 
the one (direct) and two (with ground reflections) ray models. Using beam-shaped 
antenna patterns we have managed to predict the received power level within 2dBm 
dispersion in the 5 meters range of the radiation beam. Experiments performed in 
two different environments (indoor and outdoor) have shown differences in terms of 

harvested power for the two environments which come from variations of the 
received signal due to reflections. We have also noticed that below -10dBm input 

power level it becomes very difficult to predict harvested power as the operating 
limit (given in the datasheet of the device) is -11.5dBm. From this we have been 
able to conclude that the system under evaluation has 5 to 6 meters range in the 
main lobe of radiation. 
 

 

2.6 Contributions 

1. Design and development of an experimental setup for analyzing the 

performance of radio frequency energy harvesters 

 

2. Practical development of a low current measurement system 

 Circuit design proposal and practical implementation  

 Functionality validation through in field testing 

 NI LabView programming of calibration and measurement software 

 

3. NI LabView based programs for control, data acquisition, interpretation 

and logging for the experimental setup 

 

4. Mathematical model using the one and two ray reflection models for 

simulating the harvesting capabilities of RF energy harvesters 

 

5. Simulation and analysis of the proposed mathematical model in the 

Matlab environment 

 

6. In field performance analysis of the Powercast P2110–EVAL–01 RF 

energy harvester 

 

7. Validation of the proposed model through comparison of experimental 

results with the proposed mathematical simulated model 

 

BUPT



 

 
 

Chapter 3  
A graphical user interface for simulating WSNs 

 
 

3.1 Introduction 

In this chapter we describe a graphical user interface developed with the purpose of 
providing a stable and easy to use simulation environment for the work which will 
be presented Chapters 4 and 5. The work described in this chapter also represents 
the foundation for a network simulator that can be used to easily model the 
behavior of WSNs. 

There are currently several network simulators available for download over the 
internet which can be used to model the behavior of WSNs, each with their own 
advantages and disadvantages. We will briefly enumerate several of the most 
frequently used simulators and provide a brief description in accordance with survey 
studies available in literature [73, 74]: 

 NS-2 [75] – is one of the first and most used simulators as it was developed 

in 1989 targeting LAN networks but has since been extended for wireless 

support. It is based on the C++ programming language and due to its 

considerable existence it provides numerous protocols publicly available. 

 TOSSIM [76] – is a discrete event simulator developed at UC Berkeley with 

specific target to TinyOS applications such as the MICA Mote. It is based on 

the nesC language (a dialect of C) and provides high accuracy of the running 

application 

 GloMoSim [77] – provides a scalable environment for simulating both large 

wired and wireless networks it is based on a C language programming 

library called PARSEC (Parallel Simulation Environment for Complex 

Systems). It is however restricted to existing protocols for IP based 

networks. 

 Castalia [78] – Is a C++ based simulator which provides parametric 

definition of the network and can be used to simulate wide application 

specific network platforms. 

 (J)Prowler [79] – are event driven WSN simulators which provide both 

deterministic and probabilistic simulation modes. They are developed in the 

(Java) Matlab environments but like TOSSIM they are based on the 

protocols provided by TinyOS. 

All these simulators also dispose of a visualization tool which can be used to define 
network characteristics. Our purpose is also to provide visual characteristics to the 
proposed methods addressing WSNs as an alternative simulation environment which 

can be easily adapted and modified to suite user requirements. 
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3.2 Description of the proposed visualization tool for WSNs 

Since most of our simulations have been performed in the Matlab environment, the 
visualization tool has also been developed in the same environment. A graphical 
representation of the main window of the application is available in Figure 3.1. 

 

Figure 3.1 Proposed visualization tool for modeling WSN behavior 

The primary features of the main window can be divided in two categories: 

 Network and simulation dependent parameters (available on the left side of 

visualization tool). 

 A graphical window that depicts the motion of sensor nodes but which can 

also be used to illustrate various statistical measurements of the simulation 

scenario. 

Before we begin explaining the functionalities of the above categories we will explain 

the usage of the two buttons that are available on the lower left side of the tool: 

 Start Button – By pressing this button after the network and node 

properties have been defined the network will begin to function dependent 

on the characteristics of the simulated network (if only static nodes are used 

then the protocols described in Chapter 4 are used; if only nodes with 

mobile characteristics are defined then the work presented in Chapter 5 will 

be used). 

 Stop Button – Pressing this button will simply close the visualization tool. 
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3.2.1 Network and simulation dependent parameters 

The main features of the graphical user interface that we have developed are 
represented by the three tabs available on the left side of the simulator which allow 
the user to define various network and node parameters. The functionality of the 
three tabs is as follows. 

The Network Properties (visible in detail in Figure 3.2) tab allows the user to set 

various parameters such as: 

 Network size which is expressed in meters and represents the size of the 

observation area. It must be noted that for the developed simulator the OA 

is of square shape (initially set to 100x100 meters). 

 The Number of nodes in the network can be easily modified by writing the 

desired value in the corresponding field (initially set to 1). 

 After these two parameters have been modified, the user can then begin to 

place nodes in the OA by pressing the Draw button. 

 If the user wishes to simulate a network with mobile nodes he will have to 

define various points of a node path. The simulator then updates the path 

correspondingly in accordance with the Interpolation type chosen by the 

user which can be either Linear or Spline. 

 Another parameter available for mobile nodes is that of Path type. Here the 

user can chose whether the path take by the node is closed or open. 

Examples of paths open and closed with linear or spline interpolation are 

available in Figure 3.1. The upper two paths have been defined using spline 

interpolation while the lower using linear. Also the paths on the left side 

have been chosen as closed while the ones on the right as closed. 

 The Show Paths button allows the user to either hide or show the paths 

that each sensor node moves on once the simulation has started. 
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Figure 3.2 Network properties tab 

After having defined the observation area characteristics the user can define 
individual node parameters available in the Node Properties tab available in Figure 
3.3. It must be noted that a modifications of the Interpolation type and of the 
Path type as well as of any parameters available in the Node Properties tab will 
affect the node in cause which is currently being drawn.  

The parameters available in the Node Properties tab are as follows: 

 The current available in the battery that powers the sensor node. 

 The voltage of each battery. 

 The number of batteries used by the node. 

 The speed at which the node travels in case mobility is desired. 

 The period at which the node must send or act upon the environment. 

 The hardware characteristics of the node. 
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Figure 3.3 Node properties tab 

When considering hardware consumption, the user can select to use either the 
Memsic node energy consumption model (available in Table 5-3) or can select to 
define their own model by clicking on the “New …” option provided by the Node 
type field as can be observed from Figure 3.4. 

 

Figure 3.4 New node type 

 y clicking on the “New …” option a popup will appear like the one visible in Figure 

3.5 in which the user can define the hardware characteristics of the new node type 
to be used in the network. 
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Figure 3.5 Node hardware consumption pop-up 

It must be noted that by defining a new node type all nodes from that point on will 

use those characteristics unless a new model is defined or the IRIS node 
characteristics are selected again. This feature allows the simulation to perform for 

WSNs that have nodes with heterogeneous characteristics. 

The Statistics tab is designed strictly for analyzing the performance of the WSN 
under simulation as it provides access to various statistic information regarding the 
overall behavior of the network and that of individual nodes. A detailed 
representation of the Statistics tab is available in Figure 3.6. 
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Figure 3.6 Statistics tab 

As previously mentioned the Statistics tab is comprised of two fields: 

 Overall Statistics – provides information regarding the overall behavior of 

the simulation scenario in terms of: 

o Energy used for: 

 Transmitting packets 

 Receiving packets 

 Forwarding packets 

o Packets throughout the network: 

 Sent 

 Failed to receive 

 Sent directly to BS 

 Node Statistics – provides information regarding any of the nodes present 

in the simulation in terms of: 

o Energy: 

 Remaining 

 Used to send packets 

 Used to receive packets 
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o Packets: 

 Sent 

 From others 

 Sent directly to the BS 

 Failed to receive 

o Actions performed (as specified in Chapter 4.3): 

 Sleep 

 Route 

 Acquire 

 Acquire and route 

 All actions 

By imputing a number in the Node Id field the user can select which node he 
wishes the simulator to show statistics about. 

All statistical information that the user wishes to see will be visible in the graphical 
window present on the right side of the simulator. 

There are two buttons also available: 

 Pause – allows the user to pause the simulation in order to perform 

analysis of the statistical information. 

 Save Figure – allows the user to save the image from the graphical window 

in a “.bmp” format. Upon pressing this button the simulation environment 

will also generate a “.csv” file of the statistical data being plotted with the 

following file name “StatisticsName_YY_MM_DD-MM-SS.csv”. Where 

StatisticsName represents the name of the statistical data being saved 

(e.g. Node2EnergyRemainig) and YY_MM_DD-MM-SS are indicators of the 

date and time at which the file was saved (e.g. 13_01_14-12-00). 

 
 

3.2.2 Functionality of the graphical window 

The graphical window visible on the right side of the simulation tool has several 

purposes. The first and most important purpose is that it allows the user to define 
the network topology. After having modified the network parameters as desired 
(from the Network Properties and Node Properties tabs) the user can then 
define the position of each node within the observation area by clicking on the 
graphical window. For example, if the user wants to define a static node he will do 
this simply by left clicking on the graphical window at the desired position and then 

right clicking to release the node. If the user wants to draw a mobile node he will do 
this by left clicking on the window at different positions throughout the observation 

area. When he has finished a right click will release the node and the simulator will 
update the node path defined by the points which the user has inputted on the 
window based on the desired characteristics of the path (chosen Interpolation 
type between points and Path type: closed or open). Examples of the five types of 
nodes accepted by the simulator are visible in the graphical window shown in Figure 

3.1. 
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The second important functionality provided by the graphical window is that of 
showing statistical information as selected by the user according to the description 

of the Statistics tab previously described. An example of how the graphical window 
looks like when selecting to view the statistical information about all the actions 
executed by node 1 at a random period in time is available in Figure 3.7. 

 

Figure 3.7 Statistics about all the actions executed by node 1 

 

3.3 Conclusions 

In this chapter we have presented a visualization tool which can be used to model 
the behavior of WSNs and we have described the individual characteristics of the 
features available by using the tool. The visualization tool gives the user freedom to 

define specific characteristics of the simulated network such as size, number of 
nodes as well as node hardware characteristics. The ability to configure individual 
parameters of the network and of sensor nodes is a useful tool which allows the 
simulation of both homogeneous and heterogeneous WSNs. The aspect of giving the 
user the possibility to define specific hardware characteristics of nodes is of great 
importance as it allows for a more precise model of the network behavior.  

Another quality of the developed simulation environment is that it supports both 
static and mobile nodes. The topology of the nodes within the observation area must 
however be defined by the user and we have yet to implement a load mechanism 
which would allow for simulation of a previously defined scenario rather than 
restricting the user to define its own.  

The visualization tool also provides another distinctive feature in the sense is that it 
allows the user to monitor statistic information about the evolution of the simulated 
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scenario regarding both overall and individual node statistics. The simulation can 
also be paused for a more thorough analysis of statistical data which can also be 

saved in files of .bmp format for later use. 

The main purpose of this application is that of providing the user easy access to the 
work described in Chapters 4 and 5 but also to provide a modular simulation 
environment which can be easily adapted to any protocol defined by the user. We 
intend to make the work available online for free access to all those interested in the 
field of WSNs. 
 

 

3.4 Contributions 

 Development of a graphical user interface for simulating the 
behavior of WSNs which provides several distinctive features: 
 

o Allows the simulation of both static and mobile sensor networks 
 

o Makes use of an existing node energy consumption model 
which can be easily changed to suite application needs 
 

o High degree of heterogeneity considering individual node 

characteristics (both hardware and mobility wise) 
 

o Uses a real path loss model obtained through environmental 
measurements 
 

o Statistical analysis of various network parameters 

 

 Can be easily modified to suite the development of new protocols 
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Chapter 4  
Efficient clustering techniques for static WSNs 

 
 

4.1 Introduction 

As previously stated in Chapter 1, one of the methods used to obtain efficient 
energy consumption at both the node and network level is through clustering. By 
organizing the network into clusters of nodes and appointing local cluster heads that 
govern communication, impose local scheduling and perform data aggregation, 
correlation and fusion the overall QoS of the network can be significantly increased.  

The basic idea behind clustering is to appoint certain nodes within the network 
specific tasks in order to distribute the overall workload of the network with the 
purpose of extending the lifetime of nodes. 

One of the pioneer protocols developed for WSNs that addresses clustering is the 
Low Energy Adaptive Clustering Hierarchy protocol proposed by Heinzelman et al 
[26] and described in detail in Chapter 1. Briefly, LEACH is a round (period of time 
defined a priori) based protocol in which all nodes can play the role of CH at some 

point in time by means of comparison between a randomly generated number and a 
threshold value calculated based on a suggested percentage of CHs. Once a node 
has been appointed the task of CH it cannot be reelected for a pre-defined period of 

time for this task. 

A major advantage of such a clustering strategy is that the overall workload of the 
network is uniformly distributed among all network nodes which translate in 

extended lifetime capabilities. 

There are however several issues when considering this technique, such as: 

 The parameters used by the authors of LEACH in their simulations are 

limited to transceiver electronics (Table 4-1) but do not consider other 

sources of energy consumption such as the microcontroller, data acquisition, 

logging etc. which means that they do not reflect the reality of a WSN node. 

All nodes were considered to have 0.5 J of available initial energy. 

Table 4-1 LEACH [26] Radio characteristic parameters 

Operation Energy dissipated 

Transmitter electronics 50 nJ/bit 

Receiver electronics 50 nJ/bit 

Transmit amplifier 100 pJ/bit/m2 
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 Randomly electing CHs as indicated in LEACH will lead to areas overcrowded 

with CHs while leaving other areas unattended. A solution to this downside 

was later proposed by Hansen et al. [80] (MSD) and improved by Chalak et 

al. [81] (IMSD). Both solutions propose that a minimum separation distance 

(MSD) should exist between the CHs. Their simulations were based on a 

centralized variant of LEACH (LEACH-C [82]) which assumes that the BS 

governs the election of CHs and can communicate to all nodes within the 

network. Also their simulation parameters were restricted to a 100x100 

meter network with 20/50/100/200/350/500 number of nodes. Through 

their simulations the authors claim to have obtained an 80% in increase in 

the number of packets that reach the BS. 

 Attending CHs are elected by nodes using the highest RSSI (closeness) 

criterion which is known to be a bad indicator of link quality [83]. 

In this chapter we propose and describe a new method for electing CHs which 
considers among other issues a minimum distance between CHs. We also propose a 

method for non-cluster head nodes to elect attending CHs. Both methods have been 
validated through simulations in the Matlab environment and the results are also 
presented. Since comparison was made with the LEACH based IMSD protocol the 
same energy model as used by the authors of LEACH was used. 

 
 

4.2 A new method for cluster head election 

Before we begin to explain the proposed CH election method we present a brief 

introduction into what a centralized control approach for WSNs implies.  

In a centralized approach, such as in LEACH-C, cluster head election is performed by 
the BS which informs all nodes about the elected CHs for the current round. In 
return all nodes inform the BS about their position and energy status each round, 

information which the BS uses to determine nodes eligible for becoming CHs. Only 
nodes with energy level above the network average are eligible for being elected as 
CHs for that round. 

We consider that using a centralized approach can have several disadvantages, such 
as: 

 All nodes must be within communication range with the BS 

 If not all nodes can directly communicate with the BS their energy and 

position information must be forwarded through CHs which induces further 

strain on these nodes 

 Sending position and energy information each round increases 

communication overhead and latency 

 If nodes are added to the network outside the communication range with 

the BS, scalability becomes a problem 

Having in view all these issues we consider that a local approach may be best suited 
because the energy consuming task of sending messages at the beginning of each 

round can be replaced with local computations which reduce overhead and latency. 
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Also a local approach allow for scalability in situations where the network is spread 
on larger areas that extend over the communication range of nodes with the BS. 

As opposed to LEACH-C, the MSD and IMSD enhancements randomly elect CHs 
considering that there is a minimum (a priori known) distance between them. If the 
desired number of CHs cannot be obtained, random nodes are chosen from the 
remaining eligible ones (MSD), or the improved version where the minimum 
separation distance is reduced and the algorithm is run all over again until the 
desired number of CHs is obtained (IMSD). After election the BS informs the nodes 
about their new status and clusters are formed. Until the next round when the 

process is repeated the network performs the same as LEACH. 

We have performed simulations in the Matlab environment of the two enhancements 
to LEACH-C, MSD and IMSD according to the authors’ specifications and we have 
noticed the following: 

 The desired number of CHs is constantly maintained 

 In IMSD the CHs are more evenly spread throughout the OA 

 Due to the selection algorithm of the CHs all network nodes have equal 

possibilities of becoming CHs 

 The vast majority of nodes deplete their energy at about the same time 

Following our simulations of the LEACH, LEACH-C, MSD and IMSD protocols we have 
come to the conclusion that simply rotating the task of CHs between sensor nodes 

may not necessarily be the best approach and that CHs should also be elected on 
other criterions such as the number of neighboring nodes in the area defined by the 
separation distance (or communication range) and also considering the expected 
payload of the packet to be sent with respect to the maximum allowed.  

 
 

4.2.1 Proposed algorithm 

In order to determine what the impact would be in considering other criterions in 
the election of CHs we have developed an extension to LEACH which we have 
entitled Adaptive Separation Distance and Load Distribution (LEACH-ASDLD) [84] 
which is further described. The proposed algorithm, being based on LEACH, is also 

round based and its communication is structured on 3 layers:  

 Layer 1 represents a neighborhood reconnaissance procedure 

 Layer 2 is reserved for sensing and data gathering  

 Layer 3 is for to inter cluster head and CH to BS communication 

For our simulations of the proposed algorithm we have made the following 

assumptions about the network model [84]: 

 The network consists of 100 nodes randomly deployed. 

 The size of the OA was varied from 50x50m to 200x200m with a step of 

25x25m.We assume that some knowledge of the observation area size is 

previously known (same concept as in MSD/IMSD). 

 All nodes have the same battery power as well as the same hardware and 

software architecture and their communication distance is of 100 meters. 
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 Energy consumption constraints are those of LEACH (Table 4.1). 

 Environmental noise and communication errors are not considered. 

 Network nodes are synchronized (e.g. using an RT Clock). 

Based on these assumptions we will next provide a more detailed description about 
the proposed algorithm which can be divided into 4 stages [84]: 

Neighborhood reconnaissance – during this stage nodes inform their neighbors 
about their position (if a location device exists) or simply send a dummy message 

and neighbors can calculate the distance to the sender node using the RSSI 
indicator. Communication is performed in a TDMA fashion and only during the first 

round (briefly upon network deployment) after which this time window is reserved 
for advertisements (performed by newly added nodes which inform about their 
presence or by nodes which have depleted their energy which inform about their 
future absence from the network). 

 Cluster set-up phase – since the size of the observation area is generally known 
the separation distance will actually define the number of clusters that will be 
formed each round. For a desired number of N clusters the separation distance can 
be calculated using the following formula [84]: 

SD=√
L
2

N
            (3.1) 

where the OA is considered a square of size LxL, and SD is the separation distance 
resulting from fitting N squares into the OA. 

Since each node also knows its sensor hardware and what it is measuring it will of 
course know the size of the packet to be sent and can calculate the ration between 

the expected packet size and the maximum allowed by the IEEE Standard 802.15.4 
[12] which is of 127 bytes. With this information and the one obtained from stages 

1 and 2 all nodes can calculate a threshold value using the following formula [84]: 

Th = .
Er

E0
/ .1-

NSD

NR
/ .1-

Pcrt

Pmax
/              (3.2) 

where Er is the remaining energy, E0 is the initial energy, NSD represents the 

number of nodes in the separation distance, NR the number of nodes in the 

communication range, Pcrt is the current payload and Pmax is the maximum payload. 

In order to determine the CHs, each round all nodes will calculate the threshold 
value using formula 3.2 and set a timer according to the value. The node with the 
smallest timer value will advertise itself as CH, as long as there are no other 
advertised CHs closer than the separation distance. This procedure is performed 
until the entire OA is covered and there are no eligible nodes left. 

By electing CHs in this manner the opposite behavior of LEACH will happen in the 

sense that even though all nodes are eligible for becoming CHs, nodes with a larger 
number of neighbors in the SD have the highest probability. This actually means 
that, unlike LEACH which uniformly distributes the task of CH among all nodes to 
evenly distribute energy consumption, in our case, nodes in key places will be more 
stressed as they will perform the task of CH more often. 
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Stages 3 and 4, Inter cluster communication and The steady-state (data 
transmission) phases are performed as indicated by the LEACH algorithm (Chapter 

1). 
 
 

4.2.2 Simulation analysis of the proposed CH election method 

In order to determine the impact of the proposed algorithm on the network 

parameters such as lifetime and message delivery, we have performed simulations 
in the Matlab environment which we will further describe. 

I. Network lifetime 

To determine the impact of the proposed algorithm in terms of network lifetime and 
compare them to IMSD we have performed simulations on randomly distributed 
networks of 100 nodes over observation areas with different sizes ranging from 
50x50 meters to 200x200 meters with a variation of 25x25 meters. The results of 
our simulations can be observed in Figure 4.1. 

 

Figure 4.1 Half nodes die (proposed algorithm) vs. last node dies (IMSD) [84] 

When comparing several algorithms in terms of network lifetime there are several 
metrics generally used in literature when addressing WSNs and these are [26]: 

 First Node Dies (FND) metric compares algorithms considering the time at 

which the first node has remained without energy. 

 Half Node Dies (HND) metric compares algorithms based on the time at 

which half of the nodes have remained without energy. 

 Last Node Dies (LND) metric compares algorithms having in view the time at 

which all nodes have depleted their energy resources. Among the three, this 

metric is actually the most used in literature studies. 
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When comparing the proposed algorithm with IMSD from the point of view of the 
FND metric, our proposed solution is outperformed by IMSD, behavior which is 

actually expected, because as previously mentioned, our solution stresses nodes in 
key places (where there is a higher density of nodes in the SD). If we however 
consider the HND metric (visible in Figure 4.1), when half of the nodes deplete their 
energy using the proposed algorithm while in using IMSD all nodes in the network 
have already consumed their energy resources. This actually makes comparing with 
the LND metric futile. From these results we can draw the conclusion that electing 
CHs in the proposed manner provides extended monitoring capabilities of the WSN 

over the OA. 

There is however a peculiar behavior which can be observed from Figure 4.1 and 

which needs further explanations. Contrary to initial expectations, with the increase 
of network OA one would expect that the HND metric would decrease. Behavior 
noticed only after the OA size exceeds 100 meters. This behavior is related with the 
size of the OA and with the network model, specifically with the communication 
distance of nodes which is of 100 meters. This actually means that more messages 

are sent directly to the BS instead of to locally elected CHs (which are thus relieved 
of the energy consuming task of receiving messages and performing data 
aggregation and fusion). This behavior ceases to exist as the observation area size 
exceeds the communication distance. 

II. Message delivery 

The impact of the proposed algorithm on the overall message delivery throughout 
the network was tested also through simulation in several different scenarios which 
will be further described. 

a) Different network sizes 

To determine how the proposed algorithm would influence the overall message 
delivery we have performed simulations on randomly deployed WSNs over square 

areas of different sizes ranging from 50x50 meters to 200x200 meters with a 
variation of 25x25 meters. The size of the transmitted packet for all nodes was 
considered fixed (200bits) and each node sent a total of 20 packets each round. The 
number of CHs per round was also fixed and set to 10. The results of the performed 
simulations are available in Table 4-2 and can also be seen in Figure 4.2. 

Table 4-2 Message delivery increase [%] with network size compared to IMSD 

Size of the operation area [meters] Message delivery increase [%] 

50x50 15.68 

75x75 14.27 

100x100 12.50 

125x125 9.02 

150x150 7.22 

175x175 4.14 

200x200 3.99 
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Figure 4.2 Number of packets sent for different network sizes (proposed vs. IMSD) 
[84] 

Throughout our simulations we have observed that there is an increase in overall 
packets sent throughout then network depending on the size of the OA. This 
increase ranges from 15% for the 50x50 meters network and goes down to 4% for 

the 200x200 meters network. This behavior is actually expected because there 
should be a tight correlation between the number of nodes in the network, the size 
of the OA and the communication range. If this correlation is not considered, 
increasing the OA will lead to the point where the WSN exceeds the saturation point 
and is no longer able to perform communication because the distances between 
nodes become too large with respect to the number of nodes in the network and the 
communication distance. 

b) Different number of CHs 

An important topic in the field of hierarchical WSNs is electing the right number of 

CHs. This aspect is in tight correlation with the desired application, network spread 
pattern and the number of nodes distributed in the observation area. In this paper 
we have not addressed the issue of determining the optimum number of CHs but we 
have performed simulations with different number of CHs in order to determine the 
impact on the overall packet delivery throughout the network for the proposed 

algorithm. We have considered in our simulations a network consisting of 100 nodes 
randomly spread over an OA of 100x100 meters size and the number of CHs was 

varied between 3 and 10. The results can be seen in Figure 4.3. 
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Figure 4.3 Number of packets sent for different number of CHs (proposed vs. IMSD) [84] 

As can be seen from Figure 4.3 both algorithms have the highest number of 
delivered packets when the number of CHs is 3, where our proposed algorithm 
shows only a small improvement of 2%. This behavior is actually expected because 

the target of both algorithms is to provide network optimizations through clustering. 
If the number of CHs tends to 0 or to the number of nodes in the network the two 

will perform the same. A numerical representation in percentage of the differences 
between the two algorithms in terms of overall packets sent per number of CHs is 
also presented in Table 4-3. 

Table 4-3 Message delivery increase [%] for different number of CHs compared to IMSD 

Number of CHs Message delivery increase [%] 

3 2.01 

4 3.79 

5 4.72 

6 3.70 

7 4.52 

8 5.48 

9 6.41 

10 7.88 

As the number of CHs is increased the percentage of received messages by using 
the proposed algorithm also increases with a maximum of 7.8% for 10 CHs. 
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c) Different packet sizes 

Since the proposed algorithm also considers the size of the packet to be sent, we 
have performed simulations which take into account the presence of an event in the 

network which would trigger an increase in the amount of communicated data. To 
simulate the event we have spread the OA into 4 quadrants (same as in the 2 D 
cartesian coordinate system) and for a specified number of rounds (we have chosen 
300), the size of the packet will be increased from 200 bits/packet with a specified 
percentage (25, 50, 75 and 100) in quadrant 2 and then in quadrant 4. The size of 

the OA was considered of 100x100 meters with 100 nodes randomly spread 
throughout the area. When comparing the two algorithms we have noticed that 

when increasing the packet size, due to the election method of electing CHs of the 
IMSD the area in which the event takes place is left without CH (because nodes in 
those areas consume more energy/packet sent) which is not the case in our 
proposed algorithm. We have also noticed through simulations that by reducing the 
SD in areas where an event takes place there is an increase in the overall packet 
transmission. Through experimental tryouts we have obtained the best results by 
reducing the SD for the nodes in the area where the event takes place by 7 [%] / 

50 bit extra / packet. The results are displayed in Figure 4.5. 

 

Figure 4.4 Number of packets sent for different packet sizes (proposed vs. IMSD) [84] 

Table 4-4 Message delivery increase [%] for different packet sizes compared to IMSD 

Packet size [bits] Message delivery increase [%] 

200 8.61 

250 5.01 

300 4.15 

350 3.66 

400 2.75 
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Our results show an increase in packet delivery that ranges from 8% for the 250 
bits packet size to 3% for the 400 bits packet size when comparing the two 

algorithms (detailed results are available in Table 4-4). 
 
 

4.3 A new method for electing attending CHs 

There are usually several metrics used in routing protocols to assess the link quality 

between two communicating nodes which we will briefly describe: 

 Assessing the RSSI [85] – is the most used method for WSNs as it can be 

easily implemented for nodes with limited power and it induces very little 

communication overhead. 

 Per-hop round trip time (RTT) [86] – is used for measuring the round 

trip delay of packets between neighboring nodes. This metric however does 

not provide information about the lossy characteristics of a link but it helps 

reduce delay and channel contention. 

 Per-hop Packet Pair Delay (PktPair) [87] – is usually applied in wired 

networks to measure the delay between a pair of back-to-back probe 

packets to a neighboring node. It is a useful technique to assess link quality 

in terms of retransmissions and bandwidth availability. 

 Expected Transmission Count (ETX) [88] – estimates the number of 

retransmissions needed to send packets by measuring the loss rate between 

a pair of nodes. To calculate the loss rate, each node sends a packet every 

second that contains the count of packets received from each neighboring 

node in the last ten seconds and thus all nodes that receive this message 

can estimate the link loss. 

In hierarchical routing protocols CHs are elected by nodes that wish to attend to a 
cluster usually using the closeness criterion. The distance to a CH is either known a 
priori or determined in field either by being broadcast by the CH (nodes can 
broadcast their position if they are equipped with a position detection device such as 

a GPS) or it can be calculated as a function of the RSSI as in LEACH [26]. 

Whatever the chosen methods neither of them provide a good link quality indicator 
[83] meaning that no prior knowledge is available about the characteristics of the 
link in terms of possible communication faults. This fact is due to the tight 
correlation between the lossy features of a link and the characteristics of the 
environment in which the network is used. 

Throughout literature there exist several studies which have been performed by 
researchers that evaluate the lossy characteristics of links with the purpose of 

creating a link model which can be used for estimating the features of a link. An 
example of such a research is that performed by Ganesan et al. [89] which have 
deployed 180 nodes in an unobstructed parking lot with the purpose of determining 
the loss and asymmetry of packet reception at the link and MAC layers. Another 
example of a more comprehensive study is that performed by Zhao and Govindan 

[90] on a test bed of 60 linearly deployed in a hallway of a building, a state park 
and in an unobstructed parking lot. Their analysis of the environmental data has 
shown a variation of packet loss with distance and with time indicating the presence 
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of what the authors refer to as a “grey area” [90] (an interval of packet loss 
variation with distance and time). 

All these studies were performed with the purpose of determining whether LQ can 
be somehow anticipated. Even though the main purpose of the studies was not 
accomplished an important feature can be noticed, specifically from the latter, more 
extensive of the studies mentioned, which is the fact that for a given link the packet 
loss varies constantly in an interval (most likely tightly correlated with 
environmental characteristics in which the experiments have been performed). 

In order to determine whether a new approach can be adopted which would allow 

for a more efficient CH election we propose that during the initial reconnaissance 

procedure explained in the previous subchapter, each node must also send a 
predefined number of packets (we have considered 1000) in a TDMA fashion. The 
packets should contain an index (from 1 to 1000 in this case) and they should also 
be the size of the expected packet to be transmitted throughout the network 
lifetime. 

Using this approach, at the end of the reconnaissance procedure each, node will be 

able to calculate the percentage of failed received packets from neighbors which can 
then be used as a LQI in electing the appropriate CH. 

To test the proposed scheme we have performed in field measurements to obtain a 
packet loss model for a certain environment. We have used the results in our 
simulations to determine the impact of the proposed scheme on several network 
parameters such as lifetime, overall failed received packets and energy dissipated 

through unsuccessful packet delivery. 

In the following subchapters we describe the experimental setup used for in field 
measurements as well as the simulations performed and the impact of the proposed 

CH election method. Since we have performed our simulations on the LEACH 
protocol we have entitled our CH election method LEACH-PLC (or LEACH with Packet 
Loss Consideration [91]) 
 

 

4.3.1 Description of the experimental setup 

Several tests have been performed using the MEMSIC IRIS [92] WSN with the 
purpose of obtaining a packet loss model based on a realistic situation. The MEMSIC 
sensor network used consists of 10 IRIS nodes and each node is equipped with a 

7.37 MHz Atmega 1281 processor with 128 kB flash, 4 kB EEPROM and 8KB RAM, a 
low power O-QFSK 2400 GHz radio transceiver (AT86RF230) with 100 meters 
maximum communication distance and sensors for temperature, humidity, 
barometric pressure, acceleration and ambient light sensing. Also, each node is 
driven by the TinyOS [93] operating system which also supports error correction 
and detection. 

Our tests have been performed in an open environment as can be seen from Figure 
4.5 by placing the BS in a fixed position and the 10 nodes in a straight line 10 
meters apart from each other (the sensor nodes are too small to be visible in Figure 
4.5 but the position of three of them was marked with red dots). 
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Figure 4.5 Measurement location (several node positions with white) [91] 

Each node was programmed to communicate sensor data of approximately 200 
bits/packet every 10 seconds to the base station. The experiment was stopped when 
1000 packets were received from each node. Under the same conditions the 
experiment was repeated two more times in the same environment with the nodes 
placed at the same positions. Using the MEMSIC MoteView (Appendix D) data 

analysis program we were able to analyze the health packets sent by each node and 
determine the packet loss for each link to the BS. Results are shown in Figure 4.6. 

 

Figure 4.6 Packet loss between each node and the base station [91] 
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In accordance with the experiments described by the authors of [89] and [90] we 
have also noticed that packet loss varies for each link between a given interval 

(referred to as a “grey zone” by Zhao and Govindan [90]). This variation is specific 
to the environment and increases with distance in the sense that nodes closer to the 
BS experience packet loss variation between 0 and 2% while the last node between 
40 and 60%. The results were validated by experiments performed in the following 
two days which showed a minor discrepancy of only 1% from the results obtained in 
the first day. 

The resulting loss model was stored in the form of a look up table and used in the 

simulations of LEACH [26] to determine the impact of choosing attending CHs based 
on the link quality obtained through the reconnaissance procedure. The simulation 

results are presented in the following subchapter. 
 
 

4.3.2 Analysis of the proposed method for election of 

attending CHs 

In order to determine the impact of electing attending CHs based on the link quality 
indicator we have considered that all nodes within the environment are subject to 
the same packet loss as detected through our experimental results. The results of 

our measurements can be seen in Table 4-5. 

Table 4-5 Detected packet loss variation with distance [91] 

Distance[m] Min[%] Max[%] Average[%] 

10 0 2 0.57 

20 0 4.59 1.19 

30 0 3.75 0.72 

40 1.38 7.14 3.73 

50 2.09 20.37 8.60 

60 2.54 10.18 4.52 

70 1.86 10 4.29 

80 2.77 30 14.13 

90 5.90 30.95 16.08 

100 23.33 60.74 47.89 

All nodes within the network were set to elect attending CHs based on the smallest 
average packet loss and not based on the RSSI metric. In terms of packets sent we 

have considered that all nodes must send during each round a total of 20 packets, 
each 200 bits long.  

The measured packet loss variation was also considered in our simulations to 
account for failed received packets and to provide a more realistic simulation 

environment. Simulations were performed in the Matlab environment on networks 
with 100 nodes placed in observation areas of dimensions ranging from 50x50 
meters to 150x150 meters with a variation step of 25x25 meters. We have analyzed 
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the results of using the proposed election method and compared them with those of 
LEACH in terms of network lifetime, packet throughput and energy dissipated due to 

unsuccessful packet delivery, results which we will further present. 

I. Network lifetime 

From our simulation results we have observed that using the proposed method for 
electing the attending CHs results in an increase in network lifetime that ranges 
from 40% for the 50x50 network size to 17% for the 150x150 meters network 
considering the LND metric (most often used in literature). The results can also be 
seen in Table 4-6 for all 3 metrics.  

Table 4-6 Comparison between network lifetime for the two algorithms 

Network size Metric LEACH LEACH-PLC Increase [%] 

 
FND 732 150 0 

50x50m HND 1247 1960 57.2 

 
LND 1620 2270 40.1 

 
FND 812 183 0 

75x75m HND 1260 1739 38.0 

 
LND 1680 2180 29.8 

 
FND 749 137 0 

100x100m HND 1217 1418 16.5 

 
LND 1548 2103 35.9 

 
FND 820 98 0 

125x125m HND 1380 1491 8.0 

 
LND 1377 1787 29.8 

 
FND 750 91 0 

150x150m HND 1100 1044 0 

 
LND 1289 1510 17.1 

It can be observed from Table 4-6 that using the link quality indicator as a metric 
for electing the attending CHs does not have a significant impact on how nodes 

remain without energy using the FND metric (issue also discussed in the previous 
subchapter). It can also be observed that the two solutions tend to the same 
behavior in terms of how nodes remain without energy as the size of the OA 
increases. This comes to consolidate the conclusion drawn in the previous 

subchapter that there should be a tight correlation between the size of the OA, the 
number of nodes and the communication distance.  

A graphical comparative representation of how nodes remain without energy using 

the two solutions is available in Figure 4.7 (for the 100x100 meter observation area 
size). 
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Figure 4.7 Comparison between the number of alive nodes [91] 

II. Network throughput 

The significance of the proposed method to elect attending CHs can be also 
determined by analyzing network throughput (by throughput we refer to the 
average rate of successful packets delivered which will be represented in packets 
per round). The results of our simulations can be observed in Figure 4.8 which 

compares the overall network throughput between LEACH and the proposed method 
[91].  

 

Figure 4.8 Comparison of network throughput for different OA sizes [91] 
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As can be observed from Figure 4.8 the throughput of the proposed election scheme 
is considerably larger than that of LEACH due to the fact that there are fewer 

packets lost each round. Results in terms of packet increase between the two 
algorithms under test are also available in Table 4-7. 

Table 4-7 Increase in packet throughput of the proposed scheme compared to LEACH 

Network size [m] Increase in throughput [%] 

50x50 43.20 

75x75 30.69 

100x100 14.48 

125x125 6.47 

150x150 3.06 

It can be seen that electing the attending CHs considering the link quality calculated 
as proposed can significantly increase the overall packet throughput of the network. 
The greatest increase detected was for the smallest network size and it is of 43 %. 
As expected increasing the size of the OA will reduce the differences between the 
two algorithms. 

I. Energy wasted due to packet loss 

Another aspect which we have considered of great importance and worth studying 

was the impact of the proposed election scheme on the energy dissipated due to 
unsuccessful packet delivery both at the network and node levels. Figure 4.9 depicts 
a comparison between LEACH and the proposed method in terms of energy 

dissipated by individual nodes for the 100x100 meters network size. 

 

Figure 4.9 Energy dissipated by each node due to unsuccessful packet delivery [91] 
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It can be observed from Figure 4.9 that using the proposed method individual nodes 
will waste approximately three times less energy as compared to LEACH. We have 

also calculated the overall energy dissipated throughout the network for each size of 
the OA. A graphical representation of the average energy dissipated each round is 
shown Figure 4.10. 

 

Figure 4.10 Average energy lost due to unsuccessful packet delivery for different OA sizes [91] 

Figure 4.10 shows that significant improvements can be obtained using the 
proposed election method. Another important aspect which can be observed is that 
the energy dissipated by using LEACH can reach up to 30% of a nodes’ initial energy 
resources (which are of 0.5 J as specified in the network model [26]). The numerical 

results are available in Table 4-8 where each value is expressed in Joule. 

Table 4-8 Average energy dissipated due to unsuccessful packet delivery for different OA sizes 

Network size LEACH [J] LEACH-PLC [J] 

50x50 0.0171 0.0138 

75x75 0.0463 0.0198 

100x100 0.0491 0.0227 

125x125 0.0748 0.0247 

150x150 0.0997 0.0283 

It can also be noted that using PLC the overall energy dissipated through 
unsuccessful packet delivery varies little with the increase in OA size and reaches a 
maximum of 8% for the 150x150 meters network. 
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4.4 Conclusions 

In this chapter we have addressed issues of energy efficient clustering for static 
WSNs randomly distributed over square observation areas of different sizes. We 
have specifically focused our attention of two issues of great importance which 

represent the basis of many research studies: efficient cluster head election and 
adequate intra cluster communication.  

When considering efficient CH election we have proposed, described and simulated a 
new method that is based on several important network parameters such as the 
number of neighbors in the area surrounding the CH, the expected packet size to be 
delivered and the separation distance between CHs for a uniform distribution 
throughout the extent of the OA 

We have tested the proposed method through Matlab simulations and we have 
presented the beneficial impact of electing CHs as proposed by comparison with 
another similar approach used in literature. Our simulations have shown increase in 
network lifetime and message delivery under for various network parameters. 

The second research direction addressed in this chapter describes a new method 
that nodes within the network can implement for choosing the best CH to attend. 

The proposed method will however induce delay and overhead but unlike other 
methods these downsides are restricted to the initial moment when the network 
begins to function.  

This method is based on results obtained from experiments performed in field with 

the purpose of determining a path loss model for a certain environment. The 
experimental results have validated other researches performed by several authors 
and have also been used in simulations to determine the impact of electing 

attending CHs based a link quality indicator. They have also served as a path loss 
model which has been used throughout our simulations and which all nodes have 
been subject to.  

Our simulation results have shown significant improvements in terms of network 
lifetime, packet throughput and energy dissipated due to packet loss. 

Both techniques presented in this chapter have been thoroughly explained but have 
however only been validated through simulation and an implementation on a real 

WSN still needs to be performed. 
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4.5 Contributions 

1. Proposal of a new method for electing cluster heads based on: 

a. The number of nodes in an area surrounding the CH 

b. Estimated packet size 

c. Adaptive separation distance between CH 

 
2. Validation of the proposed election method through Matlab simulations 

 
3. Comparison between the proposed method and  IMSD, an 

improvement to a known clustering protocol (LEACH) 

 
4. Analysis of comparison results which have proved the effectiveness of 

the proposed method in terms of: 

a. Network lifetime 

b. Packet throughput when varying several network parameters 

(such as the number of CHs, the size of the observation area 

and the packet size)  

 
5. Proposal of a new method for non-CH nodes to elect attending CHs 

based on the link quality indicator. We have also proposed an approach 

to determine this network parameter which is highly dependent on 

environmental characteristics. 

 
6. In field experiments using the MEMSIC IRIS WSN for link quality analysis. 

The resulting measurements have been used to create a packet loss model 

for simulating the wireless sensor network in an environment. 

 
7. Matlab simulations for validation of the proposed election scheme 

 
8. Comparison of simulation results with the LEACH protocol CH election 

method. Validation of the proposed scheme by pointing out the 

improvements obtained in terms of: 

a. Network lifetime 

b. Message throughput 

c. Energy dissipated through packet loss 
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Chapter 5  
Routing and scheduling techniques for mobile 

WSNs 

 
 

5.1 Introduction 

This chapter is reserved for routing and scheduling issues related to mobile WSNs. 

Most of the studies existent in literature have focused their attention on WSNs in 
which nodes are static or have some degree of limited mobility (as those presented 
in Chapter 1). Usually when considering mobility most researches are focused on 
networks with static nodes in which mobile elements (also referred to as mobile 

data collectors or mobile sinks) are used for data gathering [94-95]. Studies purely 
focused on networks with mobile nodes are those developed for ad hoc MANETS 
[30-32]. When referring to static or partially static WSNs communication paths can 
easily be determined using search algorithms that minimize a certain cost function 
such as the distance between nodes or the number of hops given that an 
interconnection graph between nodes is available (determining the best of the two is 
actually another topic of great interest which will also be briefly addressed in this 

chapter). Examples of such algorithms are Bellman-Ford, breadth-first or Dijkstra’s 

algorithm [96]. These algorithms are able to solve the shortest path problem in 
polynomial time for networks with fixed infrastructures but according to [97, 98] 
they are not suited for networks with rapidly changing topologies such as mobile 
WSNs. A possible solution for determining the optimum communication path for 
mobile WSNs could emerge from using evolutionary algorithms such as neural 
networks (NNs) or genetic algorithms (GA) [98]. Implementing such algorithms on 

microcontroller based devices such as WSN nodes can prove quite difficult when 
considering computational time, however this downside can be overcome when 
distributed on platforms such as FPGAs [99].  

In this chapter we present a detailed description of how we have implemented a GA 
for determining the optimum communication path for mobile WSNs with nodes that 
move on arbitrary defined paths with different speeds. The paths taken by network 

nodes are considered pseudo-random because they are randomly defined by the 
user but they become repetitive when the node reaches the end of a path (if the 
path is closed the end of the path is also the beginning and the node will continue to 
move on that path with the same speed, but if the path is open the node will travel 

backward until it reaches the start point). 

The second research direction addressed in this chapter is that of scheduling 
operations (acquire/send/receive/forward/sleep) for mobile WSNs nodes with the 

purpose of providing efficient energy consumption while maintaining high QoS. 

BUPT



 

Throughout literature there are several studies which address scheduling techniques 
for WSNs such as S-MAC [15, 16], DS-MAC [17] or MS-MAC [18] which are 

described in Chapter 1. 

These protocols strive to support good scalability and collision avoidance through 
fixed duty cycles which reduce idle listening [15-18]. The latter of these is obtained 
by adopting periodic listen and sleep schedules and maintaining synchronization 
between nodes. Listening and sending however, are operations tightly correlated to 
whether or not there is actually any information to be passed among sensor nodes. 
More specifically adopting communication schedules becomes redundant if there are 

no acquisition schedules which provide data to communicate. Also, depending on 
the nature of the application, network nodes may only serve a specific purpose in 

time (for example, some nodes may mostly be used as routers while others perform 
acquisition without routing – marginal nodes). 

To address the issue of scheduling and interdependence between tasks we propose 
a reward based approach which uses reinforcement learning (RL) to teach network 
nodes what tasks to perform. This method in described in detail in the second part 

of this chapter. 
 
 

5.2 A GA based routing approach for mobile WSNs 

When considering mobile WSNs, path optimization can be formulated as finding the 
minimum of a specific cost function from a source (S) to a destination (D) node at 
each period of time that the node is programmed to send. This translates in a 
combinatorial optimization problem found in many designs and fields of research 
[100] which has been successfully solved using evolutionary algorithms such as 

genetic algorithms (GAs) and neural networks (NNs) [101]. 

When considering the topology of a mobile WSN at discrete points in time (t), the 

network can be represented by the undirected weighted graph: 

G(t)=[N(t),Ai,j(t),Ci,j(t)]            (4.1) 

where  ( ) represents the number of nodes with energy levels above 0 at time t, 
 i j( ) represents the set of connections (edges) between nodes i and j at time t and 

 i j( ) is the cost value of each connection  i j( )  at time t. 

Each link between two nodes i and j can be classified using the  i j( ) indicator [99], 

where: 

Ii,j(t)= { 
1,  if a link from i to j exists at time    

 0,        otherwise                                
         (4.2) 

Hence we can formulate the best routing path issue as an optimization of the 
following objective function: 

fi(t)= w1 ‖∑ Ii,j(t)Ci,j(t)
D
j=S
j i

‖+w2 ‖∑ Ii,j(t)
D
j=S
j i

‖            (4.3) 

where i *   ( )+,    is the weight considered for shortest path and    is the weight 

used for the number of hops, with the constraint that        . Both shortest path 
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and number of hops function members have been normalized so that they will have 
the same influence on the overall value of the fitness function. 

In the following paragraphs we will present a description of how the genetic 
algorithm was implemented and configured to determine the optimum 
communication path. We will also describe each individual stage the algorithm 
undergoes. A schematic block diagram of the GA functionality is presented in Figure 
5.1.  

 

Figure 5.1 Block diagram of the genetic algorithm implementation 

 

 

5.2.1 Stages of the genetic algorithm 

As can be seen from the block diagram represented in Figure 5.1 the GA begins by 
building the routing table and obtaining the initial population. The first stage is not 

actually part of the genetic algorithm representation as known in literature but we 

have included it here because the algorithm cannot be applied if the procedure is 
not executed. 

Building the routing table is a task reserved for real time routing protocols such as 
OFSF [102], DSDV [103] or DSR [104] which can provide the topological 
information needed rapidly. The other stages of the GA implementation are 
described in the following paragraphs. 
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I. Population initialization 

It is important to mention that in this chapter we refer to population as being a 
number of predefined paths from a source to a destination node. Obtaining the 

initial population is an issue of high importance when implementing GAs. There are 
generally two types of issues that can be discussed when initializing the population 
[105], size and initialization procedure, both of which play an important role as will 
be further detailed. 

Electing the appropriate population size is a matter of optimizing the convergence 

time of the GA [106]. This is actually a direction of intense research in the field of 
genetic algorithms but it is not the target of the current paper. It is however 

imperative to mention that the size of the initial population must be carefully chosen 
because electing to little individuals may determine the algorithm to converge to 
local minima of the objective function, which is not desired. 

When considering population initialization there are generally two methods: heuristic 
and random initialization. In heuristic initialization the fitness of the population is 
already low [105] and the algorithm tends to converge to local minima solutions due 
to the lack of population diversity. To avoid this possible situation we have 

generated the initial population using random backtracking. 

II. Genetic representation of paths 

In order to relate to the genetic representation from now on in this section we will 
refer to a path as a chromosome. Chromosomes in the population can be of fixed or 
variable sizes and they are made of genes. A gene is a genetic representation of a 

node and it is identified by the nodes’ index. The places of a gene in the 
chromosome are referred to as a locus (pl. loci). The first and last loci are reserved 
for the source and destination nodes. Figure 5.2 illustrates the genetic 
representation of a path with its associated genes. 

 

Figure 5.2 Representation of a path and associated chromosome 

The length of a chromosome can be of any size but it normally should not exceed 
the number of genes in the network  ( ) as this is an indicator that a loop has been 

formed somewhere along the path which must be excluded. Compared to fixed 
length, variable length chromosomes are desired and will be used in our 
implementation of the GA as they provide increased diversity of the selected 
population. 
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In order to optimize the desired objective function the chromosomes elected in the 
initial population must undergo a series of genetic operations such as selection, 

crossover, mutation and reinsertion which will be further described. 

III. Selection of individuals 

One of the most important stages of a genetic algorithm is selecting the individuals 
from the initial population and inserting them into the mating pool. These individuals 
will later be used as basis for creating new chromosomes which will form the next 
generation. 

Selection schemes can be classified into proportionate and ordinal-based [107], 

both of which depend strongly on the selection pressure which is the degree to 
which better individuals are favored. The higher the selection pressure the more the 

fitter individuals are favored for election. 

Proportionate selection schemes are more sensitive to selection pressure as they 
elect chromosomes based on their fitness value relative to the fitness of other 
chromosomes in the population. Examples of such selection schemes include 
roulette wheel, stochastic reminder and stochastic universal selections [107]. 

In ordinal based selection schemes, chromosomes are ranked according to their 
fitness values and selection is performed based upon the ranks of individuals within 
the population. Examples of such schemes are (   ), linear ranking and tournament 

selections [107]. 

For our implementation of the genetic algorithm we have chosen to use the ordinal 
based tournament selection scheme [108]. An important parameter of tournament 
selection is the tournament size which gives the number of individuals elected from 

the initial population which will undergo tournament selection. Another important 
parameter of the genetic algorithm is the mating pool size which is actually a 

representation of how many times the tournament selection will be performed. 
Considering x to be the tournament size there are x individuals in selected which will 
concur for a place in the mating pool. Individuals are elected randomly from the 
available population and only the fittest individual of the x elected will go on to be 
used in the next stages of the genetic algorithm. The selection procedure is 
repeated until the desired number of individuals given by the mating pool is 
obtained. In order to maintain diversity and avoid finding local minima solutions 

individuals once elected to participate in the mating pool can no longer be elected 
for to take part in the tournament selection. 

Maintaining only the best individuals resulting from the genetic algorithm stages is 
referred to as an elitist procedure, term which we will also use in our description. 

IV. The crossover stage 

After the selection procedure, individuals in the mating pool undergo the crossover 
stage of the genetic algorithm. In this stage genes are interchanged with the 
purpose of obtaining new, fitter individuals. The crossover stage can be an n-point 
procedure [109], meaning that n genes can be interchanged, where 

n    h o oso e eng h-  (–2 because we do not want to change the source and 

destination genes). In our implementation of the genetic algorithm we have chosen 
the one-point crossover scheme which will be briefly described. 
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From the mating pool two random chromosomes are elected. For the first 
chromosome a random integer number is generated, greater than 1 but smaller 

than the chromosome size (to avoid electing the source and destination genes for 
crossover). The selected gene index from the first chromosome is then searched for 
in the second one and if it is found the paths from that gene locus to the destination 
node are interchanged as can be seen in Figure 5.3 which depicts how the crossover 
stage is performed. 

 

Figure 5.3 Example of one-point crossover 

After crossover is performed the newly formed chromosomes are compared fitness 
wise with their parents and the best individuals are kept in the mating pool (elitist 

procedure). It is very important to observe that by performing crossover the newly 
formed chromosomes may have loops which need to be eliminated. This task is 
performed by the repair function which will be later described. 

V. The mutation stage 

The chromosomes in the new mating pool which have been subject to the crossover 

stage will afterward undergo mutation. In this stage of the GA for each individual in 
the mating pool a random gene is elected. If an alternate path from that gene to the 
destination node exists it will replace the current path. The fitness of the newly 
created chromosome will be compared that of its parent and the best of the two will 
be inserted in the new mating pool, meaning that this procedure is also elitist. A 
schematic description of how mutation is performed is presented in Figure 5.4.  
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Figure 5.4 Example of the mutation procedure 

Performing mutation can also lead to candidates that have loops and therefore the 
resulting mutated chromosomes must be subject to the repair function. 

VI. The repair function 

As previously stated the task of the repair function is to eliminate loops that may 
appear after the crossover and mutation stages. The implementation of this function 

is quite simple but imperative. A schematic representation of how the repair function 
works is depicted in Figure 5.5. 

 

Figure 5.5 Example of the repair function 

For each individual chromosome in the mating pool, beginning from the first gene 

after the source and ending with the one before destination, genes are compared. If 

two identical ones are found, a loop exists within the chromosome and the repair 
function will act upon the chromosome by replacing the path between the two genes 
with the one from the gene with the greatest loci to the destination, as can be seen 
in Figure 5.5. 
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VII. Reinsertion of newly formed individuals 

After the individuals in that form the initial population have undergone all the stages 
described above they will be subject to the reinsertion stage. During this stage the 

chromosomes in the mating pool are compared with those that form the initial 
population. This comparison is performed of course fitness wise and only the best 
chromosomes are kept which will represent the new initial population which will 
undergo the stages of the GA previously described if the stop condition has not been 
reached. 

VIII. Stop condition 

The algorithm is considered to have converged to the best solution if a pre-defined 
number of iterations have passed or if no chromosome with a better fitness has 
been found for a specified number of consecutive runs. 

 
 

5.2.2 Simulation environment and network parameters 

To be able to assess the performance of the proposed genetic algorithm approach 
for determining the optimum communication path between sensor nodes with 

mobile characteristics we have performed a series of Matlab simulation on networks 
comprising of 10/20/30/40/50 nodes with various degrees of mobility. An example 
of a simulated scenario with 50 nodes is available in Figure 5.6.  

 
Figure 5.6 Simulation scenario for a mobile WSN with 50 nodes placed in an OA of 

300x300 meters 
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In Figure 5.6 nodes are represented with a circle and the paths that nodes travel on 
are represented by a line. The destination node (or base station) is represented by 

an X in the center of the observation area. Each node was appointed the task of 
sending packets through routes provided by the GA each communication round. 
Several other considerations on network parameters and the execution of the GA 
have been made which will be further described. 

Chosen network parameters: 

 OA size: 300x300 meters 

 Number of nodes:  10/20/30/40/50 

 Random user defined paths for each node 

 Node parameters: 

 User given speeds (1-5 meters/second) and time intervals for 

communication (1 second) 

 Initial energy: 0.5 J 

 Transmit and receive energy: 50nJ/bit 

 Packet size: 2000 bits 

 Maximum communication distance between nodes: 100 meters 

 The network is considered noise and error free 

GA considerations:  

 Heuristically we have considered that the GA should only execute if the 

initial population is of at least 20% the number of nodes in the network 

(for example, if there are 50 nodes in the network there should be at 

least 10 available paths for the GA to execute) 

 The selection, crossover and mutation stages are elitist (only the fittest 

individuals are retained for future reproduction) 

 In order to determine what the compromise should be when electing 

the optimum path as the shortest or the one with the smallest number 

of hops we have varied the weights of the objective function as follows:  

 w1  = 0, w2 = 1 – just shortest path 

 w1  = 0.5, w2 = 0.5 – shortest path and number of hops have 

the same influence on the objective function 

 w1  = 0, w2 = 1 – just number of hops 

 As stop condition we have considered that the GA has converged for 

each node after 100 executions or if no better solution has been 

obtained in the last 10 consecutive runs 

 
 

5.2.3 Simulation results 

Using the above considerations we have performed Matlab simulations to evaluate 
the performance of the proposed GA approach in terms of convergence time, path 

quality but also to see if we can determine what the compromise should be when 
electing between the shortest path and the one with the least number of hops. 
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I. GA convergence time 

When implementing the genetic algorithm the convergence time for obtaining the 
best solution of the objective function is highly dependent on several parameters 

such as the initial population size, the degree of diversity of individuals in the initial 
population, the selection pressure, crossover and mutation attempts and most 
importantly the number of iterations specified by the stop condition. These however 
represent fundamental research directions for genetic algorithms and are outside 
the scope of this work.  

In order to test the quality of the solutions provided by the proposed 
implementation of the GA we have compared the convergence times of the solutions 

with those of Dijkstra’s algorithm for finding the shortest path. The results of the 
comparison are presented in Figure 5.7.  

 

Figure 5.7 Comparison of convergence times between GA and Dijkstra`s 

When comparing the convergence time of the two algorithms two important issues 

arise. We can observe from Figure 5.7 that the convergence time for the GA to 

determine the best path is greater than that of Dijkstra’s algorithm. This behavior 
comes as no surprise when considering that in literature Dijkstra’s algorithm is 
known to be one of the fastest single source shortest path algorithms [110]. 
However when looking at the actual times needed to find the best path we can see 
that even for the 50 nodes network the GA  requires approximately 27 ms/node to 

find the path, which means that the algorithm can be used for real time 
applications. 

BUPT



5.2 A GA based routing approach for mobile WSNs     87 

A second important aspect which needs to be mentioned is that using the GA 
approach for determining the best path will result in the generation of more than 

one path between the source and destination nodes (specifically the number of 
individuals in initial population). Moreover the paths generate by the GA will be 
highly divergent due to the crossover and mutation stages. This aspect is of great 
importance due to the high path failure probability of mobile ad hoc WSNs [104] and 
thus if a path fails the source node will have additional paths through which it can 
send data to the destination node. For this reason we have also calculated the time 
required for Dijkstra’s algorithm to find k best paths (in our case 10) as those 

provided by the GA. When we analyze this situation we can see that using the 
genetic algorithm approach should be preferred as it is faster. For example the 

average time required by the GA to find 10 best paths is approximately 10 times 
less than that required by a k-SP Dijkstra’s based shortest path algorithm. 

II. Quality of the path provided by the GA 

A very important evaluation parameter is that of quality of the generate paths by 
the genetic algorithm. In order to determine path quality we have compared the 
fitness of the resulting paths with those provided by Dijkstra’s algorithm at random 
moments in time. Throughout our simulations we have observed that there are 

several situations in which the generated paths are not of high quality. The worst 
case scenario for the 50 node network which we have encountered throughout our 
simulations is depicted in Figure 5.8. 

 

Figure 5.8 Comparison between Genetic Algorithm and Dijkstra shortest path lengths 

By analyzing the data represented in the above figure we have noticed that the 
proposed GA approach will converge to global minimum solutions of the objective 
function in 74% of the cases. For the rest the error ranges between 1.6% and 19% 
(for node index 5 in Figure 5.8).  
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This behavior is most likely either due to the heuristic approach taken to determine 
the number of individuals in the initial population or because these individuals are 

not diverse enough which leads to finding local minima solutions rather than global 
ones. This issue can be however addressed by implementing a population sizing 
equation which will provide better results such as the one proposed by Ahn et al. 
[98]. 

III. Shortest path vs. number of hops  

Since we have designed the objective function of the GA in such a way as to 
optimize more than one path parameter (length or number of hops) we have 

decided to address another topic of intensive research in the field of WSNs, that of 
finding a compromise between the shortest path and the smallest number of hops 

between the source and destination nodes. 

According to the Friis transmission equation for free space [48] (eq. 1.4), the power 
available at the receiver is inverse proportional with the square of the distance 
between the source and destination nodes. Considering this characteristic one would 
be tempted to say that electing communication paths with nodes closer to one 
another would be the best way to send a packet. On the other hand, reducing the 
distance between nodes in a path will result in increasing the number of forwarding 

nodes which would consume energy for receiving and then transmitting the 
message along the path. In literature opinions are mixed and while some 
researchers [8, 112] argue that reducing the number of hops is more efficient 
others consider that minimizing the communication distance has a greater impact on 
the overall energy consumption of the network [7, 113]. 

Due to the weighted definition of the objective function of the genetic algorithm, the 

impact of choosing the communication path based on either the shortest path or the 

lowest number of hops (or a combination of the two) can be easily obtained by 
modifying the weights of the function. 

A necessary condition for approaching the above issue is that there should be a 
considerable amount of nodes placed in the observation area. If this criterion is not 
satisfied the shortest path may be confused with the one with the lowest number of 
hops. For this reason we have chosen to perform our simulations on the network 

with the greatest number of nodes, the one depicted in Figure 5.6. The weights of 
the objective function have been modified according to the second consideration 
presented in the description of the GA parameters. 

We have compared the results for the three simulation scenarios in terms of 
network lifetime and the results are available in Figure 5.9.  
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Figure 5.9 Comparison between how network nodes deplete energy for different weights of the 
objective function 

As can be observed from Figure 5.9 there are very small differences between 
electing the optimum path as the one with the lowest number of hops when 

compared to the shortest path, or a combination of the two, if we consider the FND 
or the HND metrics.  

There is however a difference when considering the LND metric in the sense that 
choosing the optimum path as the one with the least number of hops can provide an 
increase with up to 21% when compared with the shortest path. Our results come to 
strengthen the split opinions regarding which is the best method for electing the 
optimum communication path between a source and a destination node.  

To conclude our simulation results regarding the best metric for choosing the 
optimum path we consider that this metric should be dependent on several factors 
such as the nature of the application, network topology, environment 
characteristics, size of the observation area, number of nodes in the network, etc.. 
 
 

5.3 A reinforcement learning strategy for task scheduling 

In this section of the chapter we will address an important optimization issue for the 
optimum functionality of mobile WSNs, that of task scheduling. 

Throughout literature there are few researches dedicated to scheduling of tasks for 
WSNs with mobile nodes. Most of these researches are actually focused on networks 
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with static nodes that have mobile data collectors (MDCs), which are actually a 
generic name given to mobile base stations [94-95]. The focus of these studies is 

that of creating efficient schedules for MDCs in order to provide full observation area 
coverage with the purpose of increasing the number of packets received while 
avoiding data loss due to buffer overflow [115]. 

A reference study for scheduling of operations for static WSNs is the S-MAC [15, 16] 
protocol and its counterpart for networks with mobile nodes MS-MAC [18], both of 
which are described in Chapter 1. 

Briefly, S-MAC [15, 16] reduces the energy consumption of sensor nodes by 

implementing periodic listen and sleep schedules. It obtains this by dividing the 

communication frame into a listen period for communication with other nodes and a 
sleep period during which the node enters the idle mode. The schematic 
representation of the S-MAC frame is available in Figure 1.7. 

The listen period is also divided into three smaller intervals: 

 SYNC – used for nodes to synchronize schedules 

 RTS – reserved for sending requests to transmit if data is available 

 CTS – reserved for receiving data packets from other nodes 

Schedule synchronization is maintained through periodic broadcast of SYNC 
messages which contain the address of the sender and the next sleep interval. 

The MS-MAC protocols [18] developed for mobile WSNs implements scheduling of 

operations practically the same as S-MAC with the difference that it considers 
mobility of nodes by assessing the RSSI from neighboring nodes. In this case SYNC 
packets also contain the maximum estimated speed among all mobile neighboring 

nodes which is used to maintain connections with old nodes or establish new ones. 

There are however several issues which need to be highlighted when using such an 
approach as above described. 

First of all both solutions propose a fixed length frame of communication but neither 

address the issue of whether or not there are any packets to forward or to send. 
This means that there is actually no scheduling considered for data acquisition. This 
aspect is of great importance due to the following two issues: 

 Sensors on a node consume a considerable amount of energy which can be 

equivalent to that of the microcontroller at full capacity of operation (e.g. 

the case of the IRIS MEMSIC node [92]) 

 The primary purpose of WSN node is that of measuring some environmental 

parameter. As most of the applications in which WSNs are used designed for 

measuring some slow varying phenomenon (such as temperature, gas 

concentration or the presence of an event, etc.) acquiring information about 

the environment at fixed intervals (fixed duty cycle) of time may provide 

redundant measurements. 

Another possible drawback which results from using this type of scheduling is that 
some nodes within the network may never be used as forwarding nodes (e.g. 
marginal nodes) and therefore it is senseless for them to turn on their receiver 
during each frame. 
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A third possible issue which can be identified is that using fixed time frames implies 
that there should be a very accurate synchronization between the nodes not only for 

wen the frame begins but also for each of the three periods within the time frame. 

Considering the above downsides we argue that a different approach can and should 
be used to obtain scheduling of tasks for sensor nodes. We propose a scheduling 
scheme based on a reinforcement learning algorithm used to determine the optimal 
actions that a node should take given the different spatial states through which it 
passes. 

In the remainder of this chapter we will describe the implementation of the 

proposed scheduling approach as well as present the results obtained through 

simulations in terms of the election of tasks for different environmental triggers of 
data acquisition as well as in terms of QoS. 
 
 

5.3.1 Scheduling of tasks using Q-Learning 

Considering the scenario described in section 5.2 of this chapter where mobile nodes 
move on pseudo-random paths with predefined speeds and at given points in time 
are supposed to perform some specific task, we can relate this behavior to that of a 
Markov Decision Process (more on MDPs is available in Appendix E). 

As MDPs can be solved through solutions provided by linear or dynamic 

programming techniques, we have chosen a dynamic approach for addressing the 
scheduling problem, specifically Reinforcement Learning. 

Because RL refers to a vast area of machine learning algorithms concerned with 
what actions an agent should take in order to maximize a notion of cumulative 

reward [115], the appropriate methodology to address the scheduling issue should 
be chosen based on the specifics of the problem at hand. There are basically three 
classes of methods for solving RL problems, each with its advantages and 

disadvantages, which we will briefly describe [115]: 

 Dynamic programming methods – refer to algorithms that are used to 

compute optimal policies given a perfect model of the environment. The 

accuracy of the model required for the implementation of these algorithms 

translates in a complex and often hard to implement mathematical model 

which is not suitable for the computational resources of wireless sensor 

nodes. 

 Monte Carlo methods – the application of these methods does not require a 

complete model of the environment but only a sequence of states, actions 

and rewards resulting from the interaction with the environment. In other 

words, these types of methods can be used to obtain optimal behavior 

without prior knowledge about the dynamics of the environment. They are 

however not suited for step-by-step incremental computation, but more for 

continuous or episode-by-episode computations. 

 Temporal difference methods – represent a combination of both dynamic 

programming and Monte Carlo methods in the sense that they do not 

require prior knowledge of the environment dynamics (as in Monte Carlo) 

and they are able to provide estimates about the optimum policy to be used 
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without waiting for the final outcome of the transition between states (as in 

dynamic programming). 

For these reasons and considering the above described assumptions about the 
mobile WSN we have chosen to address the issue of optimum scheduling using a 

temporal difference reinforcement learning method known in literature as Q-
Learning [116], which we will further describe. 

The main idea behind choosing this technique for scheduling is that Q-Learning is 
actually easy to implement, requires reduced computational resources and most 
importantly does not require a model of the environment in which the network 

operates. Considering these qualities we can safely say that the algorithm is ideal 
for being implemented on sensor nodes with constrained energy and computational 

resources such as those used in WSNs. 

When addressing the issue of scheduling of tasks for WSNs, two possible 
approaches can be identified. A global approach in which all sensor nodes 
collaborate in the election of tasks or a local approach where individual nodes elect 
the appropriate tasks without caring for the overall behavior of the network. 

A global approach is usually very difficult to implement as it requires either constant 
communication between nodes or the presence of a governing entity which dictates 

individuals what tasks to execute. Using a global approach may induce latency and 
communication overhead due to extensive message passing between nodes and the 
central governor. On the other hand, a local approach will provide independence for 
sensor nodes in electing tasks based on individual constraints as well as allow for a 
pro-active and real-time adaptation to different environmental and communication 
scenarios. An important aspect which must be considered when implementing 

individual scheduling is that of avoiding a selfish behavior which can be adopted by 

self-governing nodes which can lead to what is known in literature as the Tragedy of 
the Commons [117]. This phenomenon refers to the situation when individuals act 
independently and rationally in their self-interest without caring for the overall utility 
of their actions with respect to others. This behavior can and should be avoided by 
designing constrained utility functions which should influence nodes in their 
selection of tasks. 

In order to adapt to the requirements of implementing the Q-Learning algorithm for 
task scheduling of nodes, several adaptations of the simulated scenario are 
necessary and will be used in the remainder of this chapter. 

The mapping of reinforcement learning elements to our problem is as follows: 

 Agent: each sensor node within the network corresponds to an agent in RL. 
 

 Environment: is the world surrounding the agent with which it interacts. 

 Action: Referring to the application context of the network, by action we 

refer to the set of tasks that a node can perform during each time period. 

Actions represent the main element of the RL algorithm as they are subject 

to scheduling. Examples of possible actions are: sleep, acquire from sensor, 

transmit, receive, forward, actuate, aggregate etc. 
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 States: In our implementation of Q-Learning we refer to states as the 

number of possible spatial positions through which each individual agent 

goes through and for which it is supposed to take a certain action. 
 

 Policy: An agent’s policy provides a correlation between each individual 

state and the action which should be taken for that state.  
 

 Reward function: Is a mapping (typically a real number) of agent policy to 

a reward obtained for executing that policy. The agent’s goal is to maximize 

the total reward obtained over time for a certain policy, which will actually 

represent the best state–action pair that the agent should execute. 

Q-Learning as known in literature [116] is a reinforcement learning, model-free, 
technique based on learning an action-value function which represents the utility of 
taking an action in a given state. The problem can be modeled as that of an agent 
found in one of many states (     S) of an environment. For each state   , the agent 

must perform an action (     A) in order to transit to the next state (    ). The state-
action pair is referred to as a policy  (s

 
     ). Each execution of a policy will provide 

the agent with a reward based on the successfulness of the policy execution. The 

goal of the agent is thus to maximize the total reward by learning which action is 
optimal for each state. Q-Learning uses a look-up table  (s    ) to store the actual 

rewards obtained from executing a certain policy at some point in time. Initially the 
look-up table has all values set to zero. The number of lines of the look-up table is 
given by the number of possible state the agent can go through while the number of 
columns is given by the number of actions available. Our definition of the actions 
performed by an agent and the reward gained after execution are as follows: 

 Sleep – Microcontroller, radio module and sensor board in sleep mode. 
 

Reward function: expectedPrice – energyUsed 
 

 Route – The agent simply plays the role of a forwarding node because it 

has no data to send. Microcontroller and radio module are turned on. 
   

Reward function: expectedPrice*noOfMsgRx – energyUsed 
 

 Sample – The microcontroller is powered and so is the sensor module as 

measurements are acquired. If the measurements are valid, then the radio 

module will be powered to send acquired data to the BS. 
 

Reward function: expectedPrice* noOfMsgTx – energyUsed 
 

 RouteSample – Microcontroller, radio and sensor modules are powered. 

The agent acts as both a router and performs environmental measurements. 
 

Reward function: expectedPrice*noOfMsgRx*noOfMsgTx – energyUsed 

The chosen expected price of each action is available in Table 5.1. 
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Table 5-1 Expected prices for agent actions 

Action Expected price 

Sleep 2 

Route 20 

Sample 25 

RouteSample 30 

The value entries of the look-up table for each policy execution are calculated with 
incremental step updates as given by the following formula [116]: 

Q(st,at)=Q(st,at)+ t(st,at) ,Rt+1    max Q(st  ,at  )    Q(st,at)-       (4.1) 

Which is equivalent to: 

Q(st,at)=(1- t(st,at)) Q(st,at)+ t(st,at) [Rt+1+  max Q(st  ,at  )]     (4.2) 

where,  (s    ) is the old value of the look-up table,   (s    ) is the learning rate,   

is the discount factor and Rt+1 is the reward obtained by performing policy  (s
 
     ). 

The learning rate   (s      )  (0,1- controls the impact of the reward obtained by the 

executed policy over previous executions of the same policy. Specifically, setting the 

learning rate to 0 will make the agent not learn anything from the results of the 
policy execution while setting it to 1 will make the agent act selfishly and consider 

only the most recent information. 

The discount factor   (0,1- determines the impact of future rewards of the same 

policy on the current reward. For example, reducing the discount factor to 0 will 
make the agent act opportunistic and discard future rewards, while setting it to 1 

will make the agent strive for a long term high reward. 

Throughout the algorithm operation, actions are selected either based on past 
experiences (exploitation) or using exploration (trial of new actions) but a 
compromise must be however maintained between the two [116]. Exploration 
constrains the agent to try out new random actions while exploitation makes use of 
the already explored policies to maximize the overall agent reward. Most RL based 

algorithms use exploration with a certain probability ε which can be a constant value 

(usually ranging between 0.1 and 0.5) or can be heuristically chosen by starting 

with a high value and gradually decreasing. It can be observed that using a high 
exploration probability, the algorithm will not converge to an optimum state-action 
pair, while a low exploration probability may determine the convergence to local 

optimum solutions.  

The values used for the three important factors used in implementing Q-Learning 
are available in Table 5.2. 
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Table 5-2 Values for Q-Learning factors 

Factor Value Status 

Learning rate ( ) [0.5,1] Variable 

Discount factor ( ) 0.5 Fixed 

Exploration rate (ε) [0.3,1] Variable 

Unlike typical implementations of Q-Learning we have chosen variable learning and 

exploration rates for reasons further described.  

In its original implementation Q-Learning will converge to an optimal policy which is 
actually not desired given the dynamic behavior of typical applications for WSNs.  

As the task of the scheduling algorithm is to find the best policy from the energy 
consumption perspective while maintaining QoS it is most likely that the algorithm 

will find the sleep action as the best because it will always return a positive reward 
upon execution. To avoid this we have introduced the notion of event.  

An event happens when an action other than sleep is successfully executed for a 
given state in which the action of sleep has the best Q-table value. In this case the 
agent should act selfishly (  (s      )  1) as there is a possibility that the same 

policy will also be successful the next time the agent passes through that state. The 

effects of an event (in the sense previously mentioned) on the learning rate 
(  (s      )  1) are valid only once, after which it is reset to   (s      )  0.5.  

Using a fixed exploration rate will also give other policies the chance to be executed, 

however if this threshold is not well chosen (e.g. it is too big) the algorithm may 
chose sleep as the best action if it has been most successful.  

For this reason we have considered that the exploration rate should be the greatest 

success probability among all actions (except sleep) for a given state, but should 
not go below 0.3 (    0.3). Because WSNs may monitor some slow varying 

parameter, it is necessary for the network to behave accordingly when it occurs, 
without failure to measure or failed received packets (due to inappropriate election 
of actions). To address this issue, in our implementation of Q-Learning, the 
previously mentioned event will trigger a reset in the success rate of a policy 
(setting it to 1). The policy success will gradually decrease if the selected action is 
unsuccessful (  = 0.3). 

A schematic representation of how the algorithm works is available in Figure 5.10.  

In order to validate the impact of the proposed scheduling scheme we have 
performed Matlab simulations on a network scenario described in the following 
section. 
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Figure 5.10 Block diagram of the Q-Learning algorithm 
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5.3.2 Description of the simulation scenario 

For the simulation results to be closer to reality, an energy model of a node existent 
on the market should be taken into consideration. To address this issue we have 
performed our simulations based on the energy characteristics of the MEMSIC IRIS 
node [92] which are presented in Table 5-3. 

Table 5-3 Energy consumption of IRIS node components [92] 

Resource Operation Energy [J] 

Available Energy N/A 8640 

Microcontroller Active 32.40 

Sleep 0.43u 

Radio Receive 43.20 

Transmit 64.80 

Sleep 0.10u 

Sensor Active 27 

Sleep 0.20u 

The available energy was calculated considering that each sensor node was 
equipped with two 1.5V, 800 mAh accumulators. 

The following considerations were made on network parameters: 

 OA size: 300x300 meters 

 Number of nodes:  4 

 Random user defined paths for each node 

 Node parameters: 

 User given speeds (10-14 meters/second) and time interval for 

communication (2 seconds) 

 Packet size: 56 bytes (16 bytes message preamble + 40 bytes of data 

according to the MEMSIC specifications [92]) 

 Transmitter operation rate: 38400 baud 

 Maximum communication distance between nodes: 100 meters 

 The network is considered noise and error free 

A graphical representation of the simulation scenario having the above 
characteristics is available in Figure 5.11. 
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Figure 5.11 Representation of the simulation scenario 

Each node position was carefully chosen to determine whether the proposed 
implementation of Q-Learning behaves as expected, specifically: 

 Node 1 is the only one in range of the BS, meaning that its primary 

task will be that of routing packets. 

 Nodes 2, 3 and 4 should perform measurements if an event is present 

in the OA (here we refer to event as a variation of the measured 

environmental parameters). 

To test the behavior of nodes 2, 3 and 4 we have simulated a scenario in which 
events take place in the environment that should trigger sensor acquisition and data 
transmission. Only nodes 2 and 3 are actually subject to such events which are 

represented in Figure 5.11 by the two circled areas (entitled Ev1 and Ev2). The two 
events have similar existence characteristics in the sense that both are valid for 
1500 rounds but event 1 was triggered at round 1000 while event 2 at round 1500. 
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5.3.3 Analysis of the simulation results 

In this section we will analyze the results of our simulations for the network scenario 
described above in terms of both the successfulness of the proposed scheduling 
algorithm and its influence on the overall QoS. 

Before we begin the analysis of the simulation results we must also point out that an 
environmental event is considered to be obsolete for a given state if no variation is 

detected for 100 consecutive transitions through that state. Taking into account this 
consideration it is expected that at the beginning of the simulation scenario all 

nodes must perform some measurement of environmental parameters. 

I. Operation scheduling for each individual node 

As nodes pass through strategically chosen spatial states and are subject to 
different environmental stimuli their behavior must be independently addressed to 
determine the effectiveness of the proposed scheduling algorithm. 

We will begin our analysis with node 1 (N1 in Figure 5.11). The overall number of 
action executions can be observed from Figure 5.12. 

 

Figure 5.12 Actions executed by node 1 
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Considering the position and path assigned to node 1 it is expected that this node 
will act mostly as a router. However, a closer look at the first 500 rounds will reveal 

that the node behaves as router but also acquires environmental measurements. We 
can also observe that after some time the node will begin to enter idle mode. This is 
due to the fact that by now all nodes in the network should have sensed that the 
measured parameter is stable and therefore no messages are transmitted 
throughout the network. 

A change is triggered by the first event (EV1) at round 1000 which should wake up 
node 2 (N2) into acquisition and transmission mode. This in turn should set node 1 

(N1) to act as a router during the states in which it is within communication distance 
of node 2. One can observe from Figure 5.12 that node 1 behaves as expected since 

the number of routing actions increases shortly after 1000 rounds. When the second 
event (EV2) for node 3 (N3) is triggered at round 1500 the number of routing 
actions increases further as there are actually two nodes now sending. 

Node 1 however still performs a number of sleep actions for some states. This is 
also expected as node 4 (N4) does not send any packets and given the chosen 

network topology node 1 is within communication distance with nodes 2 and 3 in 
approximately 60% of the states. 

By comparison with node 1, due to its route in the observation area, node 2 has a 
different behavior as can be noted from Figure 5.13. 

 

Figure 5.13 Actions executed by node 2 
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The first difference which can be observed is in the beginning of the network lifetime 
when the most prominent action executed is that of sensing the environment and 

transmitting messages to the BS (through node 1). After having sensed the 
environment the node also begins go into idle mode but will still perform other 
actions to maintain the balance between exploration and exploitation previously 
mentioned. When event 1 is triggered (round 1000) we can observe that the node 
acts promptly and begins to perform measurements and transmit messages. Due to 
the extent of the area covered by event 1 which envelops approximately 60% of 
path taken by node 2 there is an abrupt increase in the number of times the Sample 

action is executed. This behavior ends with the disappearance of event 1, shortly 
after round 3000 when the sleep action prevails, as can be seen from Figure 5.14. 

Since the behavior of node 3 which can be observed in Figure 5.15 is similar to that 
of node 2 we will only insist on the difference between the two (except that due to 
the time delay between the two events). 

 

Figure 5.14 Actions executed by node 3 

The difference between nodes 3 and 2 is firstly visible in Figure 5.11 from which we 
can observe that event 2 covers approximately 90% the number of states through 
which node 3 goes. This means that node 3 should execute considerably more 
Sample actions in detriment of Sleep which can also be seen from Figure 5.14 as 
well (the slopes of the Sample and Sleep actions are greater compared to those of 
node 2). 
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Node 4 was actually placed in the network to test for imperfections which may occur 
while implementing the algorithm as previously described. The overall number of 

actions executed by node 4 can be seen in Figure 5.15. 

 

Figure 5.15 Actions executed by node 4 

Since node 4 is positioned in such a way as never to be used as a router and 
because there is no event designated for it that would trigger the execution of the 
Sleep action more often than that given by the action selection method the node 

should spend most of its time in Sleep mode. This actually happens as can be seen 
from Figure 5.15. The main reason for the existence of this node is to provide proof 
that the algorithm performs as expected and that there are no sudden executions of 
other actions without any giver reason. This is validated by the absence of spikes in 
any of the three curves which describe the number of action executions. 

Now that we have established that the proposed algorithmic approach for task 
scheduling performs as expected we will next provide an insight on the impact of 

the algorithm on network lifetime and QoS. 

II. Impact on network lifetime and QoS 

Considering that the presence of node 4 in the above simulated scenario is strictly 
for testing possible misbehaviors of the scheduling algorithm and that its dominant 
action performed is that of Sleep, we will not analyze the energy consumption of 
this node nor the quality of service. 
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To get a better understanding about the impact of the proposed scheduling 
algorithm on the energy consumption of nodes 1, 2 and 3 we have presented in 

Table 5-4 the number of actions executed by each of the three nodes and their 
percentage from the total number of actions performed. 

Table 5-4 Number of actions executed for nodes 1, 2 and 3 

Node Index Sleep Route Sample RouteSample 

1 1556 (39.80%) 1050 (26.25%) 662 (16.55%) 732 (18.30%) 

2 1342 (33.55%) 485 (12.12%) 1630 (40.75%) 543 (13.57%) 

3 1104 (27.60%) 482 (12.05%) 1975 (49.37%) 439 (10.97%) 

Considering the network parameters described above (baud rate and round time) 

we have also calculated the energy required to perform each action, noting that the 
values for Route, Sample and RouteSample actions have been calculated for one 
packet sent or received. The results are available in Table 5-5. 

Table 5-5 Energy consumption/action in accordance with node and network parameters 

Action Energy consumption 

Sleep 0.162 [mJ] 

Route 3.276 [J] 

Sample 2.898 [J] 

RouteSample 6.174 [J] 

We have also calculated the energy consumption of all three nodes while 
exhaustively performing either of the Route, Sample or RouteSample actions and we 
have compared the results of both cases in order to determine the energy efficiency 
of the proposed algorithm in percent, results available in Table 5-6. 

Table 5-6 Energy efficiency/exhaustive action [%] 

Node Index Route (%) Sample (%) RouteSample (%) 

1 24.61 14.78 60.01 

2 26.24 16.62 60.86 

3 23.58 13.62 59.45 

Given that in our simulation scenario we have positioned nodes in such a way as to 
perform specific tasks we can observe from Table 5-6 that considerable 
improvements can be achieved. For example, a reduction by 24.6% in energy 

consumption can be obtained by node 1 using the scheduling algorithm when 
compared to performing the Route action at all times. Also nodes 2 and 3 consume 
with 14 respectively 16 percent less energy compared to the situation when they 
would be continuously sampling the environment for changes. However it is 
important to mention that using the proposed algorithm, nodes actually learn 
through experimental tryouts what the best action is while in the case of using no 
scheduling the nodes would most likely be set to work at full capacity (using the 
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RouteSample action) by comparison to which our scheduling scheme behaves 
approximately 60% more efficiently. 

The question posed however is that of how the algorithm performs in terms of QoS 
(failed measured events and failed received packets). Our analysis of the simulation 
results in terms of QoS is available in Figure 5.16. 

 

Figure 5.16 Action failure rate [%] 

It can be observed from the above figure that the algorithm performs well and that 
the action failure probability is below 10%. For example, node 1 fails to forward only 
4.23 of the packets designated for it while nodes 2 and 3 fail to measure the 
environment only 4.41 and 5.06 percent of the times an event is present in their 
range. 
 

 

5.4 Conclusions 

In this chapter we have addressed two issues of high importance for mobile WSNs 
that of finding optimum routing paths and that of scheduling tasks. We have 
provided a detailed description about the implementation of the two methods 

chosen to address the above issues as well as tested them to analyze their 
performance on various network parameters. 

When considering optimum routing for WSNs with mobile nodes we have presented 
a genetic algorithm approach for finding the best communication paths in terms of 
either shortest path or the one with the smallest number of hops.  We have 
simulated the proposed method using the Matlab environment in order to test its 
characteristics. Our simulations have shown that as expected the method has both 

advantages and disadvantages. Among the downsides that arise from using the 
propose approach we underline two, specifically high computational requirements 
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for implementation and path quality. When referring to the latter, our simulations 
have shown that the described method does not always converge to the optimum 

path criterion as specified by the objective function and in a worst case scenario 
only 76% of the optimum paths are found while for the rest the error ranges from 
1.6% to 19%. When considering the advantages of the proposed algorithm several 
can be highlighted such as straightforward implementation, ease of objective 
function definition but most importantly the time required to find paths as well as 
the fact that a number of divergent paths result from using the algorithm. When 
considering convergence speed we have noticed that the maximum time required is 

of 27 ms/node for 10 paths which means that real time application is possible. The 
fact that there are more than one paths resulting from applying the proposed 

algorithm as well as their divergence degree due to the way the algorithm is 
implemented is a very important aspect as it gives sensor nodes the opportunity to 
change routes very easily in case of node failure. 

The second research direction approached in this chapter is that of scheduling 
operation executions for sensor nodes with the purpose of increasing the efficiency 

of energy consumption while maintaining a high QoS. For these reasons we have 
chosen to use a dynamic programming technique called Q-Learning to address 
optimum scheduling of tasks. We have explained in detail the implementation of the 
algorithm as well as tested it through simulations in the Matlab programming 
environment. 

The scheduling technique is easy to implement and use for WSNs with mobile nodes 

as it requires reduced computational resources and no prior knowledge of the 
environmental characteristics. 

Unlike typical scheduling techniques which require communication between nodes 
the main feature of the proposed method is that nodes learn through experimental 

tryouts the best action to perform at different points in space and time. 

The results of our simulations have proven that by using the proposed algorithm, 
sensor nodes are able to quickly adapt to environmental changes. We have noticed 

a 60% reduction in energy consumption when compared to exhaustively using all 
available hardware during the communication period. Since each node learns what 
action to perform during each of its states, the question posed is how fast the 
adaptation to environmental changes is performed and what the impact is on the 
QoS of the network. Our simulations show that implementing the learning algorithm 
with the specified parameter variations only a small number of events are 
overlooked (4 to 5%) which means that the algorithm also performs well in terms of 

the quality of service provided. 
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5.5 Contributions 

1. Proposal of a genetic algorithm based method for electing the 

optimum communication path for mobile WSNs. 

 

2. Validation through simulations of the proposed method with the 

purpose of determining its applicability degree to mobile WSNs 

 

3. A reinforcement learning technique (Q-Learning) for scheduling of 

tasks for wireless networks with mobile nodes 

 

4. Proposal of algorithm parameter variation and the introduction of 

the notion of “event” to enhance the performance of the algorithm 

 

5. Validation of the proposed method through simulations and analysis 

in terms of network lifetime and QoS 
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Chapter 6  
Conclusions and contributions 

 
The focus of this thesis is that of providing general optimization criterions regarding 
the efficient usage of wireless sensor networks which can be safely applied to most 

applications and environments. Three major research directions are targeted, radio 

frequency energy harvesting, efficient clustering and routing for networks with static 
nodes and route optimization and scheduling for networks with mobile nodes. The 
following sections present a brief overview of the theses as well as conclusions for 
each chapter, a summary of contributions and future research directions. 

6.1 Thesis overview and conclusions 

The first chapter entitled “Wireless sensor networks: applications and 
challenges” targets to introduce the user into the applications, architectures and 
protocols used for WSNs with the purpose of identifying possible research directions, 
some of which represent the basis of this thesis.  

A thorough classification of protocols that address efficient energy consumption is 
presented with focus on routing protocols for networks with both static and mobile 

nodes. A detailed description of the most representative protocols is presented as 
they will serve as comparison directions in other chapters of the thesis. 

As the main issue for WSNs which also represents the target for developed protocols 

is that of energy consumption, the introductory chapter also describes techniques 
used to harvest energy from various environmental sources concentrating on radio 
frequency energy harvesting. The Powercast P2110-EVAL-01 Energy Harvesting Kit 

is briefly described as it will serve as reference for comparing a proposed 
mathematical model, detailed in Chapter 2, in order to determine whether prior 
knowledge can be obtained about the amount of energy available from using this 
harvesting technique. 

The second chapter of the thesis, “Performance analysis and modelling of a RF 
energy harvester”, addresses the issue of radio frequency energy harvesting for 
wireless sensor networks. The purpose of this chapter is to provide a mathematical 

model that can easily be implemented in a simulation environment to obtain 
information about the capabilities of a given energy harvester. The chapter provides 
a detailed description about the equations that describe the mathematical model 
and also about the experimental setup which was devised in order to test the 
functionality of the proposed model. 

Conclusions: As a result of the work described in the second chapter, an 
experimental setup proposal emerges which can be used to analyze the 

performance of radio frequency energy harvesters. The development of a low 
current measurement system is described which together with a data acquisition 
system and associated programming in the National Instruments LabView 
environment can be used for determining the harvesting characteristics of RF 
harvesters. The experimental setup was built with the purpose of validating a
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mathematical model which based on the characteristics of the sending and receiving 
antennas can be used for simulating the behavior of such harvesters. Through in 

field measurements using the experimental setup we have validated the proposed 
model and we have shown that it can be safely used to predict the harvesting 
capabilities of RF energy harvesters within 2dBm dispersion. 

Chapter three of the thesis “A graphical user interface for simulating WSNs”, 
describes a graphical user interface developed with the purpose of giving any user 
the possibility to define unique topologies for simulating WSNs but also to test the 
behavior of the simulated network using the protocols devised in Chapters 4 and 5. 

Another distinctive feature of the developed simulation environment is that it can be 

easily adapted to suite the development of new protocols. It is however a work in 
progress and future efforts are necessary before it can be turned into a veritable 
wireless sensor network simulator. 

Conclusions: The development for a graphical user interface which would help 
simulate the behavior of WSNs is necessary because it gives users the possibility to 
define network simulation scenarios with unique characteristics while providing 

access to all statistical information available without having to interpret purely 
mathematical results. The proposed simulation environment provides dynamic 
adaptation to various simulation scenarios and network topologies as properties 
such as observation area size, number of nodes, node hardware characteristics etc. 
can be easily modified to suite application needs. Another important feature is the 
availability to access distinct statistical information which can be viewed directly in 

the simulator or saved in files for later usage. 

Chapter four, “Efficient clustering techniques for static WSNs”, focuses on 
efficient routing techniques for WSNs meant to reduce the energy consumption 

while maintaining increased quality of service. This chapter addresses two research 
directions for hierarchical networks, that of efficient cluster head election and that of 
route optimization between network nodes of different hierarchical status.  

The first direction targets to provide an energy efficient method for CH election with 

the purpose of obtaining even coverage of the observation area. The proposed 
method implies that cluster heads must be elected considering that a minimum 
separation distance exists between them but also taking note of the number of 
nodes in their vicinity and of the expected packet size to be delivered. Using the 
proposed method nodes in key places throughout the network will be constrained to 
perform the difficult task of cluster head in the detriment of others. Using this 
method has a positive impact on the overall network lifetime and also provides 

increased packet delivery. 

Based on a thorough analysis of literature researches together with results obtained 
through experimental tryouts, the second research direction proposes a new method 
for network nodes to elect attending cluster heads. The method implies the usage of 

what is referred to as a “reconnaissance procedure” in which sensor nodes 
broadcast messages to neighbors in a TDMA fashion. At the end of this procedure 

nodes should be able to assess the link quality between themselves and all nodes 
within the communication distance. Based on this link indicator nodes will elect 
future communications paths rather than using other metrics such as RSSI. We 
have shown through simulations that networks using this method can benefit from 
reduced energy consumption and increased packet throughput. 
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Conclusions: The two directions presented in chapter three of this thesis provide 
energy efficient solutions for hierarchical organization and routing of wireless sensor 

networks with static nodes. Both proposals have been validated through numerous 
simulations in the Matlab environment. The simulations have addressed different 
scenarios in terms of size of the observation area, number of cluster heads, packet 
size etc. Analysis of the simulation results show that by implementing the proposed 
methods important improvements can be obtained in terms of network lifetime and 
packet delivery (various percentual increases depending on the size of the 
observation area as well as on the number of desired cluster heads). Also, the 

straightforwardness of the proposed methods makes them easy to implement and 
test on a real WSN. 

The last chapter of this thesis entitled “Routing and scheduling techniques for 
mobile WSNs” aims at providing routing and scheduling techniques for wireless 
sensor networks with mobile nodes. We present the implementation of a genetic 
algorithm approach for efficient path selection. We provide a detailed description of 
how the method was implemented as well as a description of the simulation 

environment for which it was tested. The results of our simulations show that the 
method is prone to errors when considering the quality of the provided paths but 
this issue can be solved by modifying the parameters of the algorithm accordingly. 

When considering task scheduling, we propose a method based on Markov decision 
process called Q-Learning. The learning algorithm was implemented by adding the 
notion of “event” and using own definitions of parameter variations. Through 

extensive simulations we have shown that the method performs well and can be 
easily used for training WSN nodes what actions to perform at given periods in time. 

Conclusions: The research directions approached in this chapter are addressed to 
wireless sensor networks with mobile nodes and they are of great importance as 

they refer to issues such as routing and scheduling of tasks.  

The routing method described in this chapter which is based on a genetic algorithm 
approach solves, with a reduced error rate the problem of choosing optimum paths 

given that an interconnection table between nodes exists. We have observed 
through simulations that the time required for the algorithm to converge to an 
optimum path is less than 27 ms/node which allows for usage on systems with real 
time response requirements. Another benefit from using this method is the fact that 
it provides more than one divergent path from a source to a destination node which 
allows for quick adaptation in case of node failure.  

The scheduling method described in presents several advantages such as ease of 

implementation at reduced computational costs and efficient usage of hardware 
resources while maintaining high quality of service. The simulation results show that 
this method can be easily implemented and will prove effective using the proposed 
constrains on algorithm parameter variation and the consideration of the “event” as 
described and its impact on the functionality of the algorithm. We have shown that 

using the proposed scheduling scheme an increase in network lifetime with up to 

60% can be obtained while maintaining the QoS high, with losses below 6%. 
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6.2 Summary of contributions 

Among the contributions resulting from this thesis the author would like to point out 
seven of the most important: 

1. A mathematical model for estimating the energy harvesting 

capabilities of radio frequency harvesters. 

 

2. An experimental setup which can be used to analyze the 

performance of radio frequency energy harvesters. 

 

3. The foundations of a robust network simulator for static and mobile 

wireless sensor networks developed in the Matlab environment. 

 

4. Proposal of a new method for static networks to electing cluster 

heads using a separation distance and considering network topology 

characteristics as well as the expected size of the delivered packets. 

 

5. Proposal of a new method for networks with static nodes to choose 

attending cluster heads based on information about the link quality 

obtained through the implementation of a reconnaissance 

procedure. 

 

6. A genetic algorithm based approach for generating divergent paths 

while maintaining the applicability constraint for real time 

applications. 

 

7. An adapted Markov decision process technique (Q-Learning) for 

opportunistic and efficient scheduling of node tasks while 

maintaining a high quality of service. 
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Appendix A  

LabView calibration and measurement program  

 

 

Figure A. 1. Front panel of the LabView calibration and measurement program 
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Figure A. 2. Simplified block diagram of the initialization procedure 

 

 

Figure A. 2. Simplified block diagram of the read procedure 

 

 

 

Appendix B 

Spherical coordinates system 

 

As directional patterns of the antennas and Maxwells equations, which describe the 
interactions between the electric and magnetic fields, are better described using the 
spherical coordinates system (which we have used for our model presented in 
Chapter 2) we will briefly describe the transition between the cartesian and spherical 

coordinates systems. Figure B. 1 is a representation of the cartesian and spherical 

coordinates system. 
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Figure B. 1. Cartesian and spherical coordinates system 

The spherical coordinates are: 

 The radius (or radial distance – r) which represents the Euclidian distance 

from the origin of the system to the point of interest 

r   [0,  ) 

 The inclination (or polar angle -  ) which is the distance between the Oz line 

and the line which unites the point of origin O with the point of interest 

   [0,  ) 

 The azimuth (or azimuthal angle –  ) which represents the angle between 

Ox and the line which unites the point of origin O with the projection of the 

point of interest on the xOy plane 

 

   [0,2 ) 

In the case of Figure B. 1 the coordinate system is considered to be right handed 
meaning that once two of the coordinates have been chosen the third can be 

determined using the right hand rule. The coordinate system adopted in this paper 
is in conformity with the ISO-31-11 standard [72]. 
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Appendix C 

Gain approximation from HPBW angle 

In antenna theory the HPBW angle is the separation in which the magnitude of the 
radiated power is decreaced by half (- 3dB) from the peak of the main lobe. A 

representation is avaiable in Figure C 1. 

 

Figure C. 1. Antenna radiation pattern and HPBW (carthesian and polar) [64] 

For dipole antennas with planar reflector (the case of the Powercast TX91501 
transmitter [52]) the HPBW horizontal angle is between 60o and 90o. 

The HPBW angle is very important because it can be used to estimate the antenna 

gain [64] which can be calculated using the following formula [64]. 

G = 
32383

HP Wvert HP Whoriz
       (C 1) 

where both HPBW angles are expressed in degrees. 

By applying a logarithm to this formula we obtain formula 2.3: 

g
0
 = 45.1-10 log

10
(HP Whoriz HP Wvert)    (C 2) 

When considering that the planar characteristics of the beam are independent we 
can approximate the directivity characteristic using [64]: 

C( , ) = CV( ) CH( )     (C 3) 
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This means that the relationship between radiation and directivity can be written as 
follows: 

F( , ) = C
2
( , )            (C 4) 

Or more specifically: 

FV( )= C
2
( )           (C 5) 

FH( )= C
2
( )           (C 6) 

In literature it is recommended [64] that the directional characteristics of antennas 
be approximated thorough pencil beam functions (the cosine function raised at a 

certain power). Therefore we can approximate the vertical and horizontal cuts as: 

CV( ) = cos
p( )            (C 7) 

CH( ) = cos
q(

 

 
)            (C 8) 

Since    [0,  ) and if the maximum radiation direction is in the xOy plane (  = 
 

2
) 

then: 

FV( ) = sin
2p
( )           (C 9) 

Considering that HPBWvert = 60o according to the manufacturer datasheet [52] we 
can determine the p coefficient from the HPBW condition as: 

FV(
 

2
 

HP Wvert

2
) = 

1

2
=> sin

2p
(
 

2
-
HP Wvert

2
) = 

1

2
      (C 10) 

By applying logarithm to the above equation we can determine the exponent p: 

p =
log(

1

2
)

2 log (sin.
 

2
 - 
HP W

2
/)
 2.41    (C 11) 

The q coefficient can also be determined from the horizontal cut and considering the 
HPBW condition as follows: 

FH( ) = cos
2q(

 

2
)=

1

2
 =>cos2q .

HP Whoriz

4
/= 

1

2
   (C 12) 

By applying logarithm to the above equation the exponent q equals: 

q=
log (

1

2
)

2 cos (
HP W

4
)
   10               (C 13) 

The same consideration from equation C 11 can be used to determine the 1.37 
coefficient from 2.8 having in view that HPBW = 78o. 
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Appendix D 

The MEMSIC MoteView Graphical User Interface 
 

 

Figure D. 1. The MEMSIC MoteView program 
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Appendix E 

Introduction to Markov decision processes 
 
 

The sequential decision model which governs a Markov Decision Process was first 

described more than 50 years ago by Bellman [118]. The purpose was to lay the 
foundations of a mathematical theory that accounts for the relationship between the 
outcomes of present and future decisions in order to achieve good overall 
performance in time. 

More exactly, given that an agent with the capability of taking decisions observes 
the states of a system under scrutiny at a specified point in time and chooses to 

take an action. The action has two outcomes:  

 The agent receives a reward. 

 The system moves to the next state according to a probability distribution 

determined by the action choice.  

At the next point in time the agent may choose from a set of actions which one to 
perform. According to Puterman [119] the sequential decision problem can be 
modeled as in Figure E. 1. 

 

 
Figure E. 1. Representation of a sequential decision problem [119] 
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The problem can be split into five major elements [119]: 
1. A set of decision epochs. 

2. A set of system states. 

3. A set of available actions. 

4. The dependency of the reward on the state and the action. 

5. The dependency of the transition probabilities on the state and the choice of 

action. 

It is assumed that the elements above are known to the agent at the time of each 
decision. Considering the above assumptions the problem can be formulated as 

follows: for each decision epoch the agent chooses to perform one from a set of 
available ones in the current state occupied by the system at that time. For that 
action the agent receives a reward and the system moves on to the next state at 
the following decision epoch. The reward and transition probabilities depend on the 

state and the choice of action [119].  

Model formulation 

Decision epochs 

The moments in time at which the decisions are made, are referred to as decision 
epochs (  *t  t  t +). Depending on N, the decision problem can be called a finite 

horizon (   ) problem or infinite horizon problem ( -  ) [119]. 

States and Action Sets 

At each decision epoch, the system is in a state s (     ). At each state s   S the 

agent may choose action a from the set of As available actions. Sets S and As do 

not vary with t and may each be either [119]: 
1. Arbitrary finite sets 

2. Arbitrary infinite sets 

3. Compact subsets of finite dimensional Euclidian space, or 

4. Non-empty Borel subsets of complete, separable metric spaces. 

Rewards and transition probabilities 

When action a is chosen in state s, at the t decision epoch [119]: 
1. The agent receives reward r(s, a). 

2. The system state at time t+1 is determined by the p(•|s, a) probability 

distribution. 

The reward can be considered income or cost if its value is positive or negative. If 
the reward depends on the state of the system at the next decision epoch, it will be 
expressed as r(s, a, j), function that denotes the value when the system occupies 

the state j at time t+1. Its expected value at time t may be evaluated by 
computing: 

r(s,a)= ∑ r(s,a,j) p(j s,a)j S          (D 1) 
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Where the non-negative function p(j|s, a) represents the probability that the 
system will be in state j   S at time t+1, when the agent chooses action a in state s 

at time t (it is also called the transition probability function).  

It is important to note that many system transitions might happen between t and 
t+1. Usually, all the information necessary to make a decision at time t is 
summarized in r(s,a) and p(j|s, a), however, under some criteria, r(s, a, j) must 
be used. It is usually assumed that:  

∑ p(j s,a)j S =1                (D 2) 

In finite horizon Markov decision processes, no decision is taken at time t and the 

reward at this point is only a function of the state. This can be denoted by r(s) and 
is sometimes referred to as a salvage value.  

The collection of objects *           p( |  a)  r   a  + represents a Markov decision 

process. The “Markov” qualifier is used because the transition probability and reward 
function depend on the past only through the current state of the system and the 
action taken by the agent in that state [119]. 
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