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## 1. Introduction

### 1.1. Research background

The Singular Value Decomposition (SVD) theory has been developed lately with the work of many mathematicians as Beltrami, Jordan, Sylvester, Schmidt, Weyl, etc. One of the most recent results in this field refers to the generation of tensors using Higher Order Singular Value Decomposition (HOSVD) [Apk95]. The main feature of HOSVD consists in decomposing a N -dimensional tensor into an orthonormal system by the special ordering of higher order singular values. Based on this feature HOSVD is capable of extracting the unique structure of the decomposed tensor [Apk95]. Therefore, on one hand, there are many techniques of optimization and design of control structures for polytopic forms of Linear Parameter Varying (LPV) models and, on the other hand, there are many identification techniques. However, these two aspects can be connected very difficult because of the uniform representation problem. This is why the Tensor Product (TP)-based Model Transformation technique is a good solution in solving this problem.

The TP-based Model Transformation technique transforms LPV models into polytopic forms on which the Linear Matrix Inequalities (LMIs) techniques can be applied immediately. The result of this transformation consists in TP models which have the well defined structure of a given LPV model.

The two main objectives of this thesis were formulated in order to validate the TP-based Model Transformation technique by obtaining TP models for various processes, other that the ones already presented in the literature, and also to improve the control performances of the TP-based control structures by combining the TPbased Model Transformation technique with other control techniques in the design of cascade control structures.

The first objective of the thesis consists in the validation of the modeling algorithm of the TP-based Model Transformation technique on many laboratory equipments. The corresponding derived TP models were validated using many testing scenarios and they were compared with other models of the same processes in order to highlight their performance.

The second objective of the thesis consists in the validation of the control algorithm of the TP-based Model Transformation technique using LMIs and Parallel Distributed Compensation (PDC) framework. Therefore, many conventional and cascade control structures were design for the control of various laboratory equipments. The proposed control structures were tested and compared with other similar ones and their performance was highlighted.

Finally, the main conclusion consists in the fact that the TP-based Model Transformation technique proved its utility by being applied on many processes as laboratory equipments, industrial processes, biomedical processes, etc.

### 1.2. General presentation of the thesis

The thesis is structured in five chapters and four appendices. A short overview of each chapter is presented as follows.

The scientific background along with a short general presentation of the thesis are presented in Chapter 1.

Chapter 2 consists in a short general presentation of the main idea of TPbased Model Transformation technique and a bibliographic study which highlights the main theoretical and practical contributions obtained so far.

Chapter 3 is organized in five sub-chapters. The modeling algorithm of the TP-based Model Transformation technique is widely presented in Sub-chapter 3.1. The next first three sub-chapters are dedicated to the presentation of the derivation of TP models for: the vertical three tank systems, the partial state feedback controlled magnetic levitation systems, and the inverted pendulum systems. Each TP model is validated using many testing scenarios and its performance is highlighted. A comparative analysis with other models is also made. Finally, the conclusions are given in Sub-chapter 3.5.

Chapter 4 is organized in five sub-chapters. Sub-chapter 4.1 presents the control algorithm of the TP-based Model Transformation technique. The next three sub-chapters present the design of conventional and cascade control structures for the following laboratory equipments: the vertical three tank systems, the partial state feedback controlled magnetic levitation systems and the inverted pendulum system. A comparative analysis is conducted in each sub-chapter. Sub-chapter 4.5. presents the conclusions.

Chapter 5 highlights the main conclusions and the personal contributions and presents further research directions.

## 2. Tensor Product (TP)-based Model Transformation

### 2.1. Introduction to TP-based Model Transformation technique

The TP-based Model Transformation technique was first introduced by Peter Baranyi in the paper [Bar03a]. The main purpose of this approach is to transform a given LPV or quasi-Linear Parameter Varying (qLPV) state-space model into a TP model made of Linear Time Invariant (LTI) systems using the HOSVD. Therefore, the input(s) of the transformation is/are the LPV or qLPV models and the outputs consist in the LTI matrices, which form the core tensor of the TP model. The computation time of the TP-based Model Transformation depends on the computation time of the HOSVD.

The transformation steps are briefly presented as follows, they represent the modeling approach, and will be widely discussed in Chapter 3 of this thesis.

Step 1. Defining the parameter vector. Starting with the physical restrictions applied to the process (or plant) operation, the vector of the variable parameters is defined.

Step 2. Defining the discretization grid. The discretization grid is found by discretizing the parameter vector using a certain number of discretization points.

Step 3. Computation of the discretized tensor. The discretized system matrices, which form the discretized tensor are computed.

Step 4. HOSVD of the discretized tensor. The HOSVD is applied on the discretized tensor obtained in the previous step.

Step 5. Computation of the weighting functions. The values of the weighting functions are obtained after applying the HOSVD on the discretized tensor and are stored in weighting vectors. The main types of weighting vectors are presented as follows.

The weighting vector is Sum Normalized (SN) if the sum of all weighting functions is 1 .

The weighting vector is Non Negative (NN) if the values of all weighting functions are non-negative.

The weighting vector is Normal (NO) if it is SN and NN and the biggest value of all weighting functions is 1 .

The weighting vector is Close to Normal (CNO) if the biggest value of all weighting functions is close to 1 .

Step 6. Computing the LTI systems. Finally, the LTI system matrices, which form the core tensor of the TP model, are computed.

Based on the LTI system matrices resulted from the TP-based Model Transformation, the PDC technique along with LMIs are involved in the TP controller
design and tuning. Therefore, the input of the TP controller design approach is the core tensor made by the LTI system matrices and the output are the LTI feedback gains which are stored in the tensor of the TP controller. The controller design approach steps are briefly presented as follows and they will be widely discussed in Chapter 4 of this thesis.

Step 1. Defining the four LMIs. Four LMIs are defined. The first two LMIs are formulated to ensure the asymptotic stability of the control system and the other two are used to constrain the control signal (or control input).

Step 2. Solving the stability LMIs. The first two LMIs defined in step 1 are solved using a dedicated LMI software or toolbox.

Step 3. Computing the LTI feedback gains. Based on the solutions of the previous LMIs, the LTI feedback gains are computed and stored in the TP controller tensor.

Step 4. Solving the constraints LMIs. The last two LMIs, which consist in constraints applied to the control signal, are solved based on the solutions obtained in step 2.

Step 5. Application of PDC technique. Finally, the PDC technique is applied to derive the control law based on the feedback gain tensor.

### 2.2. Bibliographic study on TP-based Model Transformation technique

Over the last few years the TP-based Model Transformation technique was successfully applied to many processes. An analysis of the state-of-the art is presented as follows considering several classification criteria.

The first classification criterion consists in dividing the application of the TP-based model transformation technique to process modeling (I) and process control (II).
(I) TP-based Model Transformation technique applied to process modeling. The modeling approach is applied in the conventional way by following the six steps presented in the previous sub-chapter.

The conventional application to the TP-based Model Transformation modeling algorithm was used in the following papers:

- [Tik04] for a mass-spring system;
- [Bar06b], [Nag07c] and [Sze07] for a Translational Oscillator with an Eccentric Rotational Proof Mass Actuator (TORA) system;
- [Kun07] for a DC motor;
- [Nag07a], [Nag07b], [Zha18], [Bar22a], [Kuc21] and [Hed21a] for a pendulum-cart system;
- [Gro10] for a pneumatic system;
- [Tak13], [Eig16a], [Kov16] and [Eig17a] for the type 1 and type 2 diabetes.
- [Gal13], [Szo14a], [Szo18] and [Gal15a] for cognitive processes;
- [Bar14], [Szo14b], [Bar15], [Bar16] and [Tak15] for a 3 Degrees of Freedom (3DOF) aeroelastic wing system;
- [Che14] for an industrial robot with flexible joints.
- [He16] for a morphing aircraft;
- [Hed18a] for a vertical three tank system;
- [Wan18] for a nonlinear discreet-time system;
- [Hed19b] and [Hed19e] for a magnetic levitation system;
- [Nem19] and [Nem21] for an induction machine;
- [Var21] for a white noise model and in [Gon20] for a frequency modulated signal;
- [Hed21b] for a tower crane system;
- [Csa21] for black box models.
- [Hed21c] for servo systems

The main advantage of the TP-based Model Transformation modeling approach consists in the fact that it transforms LPV models into polytopic forms (LTIs) on which the Linear Matrix Inequalities (LMIs) techniques can be applied immediately. That is the reason why this technique was successfully applied to many processes. However some disadvantages emerged.

The main disadvantage of the TP-based Model Transformation modeling approach consists in the large dimension of the core tensor of the derived TP model which generates:
a) large computation volume;
b) large execution time;
c) large amount of memory.

Therefore, solving this disadvantage has become an important research topic which was treated in many of the recent papers. The results of the improved TP-based Model Transformation modeling algorithm are presented in [Pet06], [Liu17a] and [Kut17b] where the volume of computations was significantly decreased. More than that, the dimension of the core tensor was decreased by varying the dimensions of the process inputs and outputs in the generalized TP-Based Model Transformation modeling algorithm proposed by Baranyi in [Bar18] and [Bar22b].
(II) TP-based Model Transformation technique applied to process control. The controller design approach was either applied in the initial form proposed by Baranyi in 2003 or it was improved by adding additional steps or features in order to overcome the eventual disadvantages of the classical form or to improve the derived TP controller performance.

The initial form of the TP controller design approach consists of proceeding the steps presented in the previous sub-chapter in the derivation of the TP controller. The resulted TP controller was next used either alone in conventional control structures (a) or in combination with other control techniques in cascade control structures (b). Therefore, two other subcriteria result as follows:
a) The TP-based conventional control structures were proposed in:

- [Bar03a], [Bar03b], [Bar04a], [Bar04b], [Bok05], [Bar05b], [Bar06a], [Bar06b], [Bar06d], [Tak10c], [Szo15] and [Tak21], for an aeroelastic system;
- [Bar05a] and [Sun18], for a 3DOF helicopter;
- [Pet04] and [Pet07], for a TORA system;
- [Kol06], [Nag08], [Sza09], [Ile11], [Gro15], [Kuc19] and [Hed21a] for a pendulum-cart system.
- [Gro12] and [Gal15b], for impedance model with feedback delay;
- [Eig 16b], for type 1 diabetes and in [Eig17b] for tumor growth;
- [Pre10a] and [Hed17b], for a three tank system and vertical three tank system respectively;
- [Pre10b], for an electromagnetic actuated clutch system;
- [Pre12], for an automatic transmission system;
- [Tak10b], for a DC motor;
- [Hed17a], for a magnetic levitation system;
- [Tak16], for a medical robot;
- [Tak18], for an aircraft;
- [Boo20], for a Lotka-Volterra fractional order model;
- [Cha20], for a mass-spring dumper system and for the Lorentz system.
b) The TP-based cascade control structures were presented in:
- [Pre08], [Pre15], [Hed18c] and [Hed19c] using a combination with fuzzy control technique;
- [Pet08] and [Hed18b] using a combination with gain scheduling control technique;
- [Mat11] using a combination with neural networks;
- [Tak10a], [Hua15], [Kor06], [Che17], [Zha14] and [Hed19d] using a combination with sliding mode technique;
- [Ile14] and [Han17] using a combination with the model predictive control technique;
- [Liu17b] using a combination with adaptive control techniques;
- [Hed19a] using a combination with Proportional Integral Derivative (PID) controller.
The main advantage of the TP controller design approach is that both the LMIs and PDC technique are combined in order to compute the feedback gain tensor. This advantage led to the successfully application of the TP-based control technique to a wide range of processes. However, as in case of the TP modeling approach, the large dimension of the feedback gain tensor represents a big disadvantage especially for higher order systems as it can negatively influence the control performance. Therefore, in order to solve this issue, two possible solutions were proposed:
- in [Yu19], the iterative TP-based Model Transformation technique is proposed which significantly reduces the feedback tensor dimension;
- in [Kut17a], the Minimal Volume Simplex (MVS) method is used in order to determine only on feedback gain on each dimension of the transformation space.
Another disadvantage of the TP controller design approach presented above consists in the fact that in the parameter tuning, which is based on LMIs, the stability and control specifications are guaranteed only for the derived TP model and not for the initial process. Therefore, other LMIs were added as follows in the controller design approach in order to fulfill the stability requirements:
- in [Wu13], the Chebyshev LMI is introduced in order to ensure the stability of the original process;
- in [Kut16], additional LMIs are used in order to exclude in instability regimes;
- in [Sza10], auxiliary variables are introduced in order to highlight if the performances of the TP controller can or can not be improved.
The second classification criterion consists in the type of the initial model which is used by the TP-based Model Transformation technique, namely: LPV model (I) and qLPV model (II).
(I) LPV models. Only the varying parameters are taken into consideration when defining the transformation space used in the first step of the modeling algorithm. The LPV models are derived in:
- [Tik04], for a mass-spring system;
- [Hua12], for a supersonic vehicle;
- [Pre12], for an automatic transmission system;
- [Bar18], in the generalized TP-based model transformation technique;
- [Ile21], for a tower crane system.
(II) qLPV models. Some of the varying parameters are also state variables of the process. The qLPV models are derived in:
- [Bar06b], for the TORA system;
- [Hed19b] and [Hed19e], for a magnetic levitation system;
- [Nag07a], [Nag07b], [Bar22a], [Kuc21] and [Hed21a], for a pendulumcart system;
- [Ile14] and [Hed21b], for a tower crane system;
- [Szo14b], [Szo14c] and [Bar15], for an aeroelastic system.


## 3. TP-based Model Transformation technique used in system modeling

### 3.1. The TP-based Model Transformation modeling algorithm

The Tensor Product (TP)-based Model Transformation technique is a numerical, non-heuristic method that is capable of transforming a dynamic system model, into parameter-varying weighted combination of parameter independent (constant) system models under the form of Linear Time Invariant (LTI) systems. It has the advantage of allowing LMI and Parallel Distributed Compensation (PDC) frameworks to be applied immediately to the resulting affine models. This leads to tractable and improved control system performance.

The parameters introduced in the modeling algorithm are of two categories, (i) and (ii):
(i) the extremities of the varying domains of the transformation space, which are imposed according to the contratints applied to the process operation,
(ii)the number of varying parameters, the number of discretization points and the number of singular values, which are chosen by the designer, and are directly correlated to the complexity of computations and the number of LTI systems of the TP model that will be derived by the algorithm.
The six steps of the TP-based Model Transformation modeling algorithm are illustrated in Fig.3.1 and are presented in detail in the following paragraphs.


Fig.3.1. The TP-based model transformation diagram [Hed18a].

## 1. Defining the transformation space.

The transformation space denoted by $\boldsymbol{\Omega}$ is made of the intersection of the varying domains of the model parameters. Therefore,
$\boldsymbol{\Omega}=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times \ldots \times\left[a_{n}, b_{n}\right] \subset \mathfrak{R}^{n}$, where the extremities of the intervals $\left[a_{i}, b_{i}\right]$, with $p_{i}, p_{i} \in\left[a_{i}, b_{i}\right]$ and $i=1 \ldots n$, are chosen depending on the restrictions applied to the operation of the process. The parameter vector is denoted by $\mathbf{p}=\left[\begin{array}{lll}p_{1} & p_{2} & \ldots\end{array} p_{n}\right]^{T} \in \boldsymbol{\Omega}$, where $n$ indicates the number of parameters and the superscript $T$ denotes the matrix transposition. For example, in case of two varying parameters $p_{1} \in\left[a_{1}, b_{1}\right]$ and $p_{2} \in\left[a_{2}, b_{2}\right]$ the transformation space $\boldsymbol{\Omega}=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right]$ is illustrated in Fig.3.2.


Fig.3.2. The transformation space for two parameters [Hed18a], [Hed19e].

## 2. Defining the discretization grid.

In the second step of the TP-based Model Transformation, every interval [ $a_{i}, b_{i}$ ], $i=1 \ldots n$, of the transformation space $\boldsymbol{\Omega}$ is discretized using a number of discretization points denoted by $M_{i}, M_{i} \in \mathbf{N}, M_{i} \geq 2$ including the ends of each interval. The discretization points have the following expression [Bar13]:

$$
\begin{align*}
& g_{i, m_{i}}=a_{i}+\left(b_{i}-a_{i}\right)\left(m_{i}-1\right) /\left(M_{i}-1\right), \\
& a_{i} \leq g_{i, m_{i}} \leq b_{i}, m_{i}=1 \ldots M_{i}, i=1 \ldots n \tag{3.1}
\end{align*}
$$

where a discretization point $\mathbf{g}_{m_{1}, m_{2}, \ldots, m_{n}}, \mathbf{g}_{m_{1}, m_{2}, \ldots, m_{n}} \in \boldsymbol{\Omega}$ is:

$$
\mathbf{g}_{m_{1}, m_{2}, \ldots, m_{n}}=\left[\begin{array}{llll}
g_{1, m_{1}} & g_{2, m_{2}} & \ldots & g_{n, m_{n}} \tag{3.2}
\end{array}\right]^{T} .
$$

Thus, the discretization grid becomes:

$$
\begin{align*}
& \mathbf{M}=\left\{\mathbf{g}_{m_{1}, m_{2}, \ldots m_{n}} \in \boldsymbol{\Omega}\right\}, m_{i}=1 \ldots M_{i}, i=1 \ldots n,  \tag{3.3}\\
& |\mathbf{M}|=M_{1} \cdot M_{2} \cdot \ldots \cdot M_{n} .
\end{align*}
$$

In the particular case of two varying parameters, for $M_{1}=8$ and $M_{2}=6$ the discretization grid $\mathbf{M}$ with $|\mathbf{M}|=M_{1} \cdot M_{2}=8 \cdot 6$ points is illustrated in Fig.3.3.


Fig.3.3. The discretization grid for two parameters [Hed18a], [Hed19e].

## 3. Finding the discretized system tensor.

In the third step of the TP-based Model Transformation, the discretized system tensor is defined starting with the continuous state-space model representation of the LPV process:

$$
\begin{align*}
\dot{\mathbf{x}}(t) & =\mathbf{A}(\mathbf{p}) \mathbf{x}(t)+\mathbf{B}(\mathbf{p}) \mathbf{u}(t), \mathbf{x}(0)=\mathbf{x}_{0},  \tag{3.4}\\
\mathbf{y}(t) & =\mathbf{C}(\mathbf{p}) \mathbf{x}(t)+\mathbf{D}(\mathbf{p}) \mathbf{u}(t),
\end{align*}
$$

where $\mathbf{x}(t), \mathbf{x}(t) \in \mathfrak{R}^{q}$ is the state vector, $t \in \mathfrak{R}, t \geq 0$ is the time variable, $\mathbf{x}_{0} \in \mathfrak{R}^{q}$ is the initial state vector, $q$ is the number of states, $\mathbf{u}(t) \in \mathfrak{R}^{m}$ is the input vector, $m$ is the number of inputs, $\mathbf{y}(t) \in \mathfrak{R}^{l}$ is the output process vector, $l$ is the number of outputs, and $\mathbf{A}(\mathbf{p}) \in \mathfrak{R}^{q \times q}, \mathbf{B}(\mathbf{p}) \in \mathfrak{R}^{q \times m}, \mathbf{C}(\mathbf{p}) \in \mathfrak{R}^{l \times q}, \mathbf{D}(\mathbf{p}) \in \mathfrak{R}^{l \times m}$ are the system matrices.

Thus, the following system matrix is defined [Bar13]:

$$
\begin{align*}
& \mathbf{S}(\mathbf{p})=\left[\begin{array}{ll}
\mathbf{A}(\mathbf{p}) & \mathbf{B}(\mathbf{p}) \\
\mathbf{C}(\mathbf{p}) & \mathbf{D}(\mathbf{p})
\end{array}\right] \in \mathfrak{R}^{(l+q) \times(m+q)},  \tag{3.5}\\
& \mathbf{S}(\mathbf{p})=\left[s_{i j}(\mathbf{p})\right]_{i=1 \ldots(\ldots+q), j=1 \ldots(m+q)} .
\end{align*}
$$

For each discretization point $\mathbf{g}_{m_{1}, m_{2}, \ldots, n_{n}} \in \mathbf{M}$, the discretized system matrix is defined as:

$$
\begin{align*}
& \mathbf{S}_{m_{1}, m_{2}, \ldots m_{n}}^{D}=\mathbf{S}\left(\mathbf{g}_{m_{1}, m_{2}, \ldots m_{n}}\right) \in \mathfrak{R}^{(l+q) \times(m+q)}  \tag{3.6}\\
& \mathbf{S}_{m_{1}, m_{2}, \ldots m_{n}}^{D}=\left[s_{i j}\left(\mathbf{g}_{m_{1}, m_{2}, \ldots m_{n}}\right)\right]_{i=1 \ldots(l+q), j=1 \ldots(m+q)}
\end{align*}
$$

The main idea resulting from (3.6) is that the discretized system matrix $\mathbf{S}_{m_{1}, m_{2}, \ldots m_{n}}^{D}$ is in fact the system matrix $\mathbf{S}(\mathbf{p})$ in (3.5) computed for the parameter vector equal to the discretization point $\mathbf{p}=\mathbf{g}_{m_{1}, m_{2}, \ldots, m_{n}}=\left[\begin{array}{llll}g_{1, m_{1}} & g_{2, m_{2}} & \cdots & g_{n, m_{n}}\end{array}\right]^{T} \in \mathbf{M}$. Finally, the discretized tensor $\mathbf{S}^{D}$, whose cells are the discretized system matrices $\mathbf{S}_{m_{1}, m_{2}, \ldots m_{n}}^{D}$, is defined as:

$$
\begin{align*}
& \mathbf{S}^{D}=\left[\mathbf{S}_{m_{1}, m_{2}, \ldots m_{n}}^{D}\right]_{m_{1}=1 . . M_{1}, m_{2}=1 . . . M_{2}, \ldots, m_{n}=1 . \ldots M_{n}}  \tag{3.7}\\
& \mathbf{S}^{D} \in \mathfrak{R}^{M_{1} \times M_{2} \times \ldots \times M_{n} \times(l+q) \times(m+q)} .
\end{align*}
$$

The discretized tensor computed for a system with two varying parameters has the particular expression:

$$
\begin{align*}
& \mathbf{S}^{D}=\left[\mathbf{S}_{m_{1}, m_{2}}^{D}\right]_{m_{1}=1 . .8, m_{2}=1 \ldots 6} \\
& =\left[\begin{array}{cccc}
\mathbf{S}_{1,1}^{D} & \mathbf{S}_{1,2}^{D} & \ldots & \mathbf{S}_{1,6}^{D} \\
\mathbf{S}_{2,1}^{D} & \mathbf{S}_{2,2}^{D} & \ldots & \mathbf{S}_{2,6}^{D} \\
\ldots & \ldots & \ldots & \ldots \\
\mathbf{S}_{8,1}^{D} & \mathbf{S}_{8,2}^{D} & \ldots & \mathbf{S}_{8,6}^{D}
\end{array}\right] \in \mathfrak{R}^{8 \times 6 \times(l+q) \times(m+q)} . \tag{3.8}
\end{align*}
$$

## 4. Application of the HOSVD on the tensor $S^{D}$.

The discretized tensor $\mathbf{S}^{D} \in \mathbf{R}^{M_{1} \times M_{2} \times \ldots \times M_{n} \times(l+q) \times(m+q)}$ in (3.8) can be written as [Hed19e]:

$$
\begin{equation*}
\mathbf{S}^{D}=\mathbf{S} \stackrel{N}{\otimes}{ }_{n=1}^{\otimes} \mathbf{U}_{n}, \tag{3.9}
\end{equation*}
$$

where:

- $\mathbf{U}_{n}=\left[\begin{array}{llll}\mathbf{u}_{n, 1} & \mathbf{u}_{n, 2} & \ldots & \mathbf{u}_{n, I_{n}}\end{array}\right], n=1 \ldots N$ is an orthonormal matrix meaning that it is an orthogonal matrix made of unitary vectors, $\mathbf{U}_{n} \in \mathfrak{R}^{M_{n} \times I_{n}}, \mathbf{u}_{n, I_{n}} \in \mathfrak{R}^{M_{n} \times 1}$ and
$I_{n}$ indicates the number of singular values;
- $\mathbf{S}$ is a real tensor, $\mathbf{S} \in \mathbf{R}^{M_{1} \times M_{2} \times \ldots \times M_{n} \times(l+q) \times(m+q)}$;
- $\otimes$ indicates the $n$-mode product of a tensor defined as:

$$
\begin{equation*}
\mathbf{S} \stackrel{N}{\otimes=1} \mathbf{U}_{n}=\mathbf{S} \times \times_{1} \mathbf{U}_{1} \times_{2} \mathbf{U}_{2} \times_{3} \ldots \ldots \times_{N} \mathbf{U}_{N}, \tag{3.10}
\end{equation*}
$$

which means the tensor $\mathbf{S}$ is multiplied along its $n$-th dimension with $\mathbf{U}_{n}$ for $n=1 \ldots . N$.

The $n$-mode product of a tensor in (3.10), namely $\mathbf{S}^{D}=\mathbf{S} \times{ }_{n} \mathbf{U}, n=1 \ldots N$, is a matrix product obtained by first finding the $n$-mode matrix of tensor $\mathbf{S}, \mathbf{S}_{(n)}$, then by computing the matrix product $\mathbf{S}_{(n)}^{D}=\mathbf{U} \cdot \mathbf{S}_{(n)}$ and finally by finding the discretized tensor $\mathbf{S}^{D}$ in $\mathbf{S}_{(n)}$ [Hed19e].

The $n$-mode matrix $\mathbf{S}_{(n)}^{D} \in \mathfrak{R}^{M_{n} \times\left(M_{n+1} M_{n+2} \ldots(m+q) M_{1} M_{2} \ldots(l+q)\right)}$ is defined as:

$$
\begin{equation*}
\mathbf{S}_{(n)}^{D}=\left[\mathbf{s}_{r}^{D}\right], \tag{3.11}
\end{equation*}
$$

where $\mathbf{s}_{r}^{D} \in \mathfrak{R}^{M_{n}}$ denote the column vectors of the $M_{n}$ dimension of tensor $\mathbf{S}^{D}$ and $r=1 \ldots R$, with $R=M_{n+1} M_{n+2} \ldots(m+q) M_{1} M_{2} \ldots(l+q)$.

The Higher Order Singular Value Decomposition (HOSVD) applied on the tensor $\mathbf{S}^{D}$ implies $n$ singular value decompositions (SVD) made for all the $n$-mode matrices $\mathbf{S}_{(n)}^{D}$. The SVD of the $n$-mode matrix $\mathbf{S}_{(n)}^{D}$ makes use of with the following theorem with the proof given in [Lat00].

Theorem 1. Whatever the matrix $\mathbf{S}_{(n)}^{D}$ there are the orthogonal matrices $\mathbf{U}_{n}, \mathbf{V}_{n}$ such that

$$
\begin{align*}
& \mathbf{U}_{n}^{T} \mathbf{S}_{(n n}^{D} \mathbf{V}_{n}=\boldsymbol{\Sigma}_{n}, \\
& \boldsymbol{\Sigma}_{n}=\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{1} & 0 \\
0 & 0
\end{array}\right],  \tag{3.12}\\
& \boldsymbol{\Sigma}_{1}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{I_{n}}\right),
\end{align*}
$$

where $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{I_{n}}$ are the singular values.
The SVD of the $n$-mode matrix $\mathbf{S}_{(n)}^{D}$ is then computed as:

$$
\begin{equation*}
\mathbf{S}_{(n)}^{D}=\mathbf{U}_{n} \boldsymbol{\Sigma}_{n} \mathbf{V}_{n}^{T}, \tag{3.13}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{n}$ is defined in (3.12) and $\mathbf{U}_{n}$ and $\mathbf{V}_{n}$ are the left and the right singular matrices and they are unique. The singular values of the matrix $\mathbf{S}_{(n)}^{D}$ are the unique positive square roots of the eigenvalues of the matrix $\mathbf{X}=\mathbf{S}_{(n)}^{D^{T}} \mathbf{S}_{(n)}^{D}$.

The SVD algorithm is presented as follows using the steps a), b) and c) [Lat00]:
a) Computation of $\mathbf{X}=\mathbf{S}_{(n)}^{D^{T}} \mathbf{S}_{(n)}^{D}$.
b) Computation of the eigenvalues $\lambda_{r}$ of the matrix $\mathbf{X}\left(\lambda_{r}\right), r=2 \ldots, N$.
c) Computation of the singular values of the matrix $\mathbf{S}_{(n)}^{D}$ (using only the positive eigenvalues):

$$
\begin{equation*}
\sigma_{r}=\sqrt{\lambda_{r}}, r=1 \ldots I_{n} . \tag{3.14}
\end{equation*}
$$

After finding the singular values of $\mathbf{S}_{(n)}^{D}$, the matrices $\mathbf{U}_{n}$ and $\mathbf{V}_{n}$ are computed after solving the system (3.14). The column vectors $\mathbf{u}_{n, I_{n}}$ in the matrix $\mathbf{U}_{n}$ are called weighting vectors and they are later used for finding the values of the weighting functions (w.f.s).

## 5. Finding the values of the weighting functions.

The values of the column vectors $\mathbf{u}_{n, I_{n}}$ of $\mathbf{U}_{n}$ define the values of the w.f. $\mathbf{w}_{n}\left(\mathbf{p}_{m_{1}, m_{2}, \ldots m_{n}}\right)$ for $\mathbf{p}_{m_{1}, m_{2}, \ldots m_{n}}=\left(g_{1, m_{1}}, \ldots . g_{n, m_{n}}\right)$ [Hed19e]:

$$
\begin{equation*}
\mathbf{w}_{n}\left(\mathbf{p}_{m_{1}, m_{2}, \ldots m_{n}}\right)=\mathbf{u}_{n, I_{n}} . \tag{3.15}
\end{equation*}
$$

## 6. Finding the core tensor.

The core tensor $\mathbf{S}_{f}$ is computed by bringing to the left of the tensor $\mathbf{S}^{D}$ the singular matrices $\mathbf{U}_{n}$ [Bar13]:

$$
\begin{equation*}
\mathbf{S}_{f}=\mathbf{S}^{D} \stackrel{N}{\otimes=1} \mathbf{U}_{N}^{T}=\mathbf{S}^{D} \times_{1} \mathbf{U}_{1}^{T} \times_{2} \mathbf{U}_{2}^{T} \times_{3} \ldots \ldots \times_{N} \mathbf{U}_{N}^{T} \tag{3.16}
\end{equation*}
$$

For any parameter vector $\mathbf{p} \in \boldsymbol{\Omega}$, the core tensor $\mathbf{S}_{f}$ is expressed as a convex combination of the LTI system matrices $\mathbf{S}_{m_{1}, m_{2}, \ldots m_{n}}^{L T I} \in \mathfrak{R}^{(l+q) \times(m+q)}$ called also vertex systems:

$$
\begin{equation*}
\mathbf{S}_{f}=\sum_{m_{1}=1}^{M_{1}} \sum_{m_{2}=1}^{M_{2}} \cdots \sum_{m_{n}=1}^{M_{n}} \prod_{n=1}^{N} \mathbf{w}_{n}\left(\mathbf{p}_{m_{1}, m_{2}, \ldots m_{n}}\right) \mathbf{S}_{m_{1}, m_{2}, \ldots m_{n}}^{L T I} . \tag{3.17}
\end{equation*}
$$

Using the compact notation specified in (3.9), the following expression is obtained [Bar04b]:

$$
\begin{equation*}
\mathbf{S}(\mathbf{p}(t))=\mathbf{S}_{f} \otimes \mathbf{w}_{n}\left(\mathbf{p}_{m_{1}, m_{2}, \ldots m_{n}}\right) \tag{3.18}
\end{equation*}
$$

### 3.2. The derivation of the TP model for Vertical Three Tank System

The Vertical Three Tank System (V3TS) is a laboratory equipment designed for experiments which has the diagram of principle presented in Fig.3.4. The system is made of four thanks: three of them ( $\mathrm{T} 1, \mathrm{~T} 2$ and T 3 ) placed vertically and the fourth one (T4) which is placed under the third tank. The system also contains a variable speed pump driven by a DC motor and three electrical servo valves. Three piezoresistive pressure sensors PS1, PS2 and PS3are used to measure the water levels $y_{1}$, $y_{2}$ and $y_{3}$.


Fig.3.4. Diagram of principle of V3TS [Int07].
The state-space equations of the process are [Int07]

$$
\begin{align*}
& \dot{y_{1}}=q / \beta_{1}\left(y_{1}\right)-C_{1} y_{1}^{\alpha_{1}} / \beta_{1}\left(y_{1}\right), \\
& \dot{y}_{2}=C_{1} y_{1}^{\alpha_{1}} / \beta_{2}\left(y_{2}\right)-C_{2} y_{2}^{\alpha_{2}} / \beta_{2}\left(y_{2}\right),  \tag{3.19}\\
& \dot{y}_{3}=C_{2} y_{2}^{\alpha_{2}} / \beta_{3}\left(y_{3}\right)-C_{3} y_{3}^{\alpha_{3}} / \beta_{3}\left(y_{3}\right),
\end{align*}
$$

where $q=0.435 \cdot 10^{-4}\left(\mathrm{~m}^{3} / \mathrm{s}\right)$ is the inflow rate, $u$ is the control signal, i.e. the Pulse Width Modulation (PWM) duty cycle of DC motor for the speed pump control, $k_{P}=1.6 \cdot 10^{-4}\left(\mathrm{~m}^{3} / \mathrm{s}\right)$ is the pump gain, $y_{i}(\mathrm{~m}), i \in\{1,2,3\}$, is the fluid level of $i^{\text {th }}$ tank with the maximum values $y_{1 \text { max }}=y_{2 \text { max }}=y_{3 \text { max }}=0.35(\mathrm{~m}), \alpha_{i}$ is the flow coefficient for $i^{\text {th }}$ tank with $\alpha_{1}=\alpha_{2}=\alpha_{3}=0.5(1 / \mathrm{min}), C_{i}$ is the resistance of the output orifice of $i^{\text {th }}$ tank with $C_{1}=C_{2}=C_{3}=11.08 \cdot 10^{-5}\left(\mathrm{~kg} / \mathrm{m}^{2}\right), \beta_{i}\left(y_{i}\right)$ is the cross sectional area of $i^{\text {th }}$ tank computed at the level $y_{i}$ :

$$
\begin{align*}
& \beta_{1}\left(y_{1}\right)=a w, \\
& \beta_{2}\left(y_{2}\right)=c w+\left(y_{2} / y_{2 \max }\right) b w,  \tag{3.20}\\
& \beta_{3}\left(y_{3}\right)=w \sqrt{R^{2}-\left(R-y_{3}\right)^{2}},
\end{align*}
$$

and $a=0.25(\mathrm{~m}), b=0.345(\mathrm{~m}), \quad c=0.1 \quad(\mathrm{~m}), \quad w=0.035 \quad(\mathrm{~m}), \quad R=0.364 \quad(\mathrm{~m})$ represent the geometrical parameters of the three tanks. The three electrical servo valves are closed. However, the manual valves are open.

In order to simplify the further development of control structures for the liquid level control of V3TS, which will be presented in Chapter 4, the nonlinear model is linearized around two operating points (o.p.s) $P^{(j)}=\left(y_{1}^{(j)}, y_{2}^{(j)}, y_{3}^{(j)}, u^{(j)}\right)^{T}$ where $j=\overline{1,2}$ is the index of the o.p.s. The o.p.s are chosen to cover the usual operating regimes and to avoid the extremities of the input-output map, which create problems in the computation of the process gains. Therefore, the two o.p.s are $P^{(1)}(0.1,0.1,0.1,0.4)$ and $P^{(2)}(0.21,0.21,0.21,0.4)$ [Boj18b], [Boj19].

Using the two o.p.s, the following state-space linearized mathematical model is obtained for V3TS:

$$
\begin{align*}
& \left\{\begin{array}{l}
\Delta \dot{\mathbf{x}}^{(j)}=\mathbf{A}^{(j)} \Delta \mathbf{x}^{(j)}+\mathbf{b}^{(j)} \Delta u^{(j)}, \\
\Delta y^{(j)}=\mathbf{C} \Delta \mathbf{x}^{(j)}
\end{array}\right. \\
& \Delta \mathbf{x}^{(j)}=\left[\begin{array}{lll}
\Delta y_{1}^{(j)} & \Delta y_{2}^{(j)} & \Delta y_{3}^{(j)}
\end{array}\right]^{T},  \tag{3.21}\\
& \mathbf{A}^{(j)}=\left[\begin{array}{ccc}
a_{11}^{(j)} & 0 & 0 \\
a_{21}^{(j)} & a_{22}^{(j)} & 0 \\
0 & a_{32}^{(j)} & a_{33}^{(j)}
\end{array}\right], \mathbf{b}^{(j)}=\left[\begin{array}{c}
b_{11}^{(j)} \\
0 \\
0
\end{array}\right], \mathbf{C}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], j=\overline{1,2},
\end{align*}
$$

with the matrix parameters

$$
\begin{align*}
& a_{11}^{(j)}=-C_{1} \alpha_{1} /\left(a w \mathrm{y}_{10}^{1-\alpha_{1}}\right), \\
& a_{21}^{(j)}=C_{1} \alpha_{1} /\left(a w \mathrm{y}_{10}^{1-\alpha_{1}}\right), \\
& a_{22}^{(j)}=-C_{2} \alpha_{2} /\left[w\left(c+b y_{20} / y_{2 \max }\right) y_{20}^{1-\alpha_{2}}\right],  \tag{3.22}\\
& a_{32}^{(j)}=C_{2} \alpha_{2} /\left[w\left(c+b y_{20} / y_{2 \max }\right) H_{20}^{1-\alpha_{2}}\right], \\
& a_{33}^{(j)}=-C_{3} \alpha_{3} /\left[w \sqrt{\left.R^{2}-\left(R-y_{3}\right)^{2} y_{30}^{1-\alpha_{3}}\right],}\right. \\
& b_{11}^{(j)}=q /(a w), j=\overline{1,2},
\end{align*}
$$

where $\mathbf{x}=\left[\begin{array}{lll}x_{1} & x_{2} & x_{3}\end{array}\right]^{T}=\left[\begin{array}{lll}y_{1} & y_{2} & y_{3}\end{array}\right]^{T} \in \mathfrak{R}^{3}$ is the process state vector, $x_{1}=y_{1}$ $(\mathrm{m}), \quad x_{2}=y_{2}(\mathrm{~m})$ and $x_{3}=y_{3}(\mathrm{~m})$ are the state variables, $\Delta y_{1}^{(j)}=y_{1}^{(j)}-y_{10}^{(j)}$, $\Delta y_{2}^{(j)}=y_{2}^{(j)}-y_{20}^{(j)}, \quad \Delta y_{3}^{(j)}=y_{3}^{(j)}-y_{30}^{(j)}, \quad \Delta u^{(j)}=u^{(j)}-u_{0}^{(j)}$ are the differences of the variables $y_{1}^{(j)}, y_{2}^{(j)}, y_{3}^{(j)}$, and $u^{(j)}$ with respect to the values at the operating points, $y_{10}^{(j)}, y_{20}^{(j)}, y_{30}^{(j)}$ and $u_{0}^{(j)}$, respectively.

After replacing the values of the two o.p.s in (3.21), two linearized models are obtained for V3TS with the corresponding matrices given in Equation (1) in Appendix 1.

Next, the derivation of the TP model for V3TS is presented. It starts with the qLPV model of V3TS:

$$
\begin{align*}
& \dot{\mathbf{x}}=\mathbf{A}(\mathbf{p}) \mathbf{x}+\mathbf{b}(\mathbf{p}) u,  \tag{3.23}\\
& \mathbf{y}=\mathbf{C x},
\end{align*}
$$

where $\mathbf{p}=p_{1}=y_{1} \in \mathfrak{R}^{1}$ is the bounded parameter vector, which contains the first state variable, that is the reason why it is actually a scalar, $\mathbf{y}$ is the controlled output variable, i.e. the tank fluid level, $\mathbf{A}(\mathbf{p}), \mathbf{b}(\mathbf{p}), \mathbf{C}$ result from [Int07]:

$$
\begin{align*}
& \mathbf{A}(\mathbf{p})=\left[\begin{array}{ccc}
a_{11}(\mathbf{p}) & 0 & 0 \\
a_{21}(\mathbf{p}) & a_{22} & 0 \\
0 & a_{32} & a_{33}
\end{array}\right] \in \mathfrak{R}^{3 \times 3}, \\
& \mathbf{b}=\left[\begin{array}{c}
b_{11} \\
0 \\
0
\end{array}\right] \in \mathfrak{R}^{3 \times 1}, \mathbf{C}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \in \mathfrak{R}^{3 \times 3}, \tag{3.24}
\end{align*}
$$

and the elements of the matrices result from (3.21).
Introducing in (3.23) the system matrix

$$
\mathbf{S}(\mathbf{p})=\left[\begin{array}{ll}
\mathbf{A}(\mathbf{p}) & \mathbf{b} \tag{3.25}
\end{array}\right] \in \mathfrak{R}^{3 \times 4},
$$

the model is transformed in the LPV state-space form [Bar04b]

$$
\begin{align*}
& \dot{\mathbf{x}}=\mathbf{S}(\mathbf{p})\left[\begin{array}{ll}
\mathbf{x}^{T} & u
\end{array}\right]^{T},  \tag{3.26}\\
& \mathbf{y}=\mathbf{C x} .
\end{align*}
$$

The idea of the TP-based Model Transformation is to obtain LTI models from the qLPV model (3.23) as follows [Hed18a]:

$$
\begin{aligned}
& \dot{\mathbf{x}}=\mathbf{S}(\mathbf{p}(t)) \stackrel{N}{\bigotimes_{n=1}^{N} \mathbf{w}_{n}\left(\mathbf{p}_{n}\right)\left[\mathbf{x}^{T} u\right]^{T}=\sum_{m_{1}=1}^{M_{1}} w_{1, m_{1}}\left(p_{1}\right) \mathbf{S}_{m_{1}}\left[\mathbf{x}^{T} u\right]^{T},} \\
& \mathbf{y}=\mathbf{C x},
\end{aligned}
$$

where the values of the continuous w.f.s are given by the row matrix $\mathbf{w}_{n}\left(\mathbf{p}_{n}\right), \mathbf{S}$ is the system tensor of dimension $N$, the initial state vector $\mathbf{x}_{0} \in \mathfrak{R}^{q}$ is not specified for the sake of simplicity, and $q=3$. The LTI system matrices are $\mathbf{S}_{m_{1}}=\left[\mathbf{A}_{m_{1}} \mathbf{b}_{m_{1}}\right]$, with $M_{1}=2$ - the number of singular values, which is chosen by the designer such that to ensure a small number of models in the TP. The resulted TP model is expressed as:

$$
\begin{align*}
& \dot{\mathbf{x}}=\sum_{m_{1}=1}^{2} w_{1, m_{1}}\left(p_{1}\right)\left(\mathbf{A}_{m_{1}} \mathbf{x}+\mathbf{b}_{m_{1}} u\right),  \tag{3.28}\\
& \mathbf{y}=\mathbf{C x}
\end{align*}
$$

Using the TP Tool [ Nag 07 c ] the LTI system matrices are obtained for V3TS [Hed18a] and are given in equation (1) in Appendix 2. The w.f.s are of canonic type [Hed18a] and are illustrated in Fig.3.5.


Fig.3.5. Weighting functions obtained for the first parameter.

One testing scenario was conducted in order to test the derived TP model for V3TS given in (3.28). In order to compare the performance of the TP model with other models derived for V3TS, four linear models are also tested in the same scenario as the TP model using the testing block diagram illustrated in Fig.3.6. The first linear model is represented by the first linearized model presented in (3.21) corresponding to the first o.p. with the numerical values given in Equation (1) in Appendix 1, the second linear model is represented by the second linearized model presented in (3.21) corresponding to the second o.p. with the numerical values given in Equation (1) in Appendix 1, the third linear model is represented by the LTI model resulting from the TP model, characterized by the LTI system matrix $\mathbf{S}_{1}$ given in Equation (1) in Appendix 2 and the fourth linear model is represented by the LTI model resulting from the TP model, characterized by the LTI system matrix $\mathbf{S}_{2}$ given in Equation (1) in Appendix 2.


Fig.3.6. Testing block diagram for V3TS.
A Pseudo Random Binary Signal (PRBS) signal with a 0.2 amplitude, which is illustrated in Fig.3.7, was applied to the V3TS laboratory equipment, to the nonlinear model given in (3.19), to the TP model given in (3.26) and to the four linear models of V3TS on the time horizon of 1000 s . The initial state vector matching the experiments is $\mathbf{x}_{0}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$.


Fig.3.7. Control signal versus time used in the testing scenario.

The corresponding outputs of the V3TS laboratory equipment, of the nonlinear model, of the TP model and of the four linear models illustrated in Figs.3.8-3.10, were collected and compared.


Fig.3.8. First tank fluid level vs. time for V3TS laboratory equipment, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the testing scenario.


Fig.3.9. Second tank fluid level vs. time for V3TS laboratory equipment, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the testing scenario.


Fig.3.10. Third tank fluid level vs. time for V3TS laboratory equipment, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the testing scenario.

Four performance indices, namely Root Mean Square Error (RMSE), Value of Accounted For (VAF), Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC), are measured in order to better highlight the performance of the TP model derived for the V3TS in the testing scenario.

The RMSEs are computed as

$$
\begin{equation*}
R M S E=\sqrt{\frac{1}{M} \sum_{k=1}^{M} e_{i}^{\psi^{2}}(k)}, \tag{3.29}
\end{equation*}
$$

where $e_{i}^{\psi}(k)$ represent the modeling errors, which in case of V3TS are computed as

$$
\begin{equation*}
e_{i}^{\psi}=y_{i}^{V 3 T S}-y_{i}^{\psi}, i=1 \ldots 3 \tag{3.30}
\end{equation*}
$$

The superscript $\psi=N M$ indicates the nonlinear model, $\psi=T P$ indicates the TP model, $\psi=L_{1}$ indicates the first linear model, $\psi=L_{2}$ indicates the second linear model, $\psi=L_{3}$ indicates the third linear model, $\psi=L_{4}$ indicates the fourth linear model, $y_{i}^{V 3 T S}$ are the outputs of the V3TS system (i.e. the real-world process), $y_{i}^{\psi}$ are the outputs of the models, $i$ represents the number of tank, $M=10000$ is the number of samples and the sampling period $T_{s}=0.1 \mathrm{~s}$.

The VAF values were computed in terms of [Sub12]

$$
\begin{align*}
& V A F_{i}^{\psi}=100 \cdot\left[1-\sigma^{2}\left(e_{i}^{\psi}\right) / \sigma^{2}\left(y_{i}^{\psi}\right)\right], \\
& \sigma^{2}\left(e_{i}^{\psi}\right)=\left[\sum_{k=1}^{M}\left(e_{i}^{\psi}(k)-\bar{e}_{i}^{\psi}\right)^{2}\right] /[M-1],  \tag{3.31}\\
& \sigma^{2}\left(y_{i}^{\psi}\right)=\left[\sum_{k=1}^{M}\left(y_{i}^{\psi}(k)-\bar{y}_{i}^{\psi}\right)^{2}\right] /[M-1],
\end{align*}
$$

where $e_{i}^{\psi}$ results from (3.28), $\sigma^{2}\left(e_{i}^{\psi}\right)$ represent the variances computed for the modeling errors, and $\sigma^{2}\left(y_{i}^{\psi}\right)$ represent the general form of the variances computed for the outputs of the models, respectively, $\bar{e}_{i}^{\psi}$ are the means of the modeling errors and $\bar{y}_{i}^{\psi}$ are the means of the outputs.

The AIC introduced in [Aka73] and the BIC introduced in [Sch78] were also computed for both models in terms of

$$
\begin{align*}
& A I C_{i}^{\psi}=\ln \left(\frac{1}{M} \sum_{k=1}^{M} e_{i}^{\psi^{2}}(k)\right)+\frac{k^{\psi}}{2}  \tag{3.32}\\
& B I C_{i}^{\psi}=A I C_{i}^{\psi}+[\ln (M) / M]
\end{align*}
$$

where $\ln ()$ is the natural logarithm and $k^{\psi}$ represents the number of paramaters of each model. In case of V3TS $k^{T P}=48$ is the number of parameters of the TP model, $k^{N M}=16$ is the number of parameters of the nonlinear model, $k^{L_{1}}=k^{L_{2}}=16$ is the number of parameters of the first and second linear model, and $k^{L_{3}}=k^{L_{4}}=6$ is the number of parameters of the third and fourth linear model. The values of the performance indices are given in Table 3.2.1.

Table 3.2.1.
Values of performance indices for V3TS.

| Model | Criterion |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | RMSE (m) | VAF (\%) | AIC | BIC |
| TP model/ $1^{\text {st }}$ tank | 0.0118 | 86.8403 | 15.1173 | 15.1182 |
| TP model/ $2^{\text {nd }}$ tank | 0.0148 | 82.9007 | 15.5675 | 15.5684 |
| TP model/ $3^{\text {rd }}$ tank | 0.0203 | 76.8452 | 16.2054 | 16.2063 |
| Nonlinear model/ $1^{\text {st }}$ tank | 0.0356 | 73.1740 | 1.3314 | 1.3323 |
| Nonlinear model/ $2^{\text {nd }}$ tank | 0.0277 | 55.3223 | 0.8287 | 0.8296 |
| Nonlinear model/ $3^{\text {rd }}$ tank | 0.0222 | 92.4840 | 0.3862 | 0.3871 |
| $1^{\text {st }}$ Linear model/ $/ 1^{\text {st }}$ tank | 0.0174 | 91.1566 | 0.0937 | 0.0983 |
| $1^{\text {st }}$ Linear model/ $/{ }^{\text {nd }}$ tank | 0.0174 | 77.0904 | 0.1069 | 0.1078 |
| $1^{\text {st }}$ Linear model/ $/{ }^{\text {rd }}$ tank | 0.0226 | 71.9618 | 0.4246 | 0.4255 |
| $2^{\text {nd }}$ Linear model/ $/ 1^{\text {st }}$ tank | 0.0486 | 79.5526 | 1.9520 | 1.9503 |
| $\mathbf{2}^{\text {nd }}$ Linear model $/ 2^{\text {nd }}$ tank | 0.0904 | 44.4969 | 3.1931 | 3.1940 |
| $2^{\text {nd }}$ Linear model/ $/ 3^{\text {rd }}$ tank | 0.0773 | 30.5677 | 2.8808 | 2.8817 |
| $3^{\text {rd }}$ Linear model/ $/ 1^{\text {st }}$ tank | 0.0213 | 77.7836 | 4.6972 | 4.6981 |
| $3^{\text {rd }}$ Linear model $/ 2^{\text {nd }}$ tank | 0.0311 | 63.8652 | 3.9405 | 3.9415 |
| $3^{\text {rd }}$ Linear model $/ 3^{\text {rd }}$ tank | 0.0373 | 54.2338 | 3.5777 | 3.5786 |
| $4^{\text {th }}$ Linear model $/ 1^{\text {st }}$ tank | 0.0085 | 94.8032 | 6.5353 | 6.5362 |
| $4^{\text {th }}$ Linear model $/ /^{\text {nd }}$ tank | 0.0118 | 89.9512 | 5.8720 | 5.8729 |
| $4^{\text {th }}$ Linear model $/ 3^{\text {rd }}$ tank | 0.0204 | 82.4868 | 4.7855 | 4.7865 |

The best performance concerning the values of RMSE is obtained by the fourth linear model in case of the first and second tank and by the TP model in case of the third tank while, the best performamce in terms of VAF are obtained by the fourth linear model in case of all three tanks. However, the TP model ensures better performance than the nonlinear model and the four linear ones in terms of AIC and BIC in case of all three tanks.

Therefore, the experimental results have shown that the derived TP model expressed in (3.28) approximately mimics the behavior of the laboratory equipment, but exhibiting numerical error. Other numbers of parameters of the TP model would lead to other values in Table 3.2.1.

### 3.3. The derivation of the TP model for a partial state feedback controlled Magnetic Levitation System

The Magnetic Levitation System (MLS) from Inteco, illustrated in Fig. 3.11, is a laboratory equipment based on the magnetic levitation principle, which includes a metallic frame with one upper electromagnet, Electromagnet 1, and one lower electromagnet, Electromagnet 2. A ferromagnetic sphere levitates between these two electromagnets and its position is measured using position sensors. The communication between the hardware and the software components is ensured by a computer interface.


Fig.3.11. Experimental setup for MLS [Int08].
Due to the fact that the MLS is a nonlinear and unstable process, the design of a control structure for the sphere position is a challenging task. So, in order to simplify the further development of control structures, which will be presented in Chapter 4, the fourth state variable of the process is first dropped out resulting the following third-order system with the remaining state variables: the position $x_{1}$, the speed $v$ and the intensity of the current in the upper electromagnet $i_{E M 1}$, in terms of neglecting the lower electromagnet. The intensitiy of the current and the signal applied to the lower electromagnet were considered as disturbance inputs, with the following constant numerical values: $i_{E M 2}=0.039$ and $u_{E M 2}=0.005$. Therefore, the reduced nonlinear state-space mathematical model of MLS is:

$$
\begin{align*}
& \dot{x}_{1}= \\
& \begin{aligned}
\dot{v}= & -\frac{i_{E M 1}^{2} \cdot F_{e m P 1} \cdot \exp \left(-x_{1} / F_{e m P 2}\right)}{m \cdot F_{e m P 2}}+g \\
& +\frac{i_{E M 2}^{2}(t) \cdot F_{e m P 1} \cdot \exp \left(-\left(x_{d}-x_{1}\right) / F_{e m P 2}\right.}{m \cdot F_{e m P 2}}, \\
\dot{i}_{E M 1}= & \frac{k_{i} \cdot u_{E M 1}+c_{i}-i_{E M 1}}{\frac{f_{i P 1}}{f_{i P 2}} \cdot \exp \left(-x_{1} / f_{i P 2}\right)}, \\
y= & x_{1}
\end{aligned},
\end{align*}
$$

where: $x_{1} \in[0,0.0016](\mathrm{m})$ - the sphere position, $v \in \mathfrak{R}(\mathrm{~m} / \mathrm{s})$ - the sphere speed, $i_{E M 1}, i_{E M 2} \in[0.03884,3.28]$ (A) - the intensities of the currents in the top and bottom
electromagnets, $u_{E M 1}, u_{E M 2} \in[0.00498,1](\mathrm{V})$ - the control signals applied to the upper and lower electromagnets, and $y(\mathrm{~m})$ - the process output. The MLS process includes the actuators and sensors. The numerical values of the process parameters are determined analytically and experimentally and are given in the following: $D_{s}=0.06 \mathrm{~m}$ - the diameter of the sphere, $x_{d}=0.09 \mathrm{~m}$ - the distance between electromagnets minus sphere diameter, $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ - the gravity acceleration, $m=0.0571 \mathrm{~kg}$ - the sphere mass, the parameters $k_{i}=0.0243$ (A) and $c_{i}=2.5165$ (A) correspond the actuator dynamic analysis, $F_{e m P 1}=1.7521 \cdot 10^{-2}(\mathrm{H})$ and $F_{e m P 2}=5.8231 \cdot 10^{-3}(\mathrm{~m})$ are the electromagnetic forces parameters, $f_{i P 1}=1.4142 \cdot 10^{-4}$ $(\mathrm{m} \mathrm{s}), f_{i P 2}=4.5626 \cdot 10^{-3}(\mathrm{~m})$ [Boj18a].

The third order model given in (3.33) is next linearized at seven operating points (o.p.s.) leading to a set of linearized models, which are controlled using state feedback controllers as shown in [Boj18a], and one of the state feedback controllers is further used. Therefore, the TP model derived in this sub-chapter is obtained for the partial state feedback controlled MLS (psfcMLS).

The mathematical model of the psfcMLS is obtained following two steps, (1) and (2).

Step (1). The third order nonlinear model of MLS (3.32) is linearized around seven o.p.s $P^{(j)}=\left(x_{1}^{(j)}, v^{(j)}, i_{E M 1}{ }^{(j)}, u_{E M 1}^{(j)}\right)^{T}$ where $j=\overline{1,7}$ is the index of the current o.p. The number of the o.p.s is chosen such that they belong to the steady-state zone of the sphere position sensor input-output map [Boj18a], to cover the usual operating regimes and to avoid the extremities of the input-output map, which create problems in the computation of the process gains. Therefore, the seven o.p.s are $P^{(1)}(0.0063,0,1.128,0.48), \quad P^{(2)}(0.007,0,1.145,0.45), \quad P^{(3)}(0.0077,0,1.07,0.42)$, $P^{(4)}(0.0084,0,1,0.39), P^{(5)}(0.009,0,0.9345,0.36), P^{(6)}(0.0098,0,0.89,0.34)$ and $P^{(7)}(0.0105,0,0.83,0.32)$.

Using the seven o.p.s, the following state-space linearized mathematical model is obtained for MLS:

$$
\begin{align*}
& \left\{\begin{array}{l}
\Delta \mathbf{x}^{(j)}=\mathbf{A}^{(j)} \Delta \mathbf{x}^{(j)}+\mathbf{b}_{u 1}^{(j)} \Delta u_{1}^{(j)}, \\
\Delta y^{(j)}=\mathbf{c}^{T(j)} \Delta \mathbf{x}^{(j)}
\end{array}\right. \\
& \Delta \mathbf{x}^{(j)}=\left[\begin{array}{lll}
\Delta x_{1}^{(j)} & \Delta v^{(j)} & \Delta i_{E M 1}^{(j)}
\end{array}\right]^{T}, \\
& \Delta y^{(j)}=\Delta x_{1}^{(j)},  \tag{3.34}\\
& \mathbf{A}^{(j)}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
a_{21}^{(j)} & 0 & a_{23}^{(j)} \\
a_{31}^{(j)} & a_{32}^{(j)} & a_{33}^{(j)}
\end{array}\right], \mathbf{b}_{u 1}^{(j)}=\left[\begin{array}{c}
0 \\
0 \\
b_{31}^{(j)}
\end{array}\right], \mathbf{c}^{T(j)}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right], \\
& \mathbf{A}^{(j)} \in \mathfrak{R}^{3 \times 3}, \mathbf{b}^{(j)} \in \mathfrak{R}^{3 \times 1}, \mathbf{c}^{T(j)} \in \mathfrak{R}^{1 \times 3}, \Delta \mathbf{x}^{(j)} \in \mathfrak{R}^{3 \times 1}, \Delta u_{1}^{(j)} \in \mathfrak{R},
\end{align*}
$$

with the matrix parameters

$$
\begin{align*}
& a_{21}^{(j)}=\frac{x_{30}^{2}}{m} \frac{F_{e m P 1}}{F_{e m P 2}^{2}} e^{-\frac{x_{10}}{F_{m P 2}}}+\frac{x_{40}^{2}}{m} \frac{F_{e m P 1}}{F_{e m P 2}^{2}} e^{-\frac{x_{d}-x_{10}}{F_{m P 2}}}, a_{23}^{(j)}=-\frac{2 x_{30}}{m} \frac{F_{e m P 1}}{F_{e m P 2}} e^{-\frac{x_{10}}{F_{m P P 2}}}, \\
& a_{31}^{(j)}=-\left(k_{i} u_{1}+c_{i}-x_{30}\right) \frac{x_{10}}{f_{i P 1}} \cdot e^{\frac{x_{10}}{f_{i p 2}}}, a_{32}^{(j)}=k_{i} \frac{f_{i P 2}}{f_{i P 1}} \cdot e^{\frac{x_{10}}{f_{i p 2}}},  \tag{3.35}\\
& a_{33}^{(j)}=-\frac{f_{i P 2}}{f_{i P 1}} \cdot e^{\frac{x_{10}}{f_{i P 2}}}, b_{31}^{(j)}=k_{i} \cdot \frac{f_{i P 2}}{f_{i P 1}} \cdot e^{\frac{x_{10}}{f_{i p 2}}},
\end{align*}
$$

where

$$
\Delta x_{1}^{(j)}=x_{1}^{(j)}-x_{10}^{(j)}, \quad \Delta v^{(j)}=v^{(j)}-v_{0}^{(j)}, \quad \Delta i_{E M 1}^{(j)}=i_{E M 1}^{(j)}-i_{E M 10}^{(j)},
$$ $\Delta u_{E M 1}^{(j)}=u_{E M 1}^{(j)}-u_{E M 10}^{(j)}$ and $\Delta y^{(j)}=y^{(j)}-y_{0}^{(j)}$, are the differences of the variables $x_{1}^{(j)}$, $v^{(j)}, i_{E M 1}^{(j)}, u_{E M 1}^{(j)}$ and $y^{(j)}$ with respect to the values at the operating points, $x_{10}^{(j)}, v_{0}^{(j)}$, $i_{E M 10}^{(j)}, u_{E M 10}^{(j)}$ and $y_{0}^{(j)}$, respectively.

Step (2). The models in (3.34) are stabilized using the pole placement method [Boj18a] and finally the state feedback gain matrix $\mathbf{k}_{c}^{T}=\left[\begin{array}{lll}k_{c 1} & k_{c 2} & k_{c 3}\end{array}\right]=\left[\begin{array}{lll}66.63 & 1.62 & -0.15\end{array}\right]$ are obtained. Next, $\mathbf{k}_{c}^{T}$ is applied to the reduced nonlinear model of MLS (3.33) and the psfcMLS model is obtained as

$$
\begin{aligned}
& \dot{x}_{1}= v, \\
& \begin{aligned}
\dot{v}= & -\frac{i_{E M 1}^{2} \cdot F_{e m P 1} \cdot \exp \left(-x_{1} / F_{e m P 2}\right)}{m \cdot F_{e m P 2}}+g \\
& +\frac{i_{E M 2}^{2} \cdot F_{e m P 1} \cdot \exp \left(-\left(x_{d}-x_{1}\right) / F_{e m P 2}\right.}{m \cdot F_{e m P 2}}, \\
i_{E M 1}= & \frac{k_{i} \cdot u_{E M 1}+k_{i} \cdot k_{c 1} \cdot x_{1}+k_{i} \cdot k_{c 2} \cdot v+c_{i}+\left(k_{i} \cdot k_{c 3}-1\right) i_{E M 1}}{\frac{f_{i P 1}}{f_{i P 2}} \cdot \exp \left(-x_{1} / f_{i P 2}\right)}, \\
y= & x_{1},
\end{aligned},=\text {. }
\end{aligned}
$$

where the control law is given as

$$
\begin{equation*}
u_{E M 1}=-u+k_{c 1} x_{1}+k_{c 2} v+k_{c 3} i_{E M 1}, \tag{3.37}
\end{equation*}
$$

and it is also illustrated in the block diagram of the psfcMLS given in Fig. 3.12.


Fig.3.12. Block diagram of psfcMLS.
The LPV model resulted from the psfcMLS model (3.34) is next used in the derivation of the TP model. Therefore, the LPV model of psfcMLS is expressed as:

$$
\begin{align*}
& \dot{\mathbf{x}}=\mathbf{A}(\mathbf{p}) \mathbf{x}+\mathbf{b}(\mathbf{p}) u_{E M 1}, \\
& y=\mathbf{c}^{T} \mathbf{x},  \tag{3.38}\\
& \mathbf{x}=\left[\begin{array}{lll}
x_{1} & v & i_{E M 1}
\end{array}\right]^{T}, \mathbf{p}=\left[\begin{array}{ll}
p_{1} & p_{2}
\end{array}\right]^{T}=\left[\begin{array}{ll}
x_{1} & i_{E M 1}
\end{array}\right]^{T},
\end{align*}
$$

where $\mathbf{p}$ is the parameter vector, which contains the first state variable $p_{1}=x_{1}$ and the matrices $\mathbf{A}(\mathbf{p}), \mathbf{b}(\mathbf{p})$ and $\mathbf{c}^{T}$, are [Boj18a]

$$
\begin{align*}
& \mathbf{A}(\mathbf{p})=\left[\begin{array}{ccc}
0 & 1 & 0 \\
a_{21}(\mathbf{p}) & 0 & a_{23}(\mathbf{p}) \\
a_{31}(\mathbf{p}) & a_{32}(\mathbf{p}) & a_{33}(\mathbf{p})
\end{array}\right], \mathbf{b}(\mathbf{p})=\left[\begin{array}{c}
0 \\
0 \\
b_{31}(\mathbf{p})
\end{array}\right],  \tag{3.39}\\
& \mathbf{c}^{T}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right], \\
& \mathbf{A}(\mathbf{p}) \in \mathfrak{R}^{3 \times 3}, \mathbf{b}(\mathbf{p}) \in \mathfrak{R}^{3 \times 1}, \mathbf{c}^{T} \in \mathfrak{R}^{1 \times 3}, u_{E M 1} \in \mathfrak{R},
\end{align*}
$$

with the elements:

$$
\begin{align*}
& a_{21}(\mathbf{p})=\frac{p_{2}{ }^{2}}{m} \frac{F_{e m P 1}}{F_{e m P 2}^{2}} e^{-\frac{p_{1}}{F_{m P 2}}}, a_{23}(\mathbf{p})=-\frac{2 p_{2}}{m} \frac{F_{e m P 1}}{F_{e m P 2}} e^{-\frac{p_{1}}{F_{m m P}}}, \\
& a_{31}(\mathbf{p})=-\left(k_{i} u_{1 x}+c_{i}-i_{E M 2}\right) \frac{p_{1}}{f_{i P 1}} \cdot e^{\frac{p_{1}}{f_{i P 2}}}+66.33 \cdot k_{i} \cdot \frac{f_{i P 2}}{f_{i P 1}} \cdot e^{\frac{p_{1}}{f_{i P 2}}}, \\
& a_{32}(\mathbf{p})=1.62 \cdot k_{i} \cdot \frac{f_{i P 2}}{f_{i P 1}} \cdot e^{\frac{p_{1}}{f_{i P 2}}}, a_{33}(\mathbf{p})=-\frac{f_{i P 2}}{f_{i P 1}} \cdot e^{\frac{p_{1}}{f_{i P 2}}}-0.15 \cdot k_{i} \cdot \frac{f_{i P 2}}{f_{i P 1}} \cdot e^{\frac{p_{1}}{f_{i P 2}}},  \tag{3.40}\\
& b_{31}(\mathbf{p})=k_{i} \cdot \frac{f_{i P 2}}{f_{i P 1}} \cdot e^{\frac{p_{1}}{f_{i P 2}}} .
\end{align*}
$$

Introducing in (3.38) the sistem matrix $\mathbf{S}(\mathbf{p})=[\mathbf{A}(\mathbf{p}) \quad \mathbf{b}(\mathbf{p})] \in \mathfrak{R}^{3 \times 4}$, the model is transformed in the qLPV state-space form

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{S}(\mathbf{p})\left[\begin{array}{ll}
\mathbf{x}^{T} & u_{E M 1}
\end{array}\right]^{T},  \tag{3.41}\\
y & =\mathbf{c}^{T} \mathbf{x},
\end{align*}
$$

with the following LTI models [Hed17a], [Hed19e]:

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{S}(\mathbf{p}) \stackrel{\stackrel{N}{\otimes=1} \mathbf{w}_{n}\left(\mathbf{p}_{n}\right)\left[\begin{array}{ll}
\mathbf{x}^{T} & u_{E M 1}
\end{array}\right]^{T}}{ } \\
& =\sum_{m_{1}=1}^{M_{1}} w_{1, m_{1}}\left(p_{1}\right) \mathbf{S}_{m_{1}}\left[\begin{array}{ll}
\mathbf{x}^{T} & u_{E M 1}
\end{array}\right]^{T},  \tag{3.42}\\
y & =\mathbf{c}^{T} \mathbf{x} .
\end{align*}
$$

Finally the TP model derived for psfcMLS model is given as

$$
\begin{align*}
& \dot{\mathbf{x}}=\sum_{m_{1}=1}^{3} w_{1, m_{1}}\left(p_{1}\right)\left(\mathbf{A}_{m 1} \mathbf{x}+\mathbf{b}_{m 1} u_{E M 1}\right),  \tag{3.43}\\
& y=\mathbf{c}^{T} \mathbf{x} .
\end{align*}
$$

Using the TP Tool described in detail in [Nag07c], the LTI system matrices are obtained and their values are given in Equation (2) in Appendix 2. The weighting functions are illustrated in Fig.3.13.


Fig.3.13. W.f.s obtained by TP-based model transformation of psfcMLS [Hed17a], [Hed19e].

Four testing scenarios are conducted in order to test the derived TP model expressed in (3.43) using the open-loop diagram illustrated in Fig.3.14. In order to compare the performance of the TP model with other models derived for psfcMLS, four linear models are also tested in the same scenario as the TP model. The first linear model is represented by the first linearized model presented in (3.34) corresponding to the first o.p. with the numerical values given in Equation (2) in Appendix 1, the second linear model is represented by the second linearized model presented in (3.34) corresponding to the second o.p. with the numerical values given in Equation (2) in Appendix 1, the third linear model is represented by the LTI model resulting from the TP model, characterized by the LTI system matrix $\mathbf{S}_{1}$ given in Equation (2) in Appendix 2 and the fourth linear model is represented by the LTI model resulting from the TP model, characterized by the LTI system matrix $\mathbf{S}_{2}$ given in Equation (2) in Appendix 2.


Fig.3.14. Testing block diagram for psfcMLS.
In the first testing scenario a Pseudo Random Binary Signal (PRBS) with a 0.008 m amplitude, which is illustrated in Fig.3.15, is applied to the psfcMLS laboratory equipment, to the nonlinear model given in (3.36), to the TP model given in (3.43) and to the four linear models of psfcMLS on the time horizon of 20 s . The initial state vector matching the experiments is $\mathbf{x}_{0}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$.


Fig.3.15. PRBS control signal versus time used in the first testing scenario.
The corresponding plots of the sphere position versus time are illustrated in Fig.3.16.


Fig.3.16. Sphere position vs. time for psfcMLS, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the first testing scenario.

In the second testing scenario, a sine signal with a 0.0015 m amplitude, which is illustrated in Fig.3.17, is applied as control signal and the corresponding plots are illustrated in Fig.3.18.


Fig.3.17. Sine control signal versus time used in the second testing scenario.


Fig.3.18. Sphere position vs. time for psfcMLS, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the second testing scenario.

In the third testing scenario, a chirp control signal with a 0.1 initial frequency, which is illustrated in Fig.3.19, is applied as control signal. The plots of the sphere position $y$ versus time are illustrated in Fig.3.20.


Fig.3.19. Chirp control signal versus time used in the third testing scenario.


Fig.3.20. Sphere position vs. time for psfcMLS, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the third testing scenario.

In the fourth testing scenario a Pulse-Width Modulation (PWM) control signal with a 0.0012 m amplitude and a $50 \%$ pulse width, which is illustrated in Fig.3.21, is applied as control signal. The plots of the sphere position $y$ versus time are illustrated in Fig.3.22.


Fig.3.21. PWM control signal versus time used in the fourth testing scenario.


Fig.3.22. Sphere position vs. time for psfcMLS, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the fourth testing scenario.

The four performance indices introduced in Sub-chapter 3.2, namely RMSE, VAF, AIC and BIC are measured in order to better highlight the performance of the TP model derived for the psfcMLS model in the testing scenario.

The RMSEs, VAF, AIC and BIC were computed using (3.29), (3.31) and (3.32), where the modeling errors are defined as

$$
\begin{equation*}
e^{\psi}=y^{\text {p.scccLS }}-y^{\psi} . \tag{3.44}
\end{equation*}
$$

The superscript $y^{p s c M L S}$ are the outputs of the psfcMLS (i.e. the real-world process), $\psi=p s f c M L S m$ indicates the nonlinear psfcMLS model, $\psi=T P$ indicates the TP model, $\psi=L_{1}$ indicates the first linear model, $\psi=L_{2}$ indicates the second linear model, $\psi=L_{3}$ indicates the third linear model, $\psi=L_{4}$ indicates the fourth linear model, $M=80001$ is the number of samples and the sampling period $T_{s}=0.0025 \mathrm{~s}, k^{T P}=18$ is the number of parameters of the TP model, $k^{\text {psfMLSm }}=12$ is the number of parameters of the psfcMLS model, $k^{L_{1}}=k^{L_{2}}=k^{L_{3}}=k^{L_{4}}=12$ is the number of parameters of the linear models. The values of the performance indices are given in Table 3.3.1.

Table 3.3.1.
Values of performance indices for MLS.

| Model | Criterion |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { RMSE } \\ (\mathrm{m}) \end{gathered}$ | $\begin{aligned} & \text { VAF } \\ & (\%) \end{aligned}$ | AIC | BIC |
| TP model/ $1^{\text {st }}$ testing scenario | $2.72 \cdot 10^{-4}$ | 72.61 | -7.41 | -7.42 |
| TP model/ $2^{\text {nd }}$ testing scenario | $2.05 \cdot 10^{-4}$ | 11.66 | -7.98 | -7.97 |
| TP model/ $3^{\text {rd }}$ testing scenario | $1.39 \cdot 10^{-4}$ | 78.91 | -8.79 | -8.78 |
| TP model/ $4^{\text {th }}$ testing scenario | $2.98 \cdot 10^{-4}$ | 83.20 | -7.23 | -7.21 |
| psfcMLS model/ ${ }^{\text {st }}$ testing scenario | $7.83 \cdot 10^{-4}$ | 92.24 | -8.30 | -8.29 |
| psfcMLS model $/ 2^{\text {nd }}$ testing scenario | $6.20 \cdot 10^{-4}$ | 13.35 | -8.77 | -8.75 |
| psfcMLS model $/ 3{ }^{\text {rd }}$ testing scenario | $4.56 \cdot 10^{-4}$ | 56.75 | -9.38 | -9.39 |
| psfcMLS model/ $4^{\text {th }}$ testing scenario | $8.99 \cdot 10^{-4}$ | 138.45 | -8.02 | -8.01 |
| $1^{\text {st }}$ Linear model/ $1^{\text {st }}$ testing scenario | $6 \cdot 10^{-4}$ | 6.20 | -7.45 | -7.44 |
| $1^{\text {st }}$ Linear model/ $/{ }^{\text {nd }}$ testing scenario | $5.04 \cdot 10^{-4}$ | -45.73 | -7.79 | -7.78 |
| $1^{\text {st }}$ Linear model $/ 3{ }^{\text {rd }}$ testing scenario | $4.82 \cdot 10^{-4}$ | 8.48 | -7.88 | -7.89 |
| $1^{\text {st }}$ Linear model/ $4^{\text {th }}$ testing scenario | $1.8 \cdot 10^{-3}$ | 66.53 | -5.25 | -5.26 |
| $\mathbf{2}^{\text {nd }}$ Linear model/ $1^{\text {st }}$ testing scenario | $6.47 \cdot 10^{-4}$ | 7.52 | -7.29 | -7.28 |
| $2^{\text {nd }}$ Linear model/ $2^{\text {nd }}$ testing scenario | 7.76-104 | -38.49 | -6.93 | -6.94 |
| $2^{\text {nd }}$ Linear model/ $3^{\text {rd }}$ testing scenario | $9.65 \cdot 10^{-4}$ | 8.91 | -6.49 | -6.48 |
| $\mathbf{2}^{\text {nd }}$ Linear model/ $4^{\text {th }}$ testing scenario | $1.3 \cdot 10^{-3}$ | 63.61 | -5.95 | -5.94 |
| $3^{\text {rd }}$ Linear model/ $1^{\text {st }}$ testing scenario | $6.51 \cdot 10^{-4}$ | 24.79 | -7.28 | -7.27 |
| $3^{\text {rd }}$ Linear model/ $2^{\text {nd }}$ testing scenario | $4.92 \cdot 10^{-4}$ | -23.66 | -7.84 | -7.85 |
| $3^{\text {rd }}$ Linear model/ $3^{\text {rd }}$ testing scenario | 4.34.10 ${ }^{-4}$ | 13.99 | -8.09 | -8.08 |
| $3^{\text {rd }}$ Linear model/ $4^{\text {th }}$ testing scenario | $2 \cdot 10^{-3}$ | 65.12 | -5.04 | -5.03 |
| $4^{\text {th }}$ Linear model/ $1^{\text {st }}$ testing scenario | $5.17 \cdot 10^{-4}$ | 13.39 | -7.74 | -7.73 |
| $4^{\text {th }}$ Linear model/ $/{ }^{\text {nd }}$ testing scenario | $4.40 \cdot 10^{-4}$ | -40.97 | -8.06 | -8.05 |
| $4^{\text {th }}$ Linear model/ $3^{\text {rd }}$ testing scenario | $4.78 \cdot 10^{-4}$ | 11.73 | -7.91 | -7.92 |
| $4^{\text {th }}$ Linear model/ $4^{\text {th }}$ testing scenario | $1.7 \cdot 10^{-3}$ | 67.73 | -5.35 | -5.36 |

The best performance concerning the values of RMSE is obtained by the TP model in the third testing scenario. The best performance concerning the values of VAF is obtained by the psfcMLS model in the first testing scenario. The third linear model ensures the best performance in terms of both AIC and BIC in case of the fourth testing scenario.

Therefore, the experimental results have shown that the derived TP model expressed in (3.43) approximately mimics the behavior of the laboratory equipment, but exhibiting numerical error. Other number of parameters of the TP model would lead to other values in Table 3.3.1.

### 3.4. The derivation of the TP model for Pendulum Cart System

The Pendulum Cart System (PCS) is a challenging nonlinear Single InputMulti Output. The state-space model that describes the behavior of the nonlinear PCS is [Fee98]:

$$
\begin{align*}
& \dot{x}_{1}=x_{3} \\
& \dot{x}_{2}=x_{4} \\
& \dot{x}_{3}=\frac{\left(l^{2}+J / m\right)\left(F-T_{c}-\mu x_{4}^{2} \sin x_{2}\right)+l \cos x_{2}\left(\mu g \sin x_{2}-f_{p} x_{4}\right)}{J+\mu l \sin ^{2} x_{2}},  \tag{3.45}\\
& \dot{x}_{4}=\frac{l \cos x_{2}\left(F-T_{c}-\mu x_{4}^{2} \sin x_{2}\right)+\mu g \sin x_{2}-f_{p} x_{4}}{J+\mu l \sin ^{2} x_{2}} \\
& y=x_{1}
\end{align*}
$$

where $\mathbf{x}=\left[\begin{array}{lll}x_{1} & x_{2} & x_{3}\end{array} x_{4}\right]^{T}$ is the state vector, $x_{1}=y_{1}(\mathrm{~m})$ is the first process output, i.e. the cart position, $x_{2}(\mathrm{rad})$ is the angle between the vertical direction and the pendulum, $x_{3}(\mathrm{~m} / \mathrm{s})$ is the cart velocity, $x_{4}(\mathrm{rad} / \mathrm{s})$ is the cart pendulum angular velocity, $F=f_{1} \cdot u+f_{2} \cdot x_{3}(\mathrm{~N})$ is the control force produced by a DC motor which is controlled by a PWM signal with the notations $u(\%) \in[-100,100]$ and next $u \in[-0.5,0.5], f_{1}=9.4(\mathrm{~N})$ is the control force to PWM signal ratio, $f_{2}=-0.548(\mathrm{~N})$ is the control force to cart velocity ratio, $l=0.011(\mathrm{~m})$ is the distance from axis of rotation to center of mass of system, $J=0.00282\left(\mathrm{~kg} \cdot \mathrm{~m}^{2}\right)$ is the moment of inertia of pendulum with respect to axis of rotation, $m=0.872(\mathrm{~kg})$ is the equivalent mass of cart and pendulum, $\mu=m \cdot l(\mathrm{~kg} \cdot \mathrm{~m})$ is the friction coefficient, $g=9.81\left(\mathrm{~m} / \mathrm{s}^{2}\right)$ is gravitational acceleration and $T_{c}=1.203(\mathrm{~N})$ is the friction force.

The block diagram of the PCS laboratory equipment is shown in Fig. 3.23.


Fig.3.23. Block diagram of PCS [Hed21a].
The PCS has two operation modes, the crane mode and the self erecting mode, which are illustrated in Fig. 3.24. The crane mode is considered in this thesis.


Fig.3.24. Two control problems of PCS [Fee98].
In order to simplify the further development of control structures for the cart position control of PCS, which will be presented in Chapter 4, the nonlinear model is
linearized around one operating point (o.p.) $P^{(1)}=\left(y_{1}^{(1)}, y_{2}{ }^{(1)}, y_{3}^{(1)}, y_{3}^{(1)}, u^{(1)}\right)^{T}$. The o.p. is chosen to cover the usual operating regimes and to avoid the extremities of the inputoutput map, which create problems in the computation of the process gains. Therefore, the o.p. is $P^{(1)}(0, \pi, 0,0,0)$.

Using the o.p., the following state-space linearized mathematical model is obtained for PCS:

$$
\begin{align*}
& \left\{\begin{array}{l}
\Delta \dot{\mathbf{x}}^{(1)}=\mathbf{A}^{(1)} \Delta \mathbf{x}^{(1)}+\mathbf{b}^{(1)} \Delta u^{(1)}, \\
\Delta y^{(1)}=\mathbf{C} \Delta \mathbf{x}^{(1)}
\end{array}\right. \\
& \Delta \mathbf{x}^{(1)}=\left[\begin{array}{llll}
\Delta x_{1}^{(1)} & \Delta x_{2}^{(1)} & \Delta x_{3}^{(1)} & \Delta x_{4}^{(1)},
\end{array}\right], j=1 \\
& \mathbf{A}^{(1)}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & a_{32}{ }^{(1)} & a_{33}{ }^{(1)} & a_{34}{ }^{(1)} \\
0 & a_{42}{ }^{(1)} & a_{43}{ }^{(1)} & a_{44}{ }^{(1)}
\end{array}\right], \mathbf{b}^{(1)}=\left[\begin{array}{c}
0 \\
0 \\
b_{31}{ }^{(1)} \\
b_{41}{ }^{(1)}
\end{array}\right], \mathbf{C}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right],  \tag{3.46}\\
& \mathbf{A}^{(1)} \in \mathfrak{R}^{4 x 4}, \mathbf{b}^{(1)} \in \mathfrak{R}^{4 x 1}, \mathbf{C} \in \mathfrak{R}^{1 \times 4}, u \in \mathfrak{R},
\end{align*}
$$

with the matrix parameters

$$
\begin{align*}
a_{32}{ }^{(1)}= & \frac{\left(l^{2}+J / m\right)\left(-T_{c} \mu l \sin \left(2 x_{2}\right)\right)+l \mu g \cos \left(2 x_{2}\right)\left(J \mu l \sin ^{2}\left(x_{2}\right)\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2}}+ \\
& +\frac{l \mu g \cos \left(2 x_{2}\right)\left(l^{2} \mu^{2} g \cos \left(x_{2}\right) \sin \left(x_{2}\right) \sin \left(2 x_{2}\right)\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2}}, \\
a_{33}{ }^{(1)}= & \frac{\left(l^{2}+J / m\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2} f_{2}}, \quad a_{34}{ }^{(1)}=\frac{-l \cos \left(x_{2}\right) f_{p}}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2}},  \tag{3.47}\\
a_{42}{ }^{(1)}= & \frac{\left(l \sin \left(x_{2}\right) T_{c}\right)\left(J \mu l \sin ^{2}\left(x_{2}\right)\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2}}-\frac{\left(-l \cos \left(x_{2}\right) T_{c}\right)\left(2 \mu l \sin \left(x_{2}\right) \cos \left(x_{2}\right)+J \mu g \cos \left(x_{2}\right)\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2}}- \\
& -\frac{\left.\left(-l \cos \left(x_{2}\right)\right)_{c}\right)\left(\mu^{2} g l \cos \left(x_{2}\right) \sin ^{2}\left(x_{2}\right)-2 \mu^{2} l \cos \left(x_{2}\right) \sin ^{2}\left(x_{2}\right)\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2}}, \\
a_{43}{ }^{(1)}= & \frac{l \cos \left(x_{2}\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2} f_{2}}, \quad a_{44}^{(1)}=\frac{-f_{p}}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2}}, \\
b_{31}{ }^{(1)}= & \frac{\left(l^{2}+J / m\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right) f_{1}}, \quad b_{41}{ }^{(1)}=\frac{l \cos \left(x_{2}\right)}{\left(J+\mu l \sin ^{2}\left(x_{2}\right)\right)^{2} f_{1}},
\end{align*}
$$

where $\quad \Delta x_{1}^{(1)}=x_{1}^{(1)}-x_{10}^{(1)}, \quad \Delta x_{2}^{(1)}=x_{2}^{(1)}-x_{20}^{(1)}, \quad \Delta x_{3}^{(1)}=x_{3}^{(1)}-x_{30}^{(1)}, \quad \Delta x_{4}^{(1)}=x_{4}^{(1)}-x_{40}^{(1)}$, $\Delta u^{(1)}=u^{(1)}-u_{0}^{(1)}$ are the differences of the variables $x_{1}^{(1)}, x_{2}^{(1)}, x_{3}^{(1)}, x_{4}^{(1)}$ and $u^{(1)}$ with respect to the values at the o.p., $x_{10}^{(1)}, x_{20}^{(1)}, x_{30}^{(1)}, x_{40}^{(1)}$ and $u_{0}^{(1)}$, respectively.

After replacing the values of the o.p. in (3.46), one linearized model is obtained for PCS with the corresponding matrices given in Equation (3) in Appendix 1.

Next, the derivation of the TP model for PCS is presented. It starts with the qLPV model of PCS

$$
\begin{align*}
& \dot{\mathbf{x}}=\mathbf{A}(\mathbf{p}) \mathbf{x}+\mathbf{b}(\mathbf{p}) u, \quad \mathbf{x}(0)=\mathbf{x}_{0} \\
& y=\mathbf{C} \mathbf{x},  \tag{3.48}\\
& \mathbf{x}=\left[\begin{array}{llll}
x_{1} & x_{2} & x_{3} & x_{4}
\end{array}\right]^{T}, \mathbf{p}=p_{1}=x_{2},
\end{align*}
$$

where $\mathbf{x}$ denotes the process state vector and $\mathbf{p}$ is the bounded parameter vector (which contains only the second state variable). The matrices $\mathbf{A}(\mathbf{p}), \mathbf{b}(\mathbf{p}), \mathbf{C}$ have the following expressions:

$$
\begin{align*}
& \mathbf{A}(\mathbf{p})=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & a_{32}(\mathbf{p}) & a_{33}(\mathbf{p}) & a_{34}(\mathbf{p}) \\
0 & a_{42}(\mathbf{p}) & a_{42}(\mathbf{p}) & a_{44}(\mathbf{p})
\end{array}\right], \mathbf{b}(\mathbf{p})=\left[\begin{array}{c}
0 \\
0 \\
b_{31}(\mathbf{p}) \\
b_{41}(\mathbf{p})
\end{array}\right], \\
& \mathbf{C}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right],  \tag{3.49}\\
& \mathbf{A ( p )} \in \mathfrak{R}^{4 \times 4}, \mathbf{b}(\mathbf{p}) \in \mathfrak{R}^{4 \times 1}, \mathbf{C} \in \mathfrak{R}^{4 \times 4}, u \in \mathfrak{R},
\end{align*}
$$

and the elements of the matrices are computed according to (3.47).
Introducing in (3.48) the system matrix

$$
\begin{equation*}
\mathbf{S}(\mathbf{p})=[\mathbf{A}(\mathbf{p}) \quad \mathbf{b}(\mathbf{p})] \in \mathfrak{R}^{4 \times 5}, \tag{3.50}
\end{equation*}
$$

the model is transformed in the qLPV state-space form

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{S}(\mathbf{p})\left[\begin{array}{ll}
\mathbf{x}^{T} & u
\end{array}\right]^{T}, \mathbf{x}(0)=\mathbf{x}_{0},  \tag{3.51}\\
y & =\mathbf{C} \mathbf{x} .
\end{align*}
$$

The purpose of TP-based Model Transformation is to obtain LTI models as follows [Bar04b]:

$$
\begin{align*}
& \dot{\mathbf{x}}=\sum_{m_{1}=1}^{M_{1}} w_{m_{1}}\left(p_{1}\right) \mathbf{S}_{m_{1}}\left[\begin{array}{ll}
\mathbf{x}^{T} & u
\end{array}\right]^{T},  \tag{3.52}\\
& y=\mathbf{C x},
\end{align*}
$$

where $\mathbf{S}_{m_{1}}=\left[\mathbf{A}_{m_{1}} \mathbf{b}_{m_{1}}\right]$ are the LTI vertex systems from which the system tensor $\mathbf{S}$ is made of, $w_{m_{1}}\left(p_{1}\right)$ are the values of the weighting functions, $M_{1}=5$ is the number of singular values.

The TP model derived for PCS is expressed as

$$
\begin{align*}
& \dot{\mathbf{x}}=\sum_{m_{1}=1}^{5} w_{m_{1}}\left(p_{1}\right)\left(\mathbf{A}_{m_{1}} \mathbf{x}^{T}+\mathbf{b}_{m_{1}} u\right),  \tag{3.53}\\
& y=\mathbf{C x} .
\end{align*}
$$

Using the TP Tool described in detail in [Nag07c], the LTI system matrices are obtained and their values are given in Equation (3) in Appendix 2. The weighting functions are illustrated in Fig.3.25.


Fig.3.25. Weighting functions for pendulum angle.
Two testing scenarios were conducted in order to test the derived TP model for PCS given in (3.53). In order to compare the performance of the TP model with other models derived for PCS, the nonlinear model given in (3.45), the first linearized model presented in (3.47) with the numerical values given in Equation (3) in Appendix 1, the second linear model represented by the LTI model resulting from the TP model, characterized by the LTI system matrix $\mathbf{S}_{1}$ given in Equation (3) in Appendix 2, the third linear model represented by the LTI model resulting from the TP model, characterized by the LTI system matrix $\mathbf{S}_{2}$ given in Equation (3) in Appendix 2 and the fourth linear model represented by the LTI model resulting from the TP model, characterized by the LTI system matrix $\mathbf{S}_{3}$ given in Equation (3) in Appendix 2, were also tested using the testing block diagram illustrated in Fig. 3.26.


Fig.3.26. Testing block diagram for PCS.
In the first testing scenario a sine signal with a 0.4 m amplitude, which is illustrated in Fig. 3.27, is applied to the PCS laboratory equipment, to the nonlinear model given in (3.45), to the TP model given in (3.53) and to the four linear models of PCS on the time horizon of 20 s . The initial state vector matching the experiments is $\mathbf{x}_{0}=\left[\begin{array}{llll}0 & \pi & 0 & 0\end{array}\right]^{T}$.


Fig.3.27. Sine control signal versus time used in the first testing scenario.
The plot of the cart position obtained after conducting the first testing scenario is illustrated in Fig. 3.28.


Fig.3.28. Cart position vs. time for PCS, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the first testing scenario.

In the second testing scenario a random signal, which is illustrated in Fig. 3.29, is applied to the PCS laboratory equipment, to the nonlinear model given in (3.45), to the TP model given in (3.53) and to the four linear models of PCS on the time horizon of 20 s . The initial state vector matching the experiments is $\mathbf{x}_{0}=\left[\begin{array}{llll}0 & \pi & 0 & 0\end{array}\right]^{T}$.

The plot of the cart position obtained after conducting the second testing scenario is illustrated in Fig. 3.30.


Fig.3.29. Random control signal versus time used in the second testing scenario.


Fig.3.30. Cart position vs. time for PCS, nonlinear model, TP model, $1^{\text {st }}$ linear model, $2^{\text {nd }}$ linear model, $3^{\text {rd }}$ linear model and $4^{\text {th }}$ linear model in the second testing scenario.

The four performance indices introduced in Sub-chapter 3.2, namely RMSE, VAF, AIC and BIC are measured in order to better highlight the performance of the TP model derived for the PCS model in the testing scenarios.

The RMSEs, VAF, AIC and BIC were computed using (3.29), (3.31) and (3.32), where the modeling errors are defined as

$$
\begin{equation*}
e^{\psi}=y^{P C S}-y^{\psi} . \tag{3.54}
\end{equation*}
$$

The superscript $y^{P C S}$ are the outputs of the PCS (i.e. the real-world process), $\psi=N M$ indicates the nonlinear PCS model, $\psi=T P$ indicates the TP model, $\psi=L_{1}$ indicates the first linear model, $\psi=L_{2}$ indicates the second linear model, $\psi=L_{3}$ indicates the third linear model, $\psi=L_{4}$ indicates the fourth linear model, $M=2001$ is the number of samples and the sampling period $T_{s}=0.01 \mathrm{~s}, k^{T P}=40$ is the number of parameters of the TP model, $k^{N M}=8$ is the number of parameters of the psfcMLS model, $k^{L_{1}}=k^{L_{2}}=k^{L_{3}}=k^{L_{4}}=8$ is the number of parameters of the linear models. The values of the performance indices are given in Table 3.4.1.

Table 3.4.1.
Values of performance indices for PCS.

| Model | Criterion |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { RMSE } \\ (\mathrm{m}) \end{gathered}$ | VAF (\%) | AIC | BIC |
| TP model/ $1^{\text {st }}$ testing scenario | 0.1707 | 41.8467 | 16.4648 | 16.4686 |
| TP model/ $2^{\text {nd }}$ testing scenario | 0.1822 | -429.3567 | 16.5949 | 16.5987 |
| PCS model/ ${ }^{\text {st }}$ testing scenario | 0.2127 | 21.7093 | 0.9046 | 0.9084 |
| PCS model/ ${ }^{\text {nd }}$ testing scenario | 0.1904 | -969.8976 | 0.6825 | 0.6863 |
| $1^{\text {st }}$ Linear model/ $1^{\text {st }}$ testing scenario | 0.2895 | 14.6536 | 1.5207 | 1.5245 |
| $1^{\text {st }}$ Linear model/ $2^{\text {nd }}$ testing scenario | 0.2125 | 42.1668 | 0.9028 | 0.9066 |
| $\mathbf{2}^{\text {nd }}$ Linear model/ $1^{\text {st }}$ testing scenario | 0.3269 | 27.0985 | 1.7638 | 1.7676 |
| $\mathbf{2}^{\text {nd }}$ Linear model/ $2^{\text {nd }}$ testing scenario | 0.2092 | 44.2180 | 0.8106 | 0.8744 |
| $3^{\text {rd }}$ Linear model/ $/ 1^{\text {st }}$ testing scenario | 0.1242 | 52.7107 | -0.1714 | -0.1676 |
| $3^{\text {rd }}$ Linear model/ ${ }^{\text {nd }}$ testing scenario | 0.1949 | -495.4938 | 0.7295 | 0.7333 |
| $4^{\text {th }}$ Linear model/ $1^{\text {st }}$ testing scenario | 0.1385 | 40.9879 | 0.0457 | 0.0495 |
| $4^{\text {th }}$ Linear model/ $2^{\text {nd }}$ testing scenario | 0.1561 | -58.6528 | 0.2849 | 0.2887 |

The best performance concerning the values of RMSE is obtained by the third linear model in the first testing scenario and concerning the VAF is obtained by the third linear model in the first testing scenario.The best values for AIC and BIC are obtained for the fourth linear model in the first testing scenario. Therefore, the experimental results have shown that the derived TP model expressed in (3.53) approximately mimics the behavior of the laboratory equipment, but exhibiting numerical error. Other number of parameters of the TP model would lead to other values in Table 3.4.1.

### 3.5. Chapter conclusions

In this chapter the main steps of the TP-based Model Transformation modeling algorithm along with the derivation of TP models for three systems, namely Vertical Three Tank System, partial state feedback controlled Magnetic Levitation System and Pendulum Cart System were presented.

In Sub-chapter 3.1, the steps of the TP-based Model Transformation modeling algorithm were presented in detail using some particular examples for a better illustration.

In Sub-chapter 3.2, the derivation of the TP model for a Vertical Three Tank System was presented. In order to carry out a comparative analysis, four linear models were also derived for V3TS: the first two linear models were obtained by linearization around two o.p.s and the next two linear models were extracted from the LTI system matrices of the TP model. Finally, the derived TP model was tested along with the nonlinear model of the V3TS, with four linear models and with the laboratory equipment using a PRBS and four performance indices, namely RMSE, VAF, AIC and BIC were computed. The experimental results and the values of the performance indices, given in Table 3.2.1, have shown that the TP model ensures good modeling performance but exhibiting numerical error. The best performance concerning the values of RMSE is obtained by the fourth linear model in case of the first and second tank and by the TP model in case of the third tank while, the best performamce in terms of VAF are obtained by the fourth linear model in case of all three tanks.

However, the TP model ensures better performance than the nonlinear model and the four linear ones in terms of AIC and BIC in case of all three tanks.

In Sub-chapter 3.3, the derivation of the TP model for a partial state feedback controlled Magnetic Levitation System was presented. In order to carry out a comparative analysis, four linear models were also derived for psfcMLS: the first two linear models were obtained by linearization around two o.p.s and the next two linear models were extracted from the LTI system matrices of the TP model. Finally, the derived TP model was tested along with the nonlinear model of the psfcMLS, with four linear models and with the laboratory equipment in the same four testing scenarios using PRBS, sine, chirp and PWM input signals. Also the four performance indices, namely RMSE, VAF, AIC and BIC were computed. The best performance concerning the values of RMSE is obtained by the TP model in the third testing scenario. The best performance concerning the values of VAF is obtained by the psfcMLS model in the first testing scenario. The third linear model ensures the best performance in terms of both AIC and BIC in case of the fourth testing scenario. The experimental results and the values of the performance indices, given in Table 3.3.1, have shown that the TP model ensures good modeling performance but exhibiting nonzero numerical errors.

Sub-chapter 3.4 was dedicated to the derivation of the TP model for a Pendulum Cart System. In order to carry out a comparative analysis, four linear models were also derived for PCS: the first linear model was obtained by linearization around one o.p. and the next three linear models were extracted from the LTI system matrices of the TP model. Finally, the derived TP model was tested along with the nonlinear model of the PCS, with four linear models and with the laboratory equipment in the same two testing scenarios using sineand random input signals. Also the four performance indices, namely RMSE, VAF, AIC and BIC were computed. The experimental results have shown that the derived TP model expressed in (3.53) approximately mimics the behavior of the laboratory equipment, but exhibiting numerical error. Other number of parameters of the TP model would lead to other values in Table 3.4.1.

The experimental results have shown that:

- Both the accuracy and the performance of a TP model depend the most on how well the LPV model, which is used in the TP-based Model Transformation modeling algorithm, mimics the behavior of the real world process. Therefore, the best results have been achieved by the TP model derived for the V3TS.
- The performance of the TP model also depends on other elements such as: the number of varying parameters, the number of singular values or the types of weighting functions.
The contributions presented in this chapter are:
- The derivation and validation of a TP model for a Vertical Three Tank system laboratory equipment.
- The derivation and validation of a TP model for a partial state feedback controlled Magnetic Levitation System.
- The derivation and validation of a TP model for a Pendulum Cart system laboratory equipment.
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## 4. TP-based Model Transformation technique used in control system design

### 4.1. The TP-based Model Transformation control algorithm

Based on the Linear Time Invariant (LTI) system matrices resulted from the Tensor Product (TP)-based Model Transformation, the Parallel Distributed Compensation (PDC) technique along with Linear Matrix Inequalities (LMIs) are involved in the TP controller design and tuning. Therefore, the input of the TP controller design approach is the core tensor made by the LTI system matrices, and the outputs are the LTI feedback gains which are stored in the tensor of the TP controller. Therefore, the steps of the TP-based model transformation control algorithm, illustrated in Fig. 4.1, are considered and are presented in detail in the following paragraphs. The PDC technique and the LMIs are used in order to design a TP-based controller which can fulfill the following control system performance specifications:


Fig.4.1. The TP-based model transformation control algorithm diagram.

## i. The asymptotic stability of the control system;

ii. Constraints on the control signal.

In this regard, the following controller design approach steps are detailed in the following paragraphs. In order to ensure homogeneity of presentation, the same particular case a process with two varying parameters, presented in Sub-chapter 3.1, is used.

The two parameters, $\phi$ and $\mu$, introduced in the first step of the TP-based model transformation control algorithm are used as initial data of the controller design algorithm. They are chosen by the designer in order to express the control system performance specifications i. and ii.

The number of LMIs is not a parameter imposed as initial data of the controller design algorithm. This number depends on the dimension of the core tensor $\mathbf{s}$ of the derived TP model according to the modeling algorithm presented in Sub-chapter 3.1.

## 1. Defining the LMIs.

Let us consider the TP-based model given in (3.18) for a particular system with two varying parameters. The goal of the LMI-based controller design is to determine one LTI feedback gain, which is stored in tensor $\mathbf{K}$ of the controller, for each LTI system matrix, which is stored in tensor S of the TP model given in (3.18). Therefore, in order to design a TP-based controller which fulfills the two requirements presented above, the following LMIs are defined.

The control system specification i., namely the asymptotic stability of the closed-loop control system, is equivalent to the existence of $\mathbf{X}=\mathbf{P}^{-1}>0$ (where $\mathbf{P}$ is a positive definite matrix) and $\mathbf{M}_{m 1, m 2}$ that satisfy the following LMIs [Bar13]:

$$
\begin{align*}
& -\mathbf{X A}_{m 1, m 2}^{T}-\mathbf{A}_{m 1, m 2} \mathbf{X}+\mathbf{M}_{m 1, m 2}^{T} \mathbf{X}_{m 1, m 2}^{T}+\mathbf{B}_{m 1, m 2} \mathbf{M}_{m 1, m 2}>0, \\
& -\mathbf{X A}_{m 1, m 2}^{T}-\mathbf{A}_{m 1, m 2} \mathbf{X}-\mathbf{X A}_{s}^{T}-\mathbf{A}_{s} \mathbf{X}+\mathbf{M}_{s}^{T} \mathbf{B}_{m 1, m 2}^{T}+\mathbf{B}_{m 1, m 2} \mathbf{M}_{s}  \tag{4.1}\\
& +\mathbf{M}_{m 1, m 2}^{T} \mathbf{B}_{s}^{T}+\mathbf{B}_{s} \mathbf{M}_{m 1, m 2} \geq 0,
\end{align*}
$$

where $m 1=1 \ldots M_{1}, m 2=1 \ldots M_{2}$ and the matrices $\mathbf{A}_{m 1, m 2}$ and $\mathbf{B}_{m 1, m 2}$ are defined in Sub-chapter 3.1.

Next, the objective of the control system performance specification ii., i.e. to constrai the control signal, is considered. Assuming that $\|\mathbf{x}(0)\|_{2} \leq \phi$, where $\mathbf{x}(0)$ is unknown, but the upper bound $\phi$ is known, the constraint $|u| \leq \mu$ is enforced at all time moments if the following LMIs are satisfied [Bar13]:

$$
\begin{align*}
& \phi^{2} \mathbf{I} \leq \mathbf{X}, \\
& \left(\begin{array}{cc}
\mathbf{X} & \mathbf{M}_{m 1, m 2}^{T} \\
\mathbf{M}_{m 1, m 2}^{T} & \mu^{2} \mathbf{I}
\end{array}\right) \geq 0, \tag{4.2}
\end{align*}
$$

where $m 1=1 \ldots M_{1}, m 2=1 \ldots M_{2}$.

## 2. Solving the LMIs.

The LMIs defined in step 1 are solved using a dedicated LMI software or toolbox. In this thesis the YalmipR2015 solver was used. Therefore, the two matrices $\mathbf{M}_{m 1, m 2}$ and $\mathbf{X}$ are computed as solutions of the LMIs.

## 3. Computing the LTI feedback gains.

Based on the solutions of the previous LMIs, the LTI feedback gains are computed and stored in the TP controller tensor as

$$
\begin{equation*}
\mathbf{K}_{m 1, m 2}=\mathbf{M}_{m 1, m 2} \mathbf{X}^{-1} . \tag{4.3}
\end{equation*}
$$

## 4. Applying the PDC technique.

Finally, the control signal applied to the process with two varying parameters is expressed as:

$$
\begin{align*}
& u=r-u_{T P}, \\
& u_{T P}=\left[\sum_{m 1=1 m 2=1}^{M_{1}} \sum_{1, m 1}^{M_{2}} w_{1, m 1}\left(p_{1}\right) w_{2, m 2}\left(p_{2}\right) \mathbf{K}_{m 1, m 2}\right] \mathbf{x}, \tag{4.4}
\end{align*}
$$

where $r$ is the reference input and $u_{T P}$ is the control law of the TP controller based on the feedback gain tensor obtained after the application of the PDC technique.

### 4.2. The TP-based Model Transformation used for level control of Vertical Three Tank System

Starting with the TP model derived for the V3TS given in Equation (3.26) in Sub-chapter 3.2 and following the control design steps given in Sub-chapter 4.1, the PDC technique is applied as follows in order to design a TP-based controller for the level control of V3TS.

Since, as shown in Sub-chapter 3.1, the parameter vector consists of one parameter, that means $M_{2}=1$ in the design approach and all subscripts $m 1, m 2$ of the matrices in the design approach will be replaced in this sub-chapter with $m 1$. This is justified because $m 2=1$, so it does not make sense anymore to use the subscript $m 2$ as follows.

The two control system performance specifications presented in the previous sub-chapter are considered. The control system performance specification i., which consists in guaranteeing the asymptotic stabilization of the control system, is solved using the PDC design framework. Therefore for each LTI vertex system of the convex TP model one LTI feedback gain is determined. The asymptotic stability of the closed-loop control system is equivalent to the existence of $\mathbf{X}=\mathbf{P}^{-1}>0$ (where $\mathbf{P}$ is a positive definite matrix) and $\mathbf{M}_{m 1}$ that satisfy the LMIs given in (4.1) [Bar13].

The state feedback gain matrices $\mathbf{K}_{m 1}$ that correspond to each LTI vertex system are next computed as [Hed17b], [Hed19a]:

$$
\begin{equation*}
\mathbf{K}_{m 1}=\mathbf{M}_{m 1} \mathbf{X}^{-1} . \tag{4.5}
\end{equation*}
$$

The objective of the control system performance specification ii. is to constrain the control signal. It is assumed that $\|\mathbf{x}(0)\|_{2} \leq \phi$, where $\mathbf{x}(0)$ is unknown, but the upper bound $\phi$ is known. The constraint $|u| \leq \mu$ is enforced at all time moments if the LMIs given in (4.2) are satisfied [Bar13].

Considering the following numerical values for $\phi=0.05>0$ and $\mu=1$, the matrices $\mathbf{X}$ and $\mathbf{M}_{m 1}$ are computed by solving the seven LMIs, namely two plus two in (4.1) plus one plus two in (4.2), using the YalmipR2015 solver. The solutions are next substituted in (4.5) leading to the values of the LTI feedback gains which are given in Equation (1) in Appendix 3.

Finally, the resulted TP controller is introduced in the Single Input Multiple Output (SIMO) closed-loop control system structure (TPCS), where $\mathbf{y}_{i}^{T P}=\left[\begin{array}{lll}y_{1}^{T P} & y_{2}^{T P} & y_{3}^{T P}\end{array}\right]^{T}$ represents the controlled output vector. The TPCS is illustrated in Fig. 4.2.


Fig.4.2. Block diagram of the TPCS designed for V3TS [Hed19a].

Using the PDC technique, the following state feedback control law results for V3TS [Hed17b], [Hed19a]:

$$
\begin{align*}
& u=r-u_{T P}, \\
& u_{T P}=\left[\sum_{m 1=1}^{2} w_{1, m 1}\left(p_{1}\right) \mathbf{K}_{m 1}\right] \mathbf{x} . \tag{4.6}
\end{align*}
$$

In order to compare the performance of the TP-based controller designed for V3TS with similar control structures, four state feedback control structures (SFCSs) are designed considering the same control performace specifications as the ones considered for the TP-CS, i.e. the asymptotic stabilization of the control system and the constraint applied to the control signal.

The general block diagram of the four SFCSs is illustrated in Fig.4.3, where $j=\overline{1,4}$ denotes the number of linear models, $u^{(j)}$ is the control signal, $r$ is the reference input, $u_{x}^{(j)}$ is the state feedback controller matrix product output, $\mathbf{y}_{i}^{(j)}=\left[\begin{array}{lll}y_{1}^{(j)} & y_{2}^{(j)} & y_{3}^{(j)}\end{array}\right]^{T}$ is the controlled output vector.


Fig.4.3. General block diagram of the four SFCSs designed for V3TS [Hed17b], [Hed19a].
The fair comparison of the TP controller and the linear state feedback controller makes use of the same design approach applied in the nonlinear case (i.e. the TP controller) and the four linear cases. In this regard, the computation of the state feedback gain matrices $\mathbf{k}_{S F}^{(j)}{ }^{T}$ is similar with the one of the LTI feedback gains of the TP controller. These matrices result after solving the following LMIs that correspond to (4.1):

$$
\begin{align*}
& -\mathbf{X}^{(j)} \mathbf{A}^{(j)}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}+\mathbf{M}^{(j)} \mathbf{X}^{(j)^{T}}+\mathbf{b}^{(j)} \mathbf{M}^{(j)}>0, \\
& -\mathbf{X}^{(j)} \mathbf{A}^{(j)}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}-\mathbf{X}^{(j)} \mathbf{A}^{(j)^{T}}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}+\mathbf{M}^{(j)^{T}} \mathbf{b}^{(j)^{T}}  \tag{4.7}\\
& +\mathbf{b}^{(j)} \mathbf{M}^{(j)}+\mathbf{M}^{(j)^{T}} \mathbf{b}^{(j)^{T}}+\mathbf{b}^{(j)} \mathbf{M}^{(j)} \geq 0
\end{align*}
$$

in order to ensure the asymptotic stabilization of the control system (i.e. the performance specification i.), and the following LMIs that correspond to (4.2):

$$
\begin{align*}
& \phi^{2} \mathbf{I} \leq \mathbf{X}^{(j)}, \\
& \left(\begin{array}{cc}
\mathbf{X}^{(j)} & \mathbf{M}^{(j)^{T}} \\
\mathbf{M}^{(j)^{T}} & \mu^{2} \mathbf{I}
\end{array}\right) \geq 0 \tag{4.8}
\end{align*}
$$

in order to fulfill the constraint imposed to the modulus of the control signal in terms of the control system performance specification ii., where $\mathbf{A}^{(j)}$ and $\mathbf{b}^{(j)}$ result in accordance with Sub-chapter 3.2, and $\phi$ and $\mu$ are the same parameters as the ones chosen in the design of the TP controller.

Finally the state feedback gain matrices are computed for each of the four linear models of V3TS derived in Sub-chapter 3.2, as:

$$
\begin{equation*}
\mathbf{k}_{S F}^{(j)}=\mathbf{M}^{(j)} \mathbf{X}^{(j)^{-1}} . \tag{4.9}
\end{equation*}
$$

Considering the same numerical values as in case of the TPCS, i.e. $\phi=0.05$ and $\mu=1$, which take into consideration the real operating conditions of the world laboratory equipment, the matrices $\mathbf{X}^{(j)}$ and $\mathbf{M}^{(j)}$ are computed, after solving four LMIs for each linear model of V3TS, namely two in (4.7) plus one plus one in (4.8), using the YalmipR2015 solver. The solutions are next substituted in (4.9) leading to the values of the state feedback gains which are given in Equation (1) in Appendix 4.

In order to highlight the performance of the five CSs designed for V3TS, namely the first one represented by the TPCS, the second one represented by the first SFCS, the third one represented by the second SFCS, the fourth one represented by the third SFCS and the fifth one represented by the fourth SFCS, two testing scenarios (simulation and experiment) were considered by employing a staircase change for the reference input ( $r_{1}=0.2 \mathrm{~m}, r_{2}=0.4 \mathrm{~m}, r_{3}=0.1 \mathrm{~m}$ ) on the time horizon of 3000 s . In case of the simulation scenario each controller is tested on its corresponding derived model presented in Sub-chapter 3.2 and in case of the experimental scenario each controller is tested on the V3TS laboratory equipment. The initial state vector matching the simulations and experiments is $\mathbf{x}_{0}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$. The responses of the controlled outputs and control signals of the control structures responses are plotted in Figs.4.4-4.7 in the simulation scenario and in Figs. 4.8-4.11 in the experimental scenario.


Fig.4.4. First tank fluid levels $\left(y_{1}\right)$ versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.


Fig.4.5. Second tank fluid levels $\left(y_{2}\right)$ versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.


Fig.4.6. Third tank fluid levels $\left(y_{3}\right)$ versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.


Fig.4.7. Control signal versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.


Fig.4.8. First tank fluid levels $\left(y_{1}\right)$ versus time in case of TPCS and the four SFCSs with staircase reference input in the experimental scenario.


Fig.4.9. Second tank fluid levels $\left(y_{2}\right)$ versus time in case of TPCS and the four SFCSs with staircase reference input in the experimental scenario.


Fig.4.10. Third tank fluid levels $\left(y_{3}\right)$ versus time in case of TPCS and the four SFCSs with staircase reference input in the experimental scenario.


Fig.4.11. Control signal versus time in case of TPCS and the four SFCSs with staircase reference input in the experimental scenario.

The simulation and the experimental results show that all the five CSs designed for V3TS fulfill the control system performance specification i., i.e. the stabilization of the CS, and the control system specification ii., i.e. the control signal is constrained. However, they do not ensure zero steady-state control error. Therefore, each of the five CSs is included in a cascade control system structure with a PID controller the outer control loop.

At first the TPCS, considered as controlled plant, is included in three Single Input Single Output (SISO) cascade control system (PID-TPCS) structures with PID controllers in the outer control loop. The state feedback gain matrices given in Equation (1) in Appendix 3 are employed in the computation of the following thirdorder benchmark type closed-loop t.f.s of the inner control loop, $H_{T P C S_{i}}(s)$ with respect of each of the three outputs of V3TS [Hed19a]:

$$
\begin{equation*}
H_{T P C S_{i}}(s)=k_{T P C S_{i}} /\left[\left(1+T_{c 1}^{\left(T P C S_{i}\right)} s\right)\left(1+T_{c 2}^{\left(T P C S_{i}\right)} s\right)\left(1+T_{c 3}^{\left(T P C S_{i}\right)} s\right)\right], \tag{4.10}
\end{equation*}
$$

where the numerical values of the parameters are given in Table 4.2.1 and are obtained after a simple least-squares-based experimental approximation of the inner control loop illustrated in Fig. 4.12.


Fig.4.12. Block diagram of the SISO PID-TPCSs designed for V3TS [Hed19a].
Table 4.2.1.
Values of parameters of the third order t.f.s. computed for TPCS.

| TPCS output, $y_{\mathrm{i}}$ | $k_{\text {TPCS }}$ | $T_{c 1}^{\left(T P P S_{1}\right)}$ | $T_{c 2}^{\left(T P S_{1}\right)}$ | $T_{c 3}^{\left(T P C S_{3}\right)}$ |
| :---: | :---: | :---: | :---: | :---: |
| $y_{1}$ | 0.17 | 12 | 3 | 2 |
| $y_{2}$ | 0.11 | 25 | 22 | 3 |
| $Y_{3}$ | 0.21 | 52 | 48 | 4 |

The PID controllers were designed using Kessler's Modulus Optimum method (MO-m), having the general t.f.s:

$$
\begin{equation*}
H_{P I D}^{\left(T P C S_{i}\right)}(s)=k_{r}^{\left(T P C S_{i}\right)}\left(1+s T_{r 1}^{\left(T P C S_{i}\right)}\right)\left(1+s T_{r 2}^{\left(T P C S_{i}\right)}\right) /\left[s\left(1+s T_{d}^{\left(T P C S_{i}\right)}\right)\right], \tag{4.11}
\end{equation*}
$$

where the tuning parameters were computed as [Kes55]:

$$
\begin{align*}
& k_{r}^{\left(T P C S_{i}\right)}=0.1 /\left(2 k_{T P C S_{i}} T_{c 3}^{\left(T P C S_{i}\right)}\right),  \tag{4.12}\\
& T_{r 1}^{\left(T P C S_{i}\right)}=T_{c 1}^{\left(T P C S_{i}\right)}, T_{r 2}^{\left(T P C S_{i}\right)}=T_{c 2}^{\left(T P C S_{i}\right)}, T_{d}^{\left(T P C S_{i}\right)}=0.1 \cdot T_{c 3}^{\left(T P C S_{i}\right)} .
\end{align*}
$$

The numerical values of the parameters are given in Table 4.2.2.
Table 4.2.2.
Values of parameters of the PID controllers designed for TPCS.

| TPCS output, $y_{\mathrm{i}}$ | $k_{r}^{\left(T P C S_{i}\right)}$ | $T_{r 1}^{\left(T P C S_{1}\right)}$ | $T_{r 2}^{\left(T P C\left(S_{1}\right)\right.}$ | $T_{d}^{\left(T P C S_{1}\right)}$ |
| :---: | :---: | :---: | :---: | :---: |
| $y_{1}$ | 0.1471 | 12 | 3 | 0.2 |
| $y_{2}$ | 0.1515 | 25 | 22 | 0.3 |
| $y_{3}$ | 0.0595 | 52 | 48 | 0.4 |

The control signals applied to V3TS are computed by combining the output of the TP-based controller, $u_{T P}$, and the outputs of the PID controllers, $u_{P I D}^{\left(T P C S_{i}\right)}$.

Next, the four SFCSs, as controlled plants, are also included in twelve Single Input Single Output (SISO) cascade control system (PID-SFCS) structures with PID controllers in the outer control loop. The equivalent state feedback gain matrices given in Equation (1) in Appendix 4 are employed in the computation of the following third-order benchmark type closed-loop t.f.s of the inner control loop, $H_{S F C S_{i}}^{(j)}(s)$ with respect of each of the three outputs of V3TS [Hed19a]:

$$
\begin{equation*}
H_{S F C S_{i}}^{(j)}(s)=k_{S F C S_{i}}^{(j)} /\left[\left(1+T_{c l_{i}}^{(j)} s\right)\left(1+T_{c 2_{i}}^{(j)} s\right)\left(1+T_{c 3_{i}}^{(j)} s\right)\right], \tag{4.13}
\end{equation*}
$$

where the numerical values of the parameters are given in Table 4.2.3. These parameters are obtained by a simple least-squares-based experimental approximation of the inner control loop illustrated in Fig. 4.13.


Fig.4.13. Block diagram of the SISO PID-SFCSs designed for V3TS [Hed19a].
The four PID controllers are also designed using the MO-m, with the general t.f.:

$$
\begin{equation*}
H_{P I D_{i}}^{(j)}(s)=k_{r_{i}}^{(j)}\left(1+s T_{r 1_{i}}^{(j)}\right)\left(1+s T_{r 2_{i}}^{(j)}\right) /\left[s\left(1+s T_{d_{i}}^{(j)}\right)\right], \tag{4.14}
\end{equation*}
$$

where the tuning parameters were computed as [Kes55]:

$$
\begin{align*}
& k_{r_{i}}^{(j)}=0.1 /\left(2 k_{S F C S_{i}} T_{c i_{3}}^{(j)}\right), \\
& T_{r l_{i}}^{(j)}=T_{c l_{i}}^{(j)}, T_{r 2_{i}}^{(j)}=T_{c 2_{i}}^{(j)}, T_{d_{i}}^{(j)}=0.1 \cdot T_{c 3_{i}}^{(j)} . \tag{4.15}
\end{align*}
$$

The numerical values of the parameters are given in Table 4.2.4.

Table 4.2.3.
Values of parameters of the third order t.f.s. computed for SFCSs.

| SFCS ${ }^{(j)}$ | SFCS output, $y_{i}$ | $k_{\text {SFCS }}^{(j)}$ | $T_{c_{l i l}}^{(d)}$ | $T_{\text {ct }}^{(J)}$ | $T_{\text {c, }}^{(G)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SFCS ${ }^{(1)}$ | $y_{1}$ | 0.25 | 57 | 55 | 2 |
|  | $y_{2}$ | 0.29 | 48 | 41 | 2.5 |
|  | $y_{3}$ | 0.39 | 56 | 55 | 9 |
| SFCS ${ }^{(2)}$ | $y_{1}$ | 0.27 | 45 | 41 | 3 |
|  | $y_{2}$ | 0.25 | 54 | 47 | 2 |
|  | $y_{3}$ | 0.78 | 64 | 61 | 2 |
| SFCS ${ }^{(3)}$ | $y_{1}$ | 0.42 | 55 | 51 | 1.5 |
|  | $y_{2}$ | 0.21 | 39 | 35 | 4 |
|  | $y_{3}$ | 0.28 | 59 | 58 | 4 |
| SFCS ${ }^{(4)}$ | $y_{1}$ | 0.21 | 65 | 61 | 3 |
|  | $y_{2}$ | 0.21 | 55 | 51 | 1.5 |
|  | $y_{3}$ | 0.23 | 65 | 57 | 8 |

Table 4.2.4.
Values of parameters of the PID controllers designed for SFCSs.

| PID-SFCS $^{(\mathrm{j})}$ | $y_{\mathrm{i}}$ | $k_{r_{i}}^{(j)}$ | $T_{r_{i}}^{(i)}$ | $T_{r_{2}}^{(i)}$ | $T_{d_{i}}^{(1)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PID-SFCS $^{(1)}$ | $y_{1}$ | 0.1 | 57 | 55 | 0.2 |
|  | $y_{2}$ | 0.0690 | 48 | 41 | 0.25 |
|  | $y_{3}$ | 0.0142 | 56 | 55 | 0.9 |
| PID-SFCS $^{(2)}$ | $y_{1}$ | 0.0617 | 45 | 41 | 0.3 |
|  | $y_{2}$ | 0.1 | 54 | 47 | 0.2 |
|  | $y_{3}$ | 0.0321 | 64 | 61 | 0.2 |
| PID-SFCS $^{(3)}$ | $y_{1}$ | 0.0794 | 55 | 51 | 0.15 |
|  | $y_{2}$ | 0.0595 | 39 | 35 | 0.4 |
|  | $y_{3}$ | 0.0446 | 59 | 58 | 0.4 |
| PID-SFCS $^{(4)}$ | $y_{1}$ | 0.0794 | 65 | 61 | 0.3 |
|  | $y_{2}$ | 0.1587 | 55 | 51 | 0.15 |
|  | $y_{3}$ | 0.0272 | 65 | 57 | 0.8 |

The control signals applied to V3TS are computed by combining the output variable of the state feedback controller, $u_{x}^{(j)}$, and ones of the PID controllers, $u_{P I D_{i}}^{(j)}$.

The five control structures, namely PI-TPCS and the four PID-SFCSs, were tested in the same two testing scenario used for TPCS and the four SFCSs, i.e. simulation and experiment. Each PID controller is tested on its corresponding control structure with the t.f.s. given in (4.10) and (4.13) as resulting from the block diagrams in Figs. 4.12 and 4.13. The same values of the parameters of the PID controllers were used both in simulations and experiments. The initial state vector matching the simulations and experiments is $\mathbf{x}_{0}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$. The responses of the controlled outputs and the control signals of the control structures are plotted in Figs. 4.14-4.19 in the simulation scenario and in Figs. 4.20-4.25 in the experimental scenario.


Fig.4.14. First tank fluid levels $\left(y_{1}\right)$ versus time in case of PID-TPCS and the PID-SFCSs designed for the liquid level control of the first tank in the simulaton scenario.


Fig.4.15. Second tank fluid levels ( $y_{2}$ ) versus time of PID-TPCS and the PID-SFCSs designed for the liquid level control of the second tank in the simulaton scenario.


Fig.4.16. Third tank fluid levels $\left(y_{3}\right)$ versus time of PID-TPCS and the PID-SFCSs designed for the liquid level control of the third tank in the simulaton scenario.


Fig.4.17. Control signal versus time in case of PID-TPCS and the PID-SFCSs designed for the level control of the first tank in the simulaton scenario.


Fig.4.18. Control signal versus time in case of PID-TPCS and the PID-SFCSs designed for the level control of the second tank in the simulaton scenario.


Fig.4.19. Control signal versus time in case of PID-TPCS and the PID-SFCSs designed for the level control of the third tank in the simulaton scenario.


Fig.4.20. First tank fluid levels $\left(y_{1}\right)$ versus time in case of PID-TPCS and the PID-SFCSs designed for the liquid level control of the first tank in the experimental scenario.


Fig.4.21. Second tank fluid levels ( $y_{2}$ ) versus time of PID-TPCS and the PID-SFCSs designed for the liquid level control of the second tank in the experimental scenario.


Fig.4.22. Third tank fluid levels $\left(y_{3}\right)$ versus time of PID-TPCS and the PID-SFCSs designed for the liquid level control of the third tank in the experimental scenario.


Fig.4.23. Control signal versus time in case of PID-TPCS and the PID-SFCSs designed for the level control of the first tank in the experimental scenario.


Fig.4.24. Control signal versus time in case of PID-TPCS and the PID-SFCSs designed for the level control of the second tank in the experimental scenario.


Fig.4.25. Control signal versus time in case of PID-TPCS and the PID-SFCSs designed for the level control of the third tank in the experimental scenario.

The simulation and the experimental results show that all the CSs designed for V3TS fulfill both the control system performance specifications, i.e. the stabilization of the CS and the constraint applied on the control signal and they also ensure zero steady-state control error.

In order to highlight the performance of the ten derived control structures for V3TS, four performance indices, namely the Mean Square Error (MSE), the Mean Square Control Effort (MSU), the settling time and the overshoot are computed.

The MSEs are computed as

$$
\begin{equation*}
M S E=\frac{1}{M} \sum_{k=1}^{M} e_{i}^{\psi^{2}}(k) \tag{4.16}
\end{equation*}
$$

where $e_{i}^{\psi}$ represents the control error, which in case of V3TS is defined as

$$
\begin{equation*}
e_{i}^{\psi}=r-y_{i}^{\psi} \tag{4.17}
\end{equation*}
$$

The superscript $\psi=T P C S$ indicates the TP-based control structure, $\psi=S F C S^{(j)}$ indicates the four state feedback control structures, $\psi=P I D-T P C S_{i}$ indicates the PID and TP-based control structures, $\psi=P I D-S F C S_{i}^{(j)}$ indicates the PID and state feedback control structures, $y_{i}^{\psi}$ are the outputs of the V3TS system, $r$ is the reference input, $i$ represents the number of tank, $M=30001$ is the number of samples and the sampling period $T_{s}=0.1 \mathrm{~s}$.

The MSUs are computed as

$$
\begin{equation*}
M S U=\frac{1}{M} \sum_{k=1}^{M} u_{i}^{\psi^{2}}(k), \tag{4.18}
\end{equation*}
$$

where $u_{i}^{\psi}$ represents the control signal applied in case of the control structures designed for V3TS.

The values of the three performance indices are given in Table 4.2 .5 in the simulation scenario and in Table 4.2.6 in the experimental scenario.

Table 4.2.5.
Values of control system performance indices for V3TS in the simulation scenario.

| Control structures | Performance indices |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $y_{i}$ | $\begin{aligned} & \text { MSE } \\ & \left(\mathbf{m}^{2}\right) \end{aligned}$ | MSU | Settling time (s) |  |  | Overshoot (\%) |  |  |
|  |  |  |  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{1}$ | $r_{2}$ | $r_{3}$ |
| TPCS | $y_{1}$ | $6.6 \cdot 10^{-3}$ | 0.0425 | 150 | 150 | 150 | 0 | 0 | 0 |
|  | $y_{2}$ | $5.7 \cdot 10^{-3}$ | 0.0425 | 300 | 300 | 200 | 0 | 0 | 0 |
|  | $y_{3}$ | $5.7 \cdot 10^{-3}$ | 0.0425 | 400 | 400 | 400 | 0 | 0 | 0 |
| SFCS ${ }^{(1)}$ | $y_{1}$ | 10.1.10-3 | 0.0099 | 250 | 200 | 200 | 0 | 0 | 0 |
|  | $y_{2}$ | $10.2 \cdot 10^{-3}$ | 0.0099 | 250 | 250 | 250 | 0 | 0 | 0 |
|  | $y_{3}$ | $10.3 \cdot 10^{-3}$ | 0.0099 | 300 | 300 | 300 | 0 | 0 | 0 |
| SFCS ${ }^{(2)}$ | $y_{1}$ | $9 \cdot 10^{-3}$ | 0.0073 | 500 | 500 | 500 | 0 | 0 | 0 |
|  | $y_{2}$ | $6.5 \cdot 10^{-3}$ | 0.0073 | 450 | 450 | 450 | 0 | 0 | 0 |
|  | $y_{3}$ | $7.8 \cdot 10^{-3}$ | 0.0073 | 600 | 600 | 600 | 0 | 0 | 0 |
| SFCS ${ }^{(3)}$ | $y_{1}$ | $11.1 \cdot 10^{-3}$ | 0.0100 | 50 | 50 | 50 | 0 | 0 | 0 |
|  | $y_{2}$ | $10.1 \cdot 10^{-3}$ | 0.0100 | 70 | 70 | 70 | 0 | 0 | 0 |
|  | $y_{3}$ | $10 \cdot 10^{-3}$ | 0.0100 | 100 | 100 | 100 | 0 | 0 | 0 |
| SFCS ${ }^{(4)}$ | $y_{1}$ | $10.9 \cdot 10^{-3}$ | 0.0102 | 150 | 150 | 100 | 0 | 0 | 0 |
|  | $y_{2}$ | $10.1 \cdot 10^{-3}$ | 0.0102 | 250 | 250 | 250 | 0 | 0 | 0 |
|  | $y_{3}$ | $10.1 \cdot 10^{-3}$ | 0.0102 | 250 | 250 | 250 | 0 | 0 | 0 |
| PID-TPCS | $y_{1}$ | $9.62 \cdot 10^{-5}$ | 0.3443 | 250 | 250 | 250 | 10 | 5 | 5 |
|  | $y_{2}$ | $1.33 \cdot 10^{-4}$ | 0.2642 | 500 | 500 | 500 | 15 | 10 | 10 |
|  | $y_{3}$ | $2.75 \cdot 10^{-4}$ | 0.2606 | 500 | 500 | 450 | 20 | 10 | 10 |
| $\begin{aligned} & \text { PID- } \\ & \text { SFCS }^{(\mathbf{1})} \end{aligned}$ | $y_{1}$ | $4.8 \cdot 10^{-5}$ | 0.2459 | 600 | 600 | 600 | 0 | 0 | 0 |
|  | $y_{2}$ | $1.43 \cdot 10^{-4}$ | 0.2496 | 650 | 650 | 650 | 0 | 0 | 0 |
|  | $y_{3}$ | $8.49 \cdot 10^{-4}$ | 0.2210 | 1000 | 1000 | 1000 | 0 | 0 | 0 |
| $\begin{gathered} \text { PID- } \\ \text { SFCS }^{(2)} \end{gathered}$ | $y_{1}$ | $7.9 \cdot 10^{-5}$ | 0.1174 | 600 | 600 | 600 | 0 | 0 | 0 |
|  | $y_{2}$ | $1.2 \cdot 10^{-4}$ | 0.0534 | 650 | 650 | 650 | 10 | 7 | 7 |
|  | $y_{3}$ | $5.16 \cdot 10^{-4}$ | 0.0764 | 1000 | 1000 | 1000 | 25 | 15 | 15 |
| $\begin{gathered} \text { PID- } \\ \text { SFCS }^{(3)} \end{gathered}$ | $y_{1}$ | 7.87 $10^{-5}$ | 0.3946 | 600 | 600 | 600 | 0 | 0 | 0 |
|  | $y_{2}$ | $1.14 \cdot 10^{-4}$ | 0.2426 | 650 | 650 | 650 | 0 | 0 | 0 |
|  | $y_{3}$ | $1.46 \cdot 10^{-4}$ | 0.2364 | 900 | 900 | 600 | 0 | 0 | 0 |
| $\begin{aligned} & \text { PID- } \\ & \text { SFCS }^{(4)} \end{aligned}$ | $y_{1}$ | $6.86 \cdot 10^{-5}$ | 0.3467 | 600 | 600 | 600 | 0 | 0 | 0 |
|  | $y_{2}$ | $4.12 \cdot 10^{-5}$ | 0.2488 | 550 | 650 | 650 | 0 | 0 | 0 |
|  | $y_{3}$ | $3.95 \cdot 10^{-4}$ | 0.2367 | 900 | 800 | 800 | 0 | 0 | 0 |

Table 4.2.6.
Values of control system performance indices for V3TS in the experimental scenario.

| Control structures | Performance indices |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $y_{i}$ | $\begin{aligned} & \text { MSE } \\ & \left(\mathbf{m}^{2}\right) \end{aligned}$ | MSU | Settling time (s) |  |  | Overshoot (\%) |  |  |
|  |  |  |  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{1}$ | $r_{2}$ | $r_{3}$ |
| TPCS | $y_{1}$ | $5.5 \cdot 10^{-3}$ | 0.1394 | 200 | 250 | 300 | 10 | 10 | 10 |
|  | $y_{2}$ | 4.1. $10^{-3}$ | 0.1394 | 200 | 250 | 250 | 3 | 5 | 5 |
|  | $y_{3}$ | $6.1 \cdot 10^{-3}$ | 0.1394 | 250 | 300 | 250 | 0 | 0 | 0 |
| SFCS ${ }^{(1)}$ | $y_{1}$ | $9.7 \cdot 10^{-3}$ | 0.1123 | 200 | 250 | 300 | 0 | 10 | 10 |
|  | $y_{2}$ | $8.8 \cdot 10^{-3}$ | 0.1123 | 100 | 200 | 250 | 5 | 5 | 5 |
|  | $y_{3}$ | $6.9 \cdot 10^{-3}$ | 0.1123 | 100 | 200 | 100 | 0 | 0 | 0 |
| SFCS ${ }^{(2)}$ | $y_{1}$ | $9.8 \cdot 10^{-3}$ | 0.1133 | 200 | 250 | 300 | 0 | 10 | 10 |
|  | $y_{2}$ | $8.2 \cdot 10^{-3}$ | 0.1133 | 100 | 200 | 250 | 0 | 5 | 5 |
|  | $y_{3}$ | $6.9 \cdot 10^{-3}$ | 0.1133 | 100 | 200 | 100 | 0 | 0 | 0 |
| SFCS ${ }^{(3)}$ | $y_{1}$ | $9.8 \cdot 10^{-3}$ | 0.1123 | 200 | 250 | 300 | 0 | 10 | 10 |
|  | $y_{2}$ | $9.8 \cdot 10^{-3}$ | 0.1123 | 100 | 200 | 250 | 0 | 5 | 5 |
|  | $y_{3}$ | $6.9 \cdot 10^{-3}$ | 0.1123 | 100 | 200 | 100 | 0 | 0 | 0 |
| SFCS ${ }^{(4)}$ | $y_{1}$ | $10.9 \cdot 10^{-3}$ | 0.1261 | 200 | 250 | 300 | 10 | 10 | 10 |
|  | $y_{2}$ | $6.6 \cdot 10^{-3}$ | 0.1261 | 100 | 200 | 250 | 0 | 5 | 5 |
|  | $y_{3}$ | $7.1 \cdot 10^{-3}$ | 0.1261 | 100 | 200 | 100 | 0 | 0 | 0 |
| PID-TPCS | $y_{1}$ | $1.29 \cdot 10^{-4}$ | 0.1663 | 500 | 450 | 300 | 25 | 15 | 10 |
|  | $y_{2}$ | $4.13 \cdot 10^{-4}$ | 0.2146 | 300 | 500 | 400 | 0 | 0 | 0 |
|  | $y_{3}$ | $4.85 \cdot 10^{-4}$ | 0.1567 | 550 | 600 | 550 | 0 | 0 | 0 |
| $\begin{aligned} & \text { PID- } \\ & \text { SFCS }^{(1)} \end{aligned}$ | $y_{1}$ | $5.04 \cdot 10^{-5}$ | 0.1647 | 500 | 450 | 300 | 0 | 0 | 0 |
|  | $y_{2}$ | $2.50 \cdot 10^{-4}$ | 0.1882 | 300 | 500 | 400 | 0 | 0 | 0 |
|  | $y_{3}$ | $2.95 \cdot 10^{-4}$ | 0.1753 | 550 | 600 | 550 | 0 | 0 | 0 |
| $\begin{aligned} & \text { PID- } \\ & \text { SFCS }^{(2)} \end{aligned}$ | $y_{1}$ | $7.64 \cdot 10^{-5}$ | 0.1656 | 500 | 450 | 300 | 25 | 15 | 10 |
|  | $y_{2}$ | $1.71 \cdot 10^{-4}$ | 0.1643 | 300 | 500 | 400 | 0 | 0 | 0 |
|  | $y_{3}$ | $4.60 \cdot 10^{-4}$ | 0.1538 | 550 | 600 | 550 | 0 | 0 | 0 |
| $\begin{aligned} & \text { PID- } \\ & \text { SFCS }^{(3)} \end{aligned}$ | $y_{1}$ | $7.68 \cdot 10^{-5}$ | 0.1661 | 500 | 450 | 300 | 25 | 15 | 10 |
|  | $y_{2}$ | $1.50 \cdot 10^{-4}$ | 0.2478 | 300 | 500 | 400 | 0 | 0 | 0 |
|  | $y_{3}$ | $3.12 \cdot 10^{-4}$ | 0.1882 | 550 | 600 | 550 | 0 | 0 | 0 |
| $\begin{aligned} & \text { PID- } \\ & \text { SFCS }^{(4)} \end{aligned}$ | $y_{1}$ | $7.00 \cdot 10^{-5}$ | 0.1674 | 500 | 450 | 300 | 25 | 15 | 10 |
|  | $y_{2}$ | $3.14 \cdot 10^{-5}$ | 0.0953 | 300 | 500 | 400 | 0 | 0 | 0 |
|  | $y_{3}$ | $6.94 \cdot 10^{-4}$ | 0.1482 | 550 | 600 | 550 | 0 | 0 | 0 |

The best performance concerning the MSE is achieved by the first PID-SFCS for the first tank in the simulation scenario and by the fourth PID-SFCS for the second tank in the experimental scenario. The best settling time is achived by the third SFCS in case of all three tanks in the simulation scenario and by the four SFCSs for the third tank in the experimental scenario. The best performance in terms of MSU is obtained by the second SFCS in case of all three tanks in the simulation scenario and by the fourth PID-SFCS for the second tank in the experimental scenario. The overshoot is present in case of the PID-TPCS and the second PID-SFCS in the simulation scenario and in case of TPCS and the four SFCSs for the first and second tank and by the PIDTPCS, the second, the third and the fourth PID-SFCS for the first tank in the experimental scenario. Its smallest value is obtained for the PID-SFCS in case of the first two tanks, by the PID-TPCS in case of the third tank in the simulation scenario and by the TPCS and the four SFCSs for the second tank in the experimental scenario. The first five CSs, namely the TPCS and the SFCSs do not ensure zero steady-state control error. Therefore, the implementation of the cascade control system structures is justified. Other numbers of parameters of the TP model derived for V3TS would lead to other values of the LTI feedback gains which would lead to other values of the performance indices given in Table 4.2.5 and Table 4.2.6.

### 4.3. The TP-based Model Transformation used for position control of a partial state feedback controlled Magnetic Levitation System

The Magnetic Levitation System is an important benchmark used to test various linear and nonlinear modeling and control approaches. Some representative control approaches are state-PI and PID feedback control [Wib13], [Boj16], fuzzy control [Yu10], [Mah15], [Zho18], gain scheduling control [Boj18a] and neural networks control [Mil17]. The combination of the tensor product-based model transformation technique with the gain scheduling technique applied to the postion control of the psfcMLS is given in [Hed18b] and with fuzzy control is presented in [Hed18c] and [Hed19c]. The big number of control solutions for the Magnetic Levitation System shows the increasing interest in this field.

In this Sub-chapter, several TP-based and state feedback-based control solutions designed for the sphere position control of psfcMLS are presented.

Starting with the TP model derived for psfcMLS given in Equation (3.43) in Sub-chapter 3.3 and following the control design steps given in Sub-chapter 4.1, the PDC technique is applied as follows in order to design a TP-based controller for the sphere position control of psfcMLS.

Since, as shown in Sub-chapter 3.1, the parameter vector consists of one parameter, that means $M_{2}=1$ in the design approach, all subscripts $m 1, m 2$ of the matrices in the design approach will be replaced in this Sub-chapter with $m 1$. This is justified because $m 2=1$, so it does not make sense anymore to use the subscript $m 2$ as follows.

The two control system performance specifications presented in the previous Sub-chapter are considered. The control system performance specification i., which consists in guaranteeing the asymptotic stabilization of the control system, is solved using the PDC design framework. Therefore for each LTI vertex system of the convex TP model one LTI feedback gain is determined. The asymptotic stability of the closed-loop control system is equivalent to the existence of $\mathbf{X}=\mathbf{P}^{-1}>0$ (where $\mathbf{P}$ is a positive definite matrix) and $\mathbf{M}_{m 1}$ that satisfy the LMIs given in (4.1) [Bar13].

The state feedback gain matrices $\mathbf{K}_{m 1}$ that correspond to each LTI vertex system are next computed as [Hed17a], [Hed19d]:

$$
\begin{equation*}
\mathbf{K}_{m 1}=\mathbf{M}_{m 1} \mathbf{X}^{-1} \tag{4.19}
\end{equation*}
$$

The objective of the control system performance specification ii. is to constrain the control signal. It is assumed that $\|\mathbf{x}(0)\|_{2} \leq \phi$, where $\mathbf{x}(0)$ is unknown, but the upper bound $\phi$ is known. The constraint $|u| \leq \mu$ is enforced at all time moments if the LMIs given in (4.2) are satisfied [Bar13].

Considering the numerical values $\phi=0.0001>0$ and $\mu=1$, the matrices $\mathbf{X}$ and $\mathbf{M}_{m 1}$ are computed by solving the seven LMIs, namely three plus three in (4.1) plus two plus three in (4.2), using the YalmipR2015 solver. The solutions are next substituted in (4.5) leading to the values of the LTI feedback gains which are given in Equation (2) in Appendix 3.

Finally, the resulted TP controller is introduced in the Single Input Multiple Output (SIMO) closed-loop control system structure (TPCS), where $\mathbf{y}^{T P}$ represents the controlled output. The TPCS is illustrated in Fig. 4.26.


Fig.4.26. Block diagram of the TPCS designed for psfcMLS [Hed17a].
Using the PDC technique, the following state feedback control law results for psfcMLS [Hed17a], [Hed19d]:

$$
\begin{align*}
& u=r-u_{T P}, \\
& u_{T P}=\left[\sum_{m=1}^{3} w_{1, m 1}\left(p_{1}\right) \mathbf{K}_{m 1}\right] \mathbf{x} . \tag{4.20}
\end{align*}
$$

In order to compare the performance of the TP-based controller designed for psfcMLS with similar control structures, four state feedback control structures (SFCSs) are designed considering the same control performace specifications i. and ii. as the ones considered for the TP-CS, i.e. the asymptotic stabilization of the control system and the constraint applied to the control signal.

The general block diagram of the four SFCSs is illustrated in Fig.4.27, where $j=\overline{1,4}$ denotes the number of linear models, $u^{(j)}$ is the control signal, $r$ is the reference input, $u_{x}^{(j)}$ is the state feedback controller matrix product output, $y^{(j)}$ is the controlled output.


Fig.4.27. General block diagram of the four SFCSs designed for psfcMLS.
The fair comparison of the TP controller and the linear state feedback controller makes use of the same design approach applied in the nonlinear case (i.e. the TP controller) and the four linear cases. In this regard, the computation of the state feedback gain matrices $\mathbf{k}_{S F}^{(j)}{ }^{T}$ is similar with the one of the LTI feedback gains of the TP controller. These matrices result after solving the following two LMIs (for each $j$ ) that correspond to (4.1):

$$
\begin{align*}
& -\mathbf{X}^{(j)} \mathbf{A}^{(j)}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}+\mathbf{M}^{(j)} \mathbf{X}^{(j)^{T}}+\mathbf{b}^{(j)} \mathbf{M}^{(j)}>0, \\
& -\mathbf{X}^{(j)} \mathbf{A}^{(j)}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}-\mathbf{X}^{(j)} \mathbf{A}^{(j)^{T}}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}+\mathbf{M}^{(j)^{T}} \mathbf{b}^{(j)^{T}}  \tag{4.21}\\
& +\mathbf{b}^{(j)} \mathbf{M}^{(j)}+\mathbf{M}^{(j)^{T}} \mathbf{b}^{(j)^{T}}+\mathbf{b}^{(j)} \mathbf{M}^{(j)} \geq 0
\end{align*}
$$

in order to ensure the asymptotic stabilization of the control system (i.e. the performance specification i.), and the following two LMIs (for each $j$ ) that correspond to (4.2):

$$
\begin{align*}
& \phi^{2} \mathbf{I} \leq \mathbf{X}^{(j)}, \\
& \left(\begin{array}{cc}
\mathbf{X}^{(j)} & \mathbf{M}^{(j)^{T}} \\
\mathbf{M}^{(j)^{T}} & \mu^{2} \mathbf{I}
\end{array}\right) \geq 0 \tag{4.22}
\end{align*}
$$

in order to fulfill the constraint imposed to the modulus of the control signal in terms of the control system performance specification ii., where $\mathbf{A}^{(j)}$ and $\mathbf{b}^{(j)}$ result in accordance with Sub-chapter 3.3, and $\phi$ and $\mu$ are the same parameters as the ones chosen in the design of the TP controller.

Finally the state feedback gain matrices are computed for each of the four linear models of psfcMLS derived in Sub-chapter 3.3, as:

$$
\begin{equation*}
\mathbf{k}_{S F}^{(j)^{T}}=\mathbf{M}^{(j)} \mathbf{X}^{(j)^{-1}} . \tag{4.23}
\end{equation*}
$$

Considering the same numerical values as in case of the TPCS, i.e. $\phi=0.0001$ and $\mu=1$, which take into consideration the real operating conditions of the world laboratory equipment, the matrices $\mathbf{X}^{(j)}$ and $\mathbf{M}^{(j)}$ are computed, after solving four LMIs for each linear model of psfcMLS, namely two in (4.21) plus one plus one in (4.22), using the YalmipR2015 solver. The solutions are next substituted in (4.23) leading to the values of the state feedback gains which are given in Equation (2) in Appendix 4.

In order to highlight the performance of the five CSs designed for psfcMLS, namely the first one represented by the TPCS, the second one represented by the first SFCS, the third one represented by the second SFCS, the fourth one represented by the third SFCS and the fifth one represented by the fourth SFCS, two testing scenarios (one simulation one plus one experimental one) were considered by employing a staircase change for the reference input ( $r_{1}=0.006 \mathrm{~m}, r_{2}=0.008 \mathrm{~m}, r_{3}=0.007 \mathrm{~m}$ ) on the time horizon of 20 s . In case of the simulation scenario each controller is tested on its corresponding derived model presented in Sub-chapter 3.3 and in case of the experimental scenario each controller is tested on the psfcMLS laboratory equipment. The initial state vector matching the simulations and experiments is $\mathbf{x}_{0}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$. The responses of the controlled outputs and the control signals (or control inputs) of the control structures are plotted in Fig.4.28 and Fig. 4.29 in the simulation scenario and in Fig.4.30 and Fig.4.31 in the experimental scenario.


Fig.4.28. Sphere position versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.


Fig.4.29. Control signal versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.


Fig.4.30. Sphere position versus time in case of TPCS and the four SFCSs with staircase reference input in the experimental scenario.


Fig.4.31. Control signal versus time in case of TPCS and the four SFCSs with staircase reference input in the experimental scenario.

The simulation and the experimental results show that all the five CSs designed for psfcMLS fulfill the control system performance specification i., i.e. the stabilization of the CS, and the control system specification ii., i.e. the control signal is constrained. However, they do not ensure zero steady-state control error. Therefore, each of the five CSs is included in a cascade control system structure with a PI controller in the outer control loop.

At first the TPCS, considered as controlled plant, is included in a Single Input Single Output (SISO) cascade control system (PI-TPCS) structure with PI controller in the outer control loop. The state feedback gain matrices given in Equation (2) in Appendix 3 are employed in the computation of the following second-order benchmark type closed-loop t.f.s of the inner control loop, $H_{T P C S}(s)$ :

$$
\begin{equation*}
H_{T P C S}(s)=k_{T P C S} /\left[\left(1+T_{c 1}^{(T P C S)} s\right)\left(1+T_{c 2}^{(T P C S)} s\right)\right], \tag{4.24}
\end{equation*}
$$

where the numerical values of parameters are obtained by a simple least-squaresbased approximation of the inner control loop illustrated in Fig. 4.32 and the following parameters are obtained: $k_{T P C S}=2, T_{c 1}^{(T P C S)}=0.5 \mathrm{~s}, T_{c 1}^{(T P C S)}=0.01 \mathrm{~s}$.


Fig.4.32. Block diagram of the SISO PI-TPCSs designed for psfcMLS.
Due to the fact that the PI controller designed for TPCS in the simulation scenario did not ensure good performance when tested on the real time laboratory equipment, another simple least-squares-based experimental approximation of the inner control loop illustrated in Fig. 4.32 is applied using the experimental data presented in Fig. 4.30, and the following values of the parameters of the second-order benchmark type closed-loop t.f.s of the inner control loop are obtained: $k_{T P C S}=4.2$, $T_{c 1}^{(T P C S)}=0.7 \mathrm{~s}, T_{c 1}^{(\text {TPCS })}=0.03 \mathrm{~s}$.

The PI controllers are designed using Kessler's Modulus Optimum method (MO-m), with the general t.f.s:

$$
\begin{equation*}
H_{P I}^{(T P C S)}(s)=k_{r}^{(T P C S)}\left(1+s T_{r}^{(T P C S)}\right) /\left(s T_{r}^{(T P C S)}\right), \tag{4.25}
\end{equation*}
$$

where the tuning parameters were computed as [Kes55]:

$$
\begin{align*}
& k_{r}^{(T P C S)}=1 /\left(2 k_{T P C S} T_{\Sigma}^{(T P C S)}\right), \\
& T_{r}^{(T P C S)}=T_{c 1}^{(T P C S)}, T_{\Sigma}^{(T P C S)}=T_{c 2}^{(T P C S)} . \tag{4.26}
\end{align*}
$$

The numerical values of the parameters are $k_{r}^{(T P C S)}=25, T_{r}^{(\text {TPCS })}=0.5 \mathrm{~s}$ in the simulation scenario and $k_{r}^{(T P C S)}=3.96$ and $T_{r}^{(T P C S)}=0.7 \mathrm{~s}$ in the experimental scenario.

The control signals applied to psfcMLS are computed by combining the output of the TP-based controller, $u_{T P}$, and the output of the PI controller, $u_{P I}^{(T P C S)}$.

Next, the four SFCSs designed above, as controlled plants, are also included in four Single Input Single Output (SISO) cascade control system (PI-SFCS) structures with PI controllers in the outer control loop. The equivalent state feedback gain matrices given in Equation (2) in Appendix 4 are employed in the computation of the following second-order benchmark type closed-loop t.f.s of the inner control loop, $H_{S F C S}^{(j)}(s)$ :

$$
\begin{equation*}
H_{S F C S}^{(j)}(s)=k_{S F C S}^{(j)} /\left[\left(1+T_{c 1}^{(j)} s\right)\left(1+T_{c 2}^{(j)} s\right)\right], \tag{4.27}
\end{equation*}
$$

where the numerical values of the parameters are given in Table 4.3.1 in the simulation scenario. These parameters are obtained by a simple least-squares-based experimental approximation of the inner control loop illustrated in Fig. 4.33.


Fig.4.33. Block diagram of the SISO PI-SFCSs designed for psfcMLS.
Table 4.3.1.
Values of parameters of the second order t.f.s. computed for SFCSs
in the simulation scenario.

| $\mathbf{S F C S}^{(\mathrm{j})}$ | $k_{\text {sFCS }}^{(j)}$ | $T_{c 1}^{(j)}(\mathrm{s})$ | $T_{c 2}^{(j)}(\mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| SFCS $^{(1)}$ | 0.55 | 0.60 | 0.030 |
| SFCS $^{(2)}$ | 0.41 | 0.57 | 0.035 |
| SFCS $^{(3)}$ | 2.35 | 0.75 | 0.028 |
| $\mathbf{S F C S}^{(4)}$ | 2.50 | 0.65 | 0.040 |

Due to the fact that the PI controllers designed for SFCSs in the simulation scenario did not ensure good performance when tested on the real time laboratory equipment, another simple least-squares-based experimental approximation of the inner control loop illustrated in Fig. 4.33 is applied using the experimental data presented in Fig. 4.30, and the values of the parameters of of the second-order benchmark type closed-loop t.f.s of the inner control loop are given in Table 4.3.2.

Table 4.3.2.
Values of parameters of the second order t.f.s. computed for SFCSs in the experimental scenario.

| SFCS $^{(\mathrm{j})}$ | $k_{\text {SFCs }}^{(j)}$ | $T_{c 1}^{(j)}(\mathrm{s})$ | $T_{c 2}^{(j)}(\mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{S F C S}^{(1)}$ | 1.55 | 0.8 | 0.020 |
| SFCS $^{(2)}$ | 2.41 | 0.54 | 0.026 |
| SFCS $^{(3)}$ | 0.85 | 0.65 | 0.040 |
| SFCS $^{(4)}$ | 1.50 | 0.76 | 0.034 |

The PI controllers are also designed using the MO-m, with the general t.f.:

$$
\begin{equation*}
H_{P I}^{(j)}(s)=k_{r}^{(j)}\left(1+s T_{r}^{(j)}\right) /\left(s T_{r}^{(j)}\right), \tag{4.28}
\end{equation*}
$$

where the tuning parameters were computed as [Kes55]:

$$
\begin{align*}
& k_{r}^{(j)}=1 /\left(2 k_{S F C S} T_{\Sigma}^{(j)}\right),  \tag{4.29}\\
& T_{r}^{(j)}=T_{c 1}^{(j)}, T_{\Sigma}^{(j)}=T_{c 2}^{(j)} .
\end{align*}
$$

The numerical values of the parameters are given in Table 4.3.3 in the simulation scenario and in Table 4.3.4 in the experimental scenario.

The control signals applied to psfcMLS are computed by combining the output variable of the state feedback controller, $u^{(j)}$, and the output variables of the PI controllers, $u_{P I}^{(j)}$.

Table 4.3.3.
Values of parameters of the PI controllers designed for psfcMLS in the simulation scenario.

| PI-SFCS $^{(\mathrm{j})}$ | $k_{r}^{(j)}$ | $T_{r}^{(j)}(\mathrm{s})$ |
| :---: | :---: | :---: |
| PI-SFCS $^{(1)}$ | 30.3 | 0.6 |
| PI-SFCS $^{(2)}$ | 34.84 | 0.57 |
| PI-SFCS $^{(3)}$ | 7.59 | 0.75 |
| PI-SFCS $^{(4)}$ | 5 | 0.65 |

Table 4.3.4.
Values of parameters of the PI controllers designed for psfcMLS
in the experimental scenario.

| PI-SFCS $^{(\mathrm{j})}$ | $k_{r}^{(j)}$ | $T_{r}^{(j)}(\mathrm{s})$ |
| :---: | :---: | :---: |
| PI-SFCS $^{(1)}$ | 16.12 | 0.8 |
| PI-SFCS $^{(2)}$ | 7.97 | 0.54 |
| PI-SFCS $^{(3)}$ | 14.70 | 0.65 |
| PI-SFCS $^{(4)}$ | 9.80 | 0.76 |

The five control structures, namely PI-TPCS and the four PI-SFCSs, were tested in the same two testing scenario used for TPCS and the four SFCSs, i.e. simulation and experiment. Each PI controller is tested on its corresponding control structure with the t.f.s. given in (4.24) and (4.27) as resulting from the block diagrams in Figs. 4.32 and 4.33. The initial state vector matching the simulations is $\mathbf{x}_{0}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$. The responses of the controlled outputs and the control signals of the control structures are plotted in Fig. 4.34 and Fig. 4.35 in the simulation scenario and in Fig. 4.36 and Fig. 4.37 in the experimental scenario.


Fig.4.34. Sphere position versus time in case of PI-TPCS and the PI-SFCSs designed for the sphere position control of psfcMLS in the simulation scenario.


Fig.4.35. Control signal versus time in case of PI-TPCS and the PI-SFCSs designed for the sphere position control of psfcMLS in the simulation scenario.


Fig.4.36. Sphere position versus time in case of PI-TPCS and the PI-SFCSs designed for the sphere position control of psfcMLS in the experimental scenario.

The simulation and the experimental results show that all the CSs designed for psfcMLS fulfill both the control system performance specifications i. and ii., i.e. the stabilization of the CS and the constraint applied on the control signal and they also ensure zero steady-state control error.

In order to highlight the performance of the ten derived control structures for psfcMLS, four performance indices, namely the Mean Square Error (MSE), the Mean Square Control Effort (MSU), the settling time and the overshoot are computed.

The MSEs are computed as using (4.16), where $e_{i}^{\psi}$ represents the control error, which in case of psfcMLS is defined as

$$
\begin{equation*}
e^{\psi}=r-y^{\psi} . \tag{4.30}
\end{equation*}
$$



Fig.4.37. Control signal versus time in case of PI-TPCS and the PI-SFCSs designed for the sphere position control of psfcMLS in the experimental scenario.

The MSUs are computed using (4.18) where $u^{\psi}$ represents the control signal applied in case of the control structures designed for psfcMLS.

The superscript $\psi=$ TPCS indicates the TP-based control structure, $\psi=S F C S^{(j)}$ indicates the four state feedback control structures, $\psi=P I-T P C S$ indicates the PI and TP-based control structure, $\psi=P I-S F C S^{(j)}$ indicates the PI and state feedback control structures, $y^{\psi}$ is the first output of the psfcMLS system, i.e. the sphere position, $r$ is the reference input, $M=80001$ is the number of samples and the sampling period $T_{s}=0.00025 \mathrm{~s}$.

The values of the four performance indices are given in Table 4.3 .5 in the simulation scenario and in Table 4.3.6 in the experimental scenario.

Table 4.3.5.
Values of control system performance indices for psfcMLS
in the simulation scenario.

| Control structures | Performance indices |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MSE (m²) | $\begin{aligned} & \hline \mathbf{M S U} \\ & \left(\%^{2}\right) \\ & \hline \end{aligned}$ | Settling time (s) |  |  | Overshoot (\%) |  |  |
|  |  |  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{1}$ | $r_{2}$ | $r_{3}$ |
| TPCS | $2.62 \cdot 10^{-5}$ | $3.96 \cdot 10^{-4}$ | 2 | 2 | 2 | 0 | 0 | 0 |
| SFCS ${ }^{(1)}$ | $4.48 \cdot 10^{-5}$ | $1.57 \cdot 10^{-5}$ | 1 | 1 | 1 | 0 | 0 | 0 |
| SFCS ${ }^{(2)}$ | $4.35 \cdot 10^{-5}$ | $2.20 \cdot 10^{-5}$ | 1 | 1 | 1 | 0 | 0 | 0 |
| SFCS ${ }^{(3)}$ | $4.50 \cdot 10^{-5}$ | $1.37 \cdot 10^{-5}$ | 1 | 1 | 1 | 0 | 0 | 0 |
| SFCS ${ }^{(4)}$ | $4.47 \cdot 10^{-5}$ | $1.55 \cdot 10^{-5}$ | 1 | 1 | 1 | 0 | 0 | 0 |
| PI-TPCS | $3.84 \cdot 10^{-7}$ | $3.8 \cdot 10^{-3}$ | 4 | 3 | 3 | 0 | 0 | 0 |
| PI-SFCS ${ }^{(1)}$ | $2.28 \cdot 10^{-7}$ | $7.8 \cdot 10^{-3}$ | 4 | 3 | 4 | 0 | 0 | 0 |
| PI-SFCS ${ }^{(2)}$ | $1.28 \cdot 10^{-7}$ | $6.6 \cdot 10^{-3}$ | 4 | 3 | 4 | 0 | 0 | 0 |
| PI-SFCS ${ }^{(3)}$ | $1.90 \cdot 10^{-6}$ | $6.4 \cdot 10^{-3}$ | 8 | 7 | 4 | 0 | 0 | 0 |
| PI-SFCS ${ }^{(4)}$ | $2.57 \cdot 10^{-6}$ | $6 \cdot 10^{-3}$ | 8 | 7 | 4 | 0 | 0 | 0 |

Table 4.3.6.
Values of control system performance indices for psfcMLS in the experimental scenario.

| Control structures | Performance indices |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{MSE}\left(\mathrm{m}^{2}\right)$ | $\begin{aligned} & \mathbf{M S U} \\ & \left(\%^{2}\right) \end{aligned}$ | Settling time (s) |  |  | Overshoot (\%) |  |  |
|  |  |  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{1}$ | $r_{2}$ | $r_{3}$ |
| TPCS | $1.99 \cdot 10^{-6}$ | $1.91 \cdot 10^{-4}$ | 2 | 2 | 2 | 0 | 0 | 0 |
| SFCS ${ }^{(1)}$ | $4.56 \cdot 10^{-6}$ | $2.4 \cdot 10^{-1}$ | 2 | 2 | 2 | 0 | 0 | 0 |
| SFCS ${ }^{(2)}$ | $5.85 \cdot 10^{-6}$ | $4.03 \cdot 10^{-1}$ | 2 | 2 | 2 | 0 | 0 | 0 |
| SFCS ${ }^{(3)}$ | $6.13 \cdot 10^{-6}$ | $5.86 \cdot 10^{-2}$ | 2 | 2 | 2 | 0 | 0 | 0 |
| SFCS ${ }^{(4)}$ | $3.98 \cdot 10^{-6}$ | $1.92 \cdot 10^{-1}$ | 2 | 2 | 2 | 0 | 0 | 0 |
| PI-TPCS | $4.68 \cdot 10^{-8}$ | $4.3 \cdot 10^{-1}$ | 2 | 2 | 2 | 20 | 2 | 2 |
| PI-SFCS ${ }^{(1)}$ | $4.90 \cdot 10^{-6}$ | $5.0 \cdot 10^{-3}$ | 2 | 2 | 2 | 5 | 0 | 0 |
| PI-SFCS ${ }^{(2)}$ | $3.12 \cdot 10^{-7}$ | $1.56 \cdot 10^{-1}$ | 2 | 2 | 2 | 10 | 0 | 5 |
| PI-SFCS ${ }^{(3)}$ | $2.60 \cdot 10^{-7}$ | $8.69 \cdot 10^{-2}$ | 2 | 2 | 2 | 5 | 0 | 2 |
| PI-SFCS ${ }^{(4)}$ | $2.60 \cdot 10^{-7}$ | $1.97 \cdot 10^{-1}$ | 6 | 2 | 2 | 0 | 0 | 0 |

In the simulation scenario, the best performance concerning the MSE is achieved by the second PI-SFCS while in the experimental scenario the best performance in terms of MSE is achived by the PI-TPCS. The best performance in terms of MSU is obtained by the first SFCS in the simulation scenario and by the TPCS in the experimental scenario. The best settling time is achived by all the four SFCSs in the simulation scenario and the settling time was similar for all CSs in the experimental scenario. The overshoot was present only in case of the PI-TPCS and of the first three SFCSs in the experimental scenario. The first five CSs, namely the TPCS and the SFCSs do not ensure zero steady-state control error in both testing scenarios. Therefore, the implementation of the cascade control system structures is justified. Other numbers of parameters of the TP model derived for psfcMLS would lead to other values of the LTI feedback gains which would lead to other values of the performance indices given in Table 4.3.5 and Table 4.3.6.

### 4.4. The TP-based Model Transformation used for position control of Pendulum Cart System

Starting with the TP model derived for PCS given in Equation (3.53) in Subchapter 3.4 and following the control design steps given in Sub-chapter 4.1, the PDC technique is applied as follows in order to design a TP-based controller for the cart position control of PCS.

Since, as shown in Sub-chapter 3.1, the parameter vector consists of one parameter, that means $M_{2}=1$ in the design approach, all subscripts $m 1, m 2$ of the matrices in the design approach will be replaced in this sub-chapter with $m 1$. This is justified because $m 2=1$, so it does not make sense anymore to use the subscript $m 2$ as follows.

The two control system performance specifications presented in the previous Sub-chapter are considered. The control system performance specification i., which consists in guaranteeing the asymptotic stabilization of the control system, is solved using the PDC design framework. Therefore for each LTI vertex system of the convex TP model one LTI feedback gain is determined. The asymptotic stability of the closed-loop control system is equivalent to the existence of $\mathbf{X}=\mathbf{P}^{-1}>0$ (where $\mathbf{P}$ is a positive definite matrix) and $\mathbf{M}_{m 1}$ that satisfy the LMIs given in (4.1) [Bar13].

The state feedback gain matrices $\mathbf{K}_{m 1}$ that correspond to each LTI vertex system are next computed as [Hed21a]:

$$
\begin{equation*}
\mathbf{K}_{m 1}=\mathbf{M}_{m 1} \mathbf{X}^{-1} . \tag{4.31}
\end{equation*}
$$

The objective of the control system performance specification ii. is to constrain the control signal. It is assumed that $\|\mathbf{x}(0)\|_{2} \leq \phi$, where $\mathbf{x}(0)$ is unknown, but the upper bound $\phi$ is known. The constraint $|u| \leq \mu$ is enforced at all time moments if the LMIs given in (4.2) are satisfied [Bar13].

Considering the numerical values $\phi=0.01>0$ and $\mu=1$, the matrices $\mathbf{X}$ and $\mathbf{M}_{m 1}$ are computed by solving the seven LMIs, namely three plus three in (4.1) plus two plus three in (4.2), using the YalmipR2015 solver. The solutions are next substituted in (4.5) leading to the values of the LTI feedback gains which are given in Equation (3) in Appendix 3.

Finally, the resulted TP controller is introduced in the Single Input Multiple Output (SIMO) closed-loop control system structure (TPCS), where $\mathbf{y}^{T P}$ represents the controlled output. The TPCS is illustrated in Fig. 4.38.


Fig.4.38. Block diagram of the TPCS designed for PCS [Hed21a].

Using the PDC technique, the following state feedback control law results for PCS [Hed21a]:

$$
\begin{align*}
& u=r-u_{T P}, \\
& u_{T P}=\left[\sum_{m 1=1}^{5} w_{1, m 1}\left(p_{1}\right) \mathbf{K}_{m 1}\right] \mathbf{x} . \tag{4.32}
\end{align*}
$$

In order to compare the performance of the TP-based controller designed for PCS with similar control structures, four state feedback control structures (SFCSs) are designed considering the same control performace specifications i. and ii. as the ones considered for the TP-CS, i.e. the asymptotic stabilization of the control system and the constraint applied to the control signal.

The general block diagram of the four SFCSs is illustrated in Fig. 4.39, where $j=\overline{1,4}$ denotes the number of linear models, $u^{(j)}$ is the control signal, $r$ is the reference input, $u_{x}^{(j)}$ is the state feedback controller matrix product output, $y^{(j)}$ is the controlled output.


Fig.4.39. General block diagram of the four SFCSs designed for PCS.
The fair comparison of the TP controller and the linear state feedback controller makes use of the same design approach applied in the nonlinear case (i.e. the TP controller) and the four linear cases. In this regard, the computation of the state feedback gain matrices $\mathbf{k}_{S F}^{(j)}$ is similar with the one of the LTI feedback gains of the TP controller. These matrices result after solving the following two LMIs (for each $j$ ) that correspond to (4.1):

$$
\begin{align*}
& -\mathbf{X}^{(j)} \mathbf{A}^{(j)}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}+\mathbf{M}^{(j)} \mathbf{X}^{(j)^{T}}+\mathbf{b}^{(j)} \mathbf{M}^{(j)}>0, \\
& -\mathbf{X}^{(j)} \mathbf{A}^{(j)}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}-\mathbf{X}^{(j)} \mathbf{A}^{(j)^{T}}-\mathbf{A}^{(j)} \mathbf{X}^{(j)}+\mathbf{M}^{(j)^{T}} \mathbf{b}^{(j)^{T}}  \tag{4.33}\\
& +\mathbf{b}^{(j)} \mathbf{M}^{(j)}+\mathbf{M}^{(j)^{T}} \mathbf{b}^{(j)^{T}}+\mathbf{b}^{(j)} \mathbf{M}^{(j)} \geq 0
\end{align*}
$$

in order to ensure the asymptotic stabilization of the control system (i.e. the performance specification i.), and the following two LMIs (for each $j$ ) that correspond to (4.2):

$$
\begin{align*}
& \phi^{2} \mathbf{I} \leq \mathbf{X}^{(j)}, \\
& \left(\begin{array}{cc}
\mathbf{X}^{(j)} & \mathbf{M}^{(j)^{T}} \\
\mathbf{M}^{(j)^{T}} & \mu^{2} \mathbf{I}
\end{array}\right) \geq 0 \tag{4.34}
\end{align*}
$$

in order to fulfill the constraint imposed to the modulus of the control signal in terms of the control system performance specification ii., where $\mathbf{A}^{(j)}$ and $\mathbf{b}^{(j)}$ result in accordance with Sub-chapter 3.3, and $\phi$ and $\mu$ are the same parameters as the ones chosen in the design of the TP controller.

Finally the state feedback gain matrices are computed for each of the four linear models of PCS derived in Sub-chapter 3.3, as:

$$
\begin{equation*}
\mathbf{k}_{S F}^{(j)}{ }^{(j)}=\mathbf{M}^{(j)} \mathbf{X}^{(j)^{-1}} . \tag{4.35}
\end{equation*}
$$

Considering the same numerical values as in case of the TPCS, i.e. $\phi=0.01$ and $\mu=1$, which take into consideration the real operating conditions of the world laboratory equipment, the matrices $\mathbf{X}^{(j)}$ and $\mathbf{M}^{(j)}$ are computed, after solving four LMIs for each linear model of PCS, namely one in (4.33) plus one plus one plus one in (4.34), using the YalmipR2015 solver. The solutions are substituted in (4.35) leading to the values of the state feedback gains in Equation (3) in Appendix 4.

In order to highlight the performance of the five CSs designed for PCS, namely the first one represented by the TPCS, the second one represented by the first SFCS, the third one represented by the second SFCS, the fourth one represented by the third SFCS and the fifth one represented by the fourth SFCS, two testing scenarios (a simulation one plus an experimental one) were considered by employing a staircase change for the reference input ( $r_{1}=0.2 \mathrm{~m}, r_{2}=0.4 \mathrm{~m}, r_{3}=0.1 \mathrm{~m}$ ) on the time horizon of 20 s . In case of the simulation scenario each controller is tested on its corresponding derived model presented in Sub-chapter 3.4 and in case of the experimental scenario each controller is tested on the PCS laboratory equipment. The initial state vector matching the simulations and experiments is $\mathbf{x}_{0}=\left[\begin{array}{llll}0 & \pi & 0 & 0\end{array}\right]^{T}$. The responses of the controlled outputs and the control signals (or control inputs) of the control structures are plotted in Fig. 4.40 and Fig. 4.41 in the simulation scenario and in Fig. 4.42 and Fig. 4.43 in the experimental scenario.


Fig.4.40. Cart position versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.


Fig.4.41. Control signal versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.


Fig.4.42. Cart position versus time in case of TPCS and the four SFCSs with staircase reference input in the experimental scenario.


Fig.4.43. Control signal versus time in case of TPCS and the four SFCSs with staircase reference input in the simulation scenario.

The simulation and the experimental results show that all the five CSs designed for PCS fulfill the control system performance specification i., i.e. the stabilization of the CS, and the control system specification ii., i.e. the control signal is constrained. However, they do not ensure zero steady-state control error. Therefore, each of the five CSs is included in a cascade control system structure with a PI controller in the outer control loop.

At first the TPCS, considered as controlled plant, is included in a Single Input Single Output (SISO) cascade control system (PI-TPCS) structure with PI controller in the outer control loop. The state feedback gain matrices given in Equation (3) in Appendix 3 are employed in the computation of the following second-order benchmark type closed-loop t.f.s of the inner control loop, $H_{T P C S}(s)$ :

$$
\begin{equation*}
H_{T P C S}(s)=k_{T P C S} /\left[\left(1+T_{c 1}^{(T P C S)} s\right)\left(1+T_{c 2}^{(T P C S)} s\right)\right], \tag{4.36}
\end{equation*}
$$

where the numerical values of parameters are obtained by a simple least-squaresbased approximation of the inner control loop illustrated in Fig. 4.44. The parameters $k_{T P C S}=0.001, T_{c 1}^{(T P C S)}=1.5 \mathrm{~s}$ and $T_{c 1}^{(T P C S)}=0.004 \mathrm{~s}$ are obtained.


Fig.4.44. Block diagram of the SISO PI-TPCSs designed for PCS.
The PI controllers are designed using Kessler's Modulus Optimum method (MO-m), with the general t.f.s:

$$
\begin{equation*}
H_{P I}^{(T P C S)}(s)=k_{r}^{(T P C S)}\left(1+s T_{r}^{(T P C S)}\right) /\left(s T_{r}^{(T P C S)}\right), \tag{4.37}
\end{equation*}
$$

where the tuning parameters were computed as [Kes55]:

$$
\begin{align*}
& k_{r}^{(T P C S)}=1 /\left(2 k_{T P C S} T_{\Sigma}^{(T P C S)}\right),  \tag{4.38}\\
& T_{r}^{(T P C S)}=T_{c 1}^{(T P C S)}, T_{\Sigma}^{(T P C S)}=T_{c 2}^{(T P C S)} .
\end{align*}
$$

The numerical values of the parameters are $k_{r}^{(T P C S)}=125, T_{r}^{(T P C S)}=1.5 \mathrm{~s}$.
The control signals applied to PCS are computed by combining the output of the TP-based controller, $u_{T P}$, and the output of the PI controller, $u_{P I}^{(T P C S)}$.

Next, the four SFCSs designed above, as controlled plants, are also included in four SISO cascade control system (PI-SFCS) structures with PI controllers in the outer control loop. The equivalent state feedback gain matrices given in Equation (3) in Appendix 4 are employed in the computation of the following second-order benchmark type closed-loop t.f.s of the inner control loop, $H_{S F C S}^{(j)}(s)$ :

$$
\begin{align*}
& k_{r}^{(\text {TPCS })}=1 /\left(2 k_{\text {TPCS }} T_{\Sigma}^{(T P C S)}\right), \\
& T_{r}^{(T P C S)}=T_{c 1}^{(\text {TPCS })}, T_{\Sigma}^{(T P C S)}=T_{c 2}^{(\text {TPCS })}, \tag{4.39}
\end{align*}
$$

where the numerical values of the parameters are given in Table 4.4.1. These parameters are obtained by a simple least-squares-based experimental approximation of the inner control loop illustrated in Fig. 4.45.


Fig.4.45. Block diagram of the SISO PI-SFCSs designed for PCS.
Table 4.4.1.
Values of parameters of the second order t.f.s. computed for SFCSs.

| $\mathbf{S F C S}^{(\mathrm{j})}$ | $k_{\text {SFFS }}^{(j)}$ | $T_{c 1}^{(j)}(\mathrm{s})$ | $T_{c 2}^{(j)}(\mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| SFCS $^{(1)}$ | 25.7 | 197 | 0.025 |
| SFCS $^{(2)}$ | 25 | 212 | 0.25 |
| SFCS $^{(3)}$ | 70 | 200 | 1.5 |
| SFCS $^{(4)}$ | 21 | 78 | 0.25 |

The PI controllers are also designed using the MO-m, with the general t.f.:

$$
\begin{equation*}
H_{P I}^{(j)}(s)=k_{r}^{(j)}\left(1+s T_{r}^{(j)}\right) /\left(s T_{r}^{(j)}\right), \tag{4.40}
\end{equation*}
$$

where the tuning parameters were computed as [Kes55]:

$$
\begin{align*}
& k_{r}^{(j)}=1 /\left(2 k_{S F C S} T_{\Sigma}^{(j)}\right), \\
& T_{r}^{(j)}=T_{c 1}^{(j)}, T_{\Sigma}^{(j)}=T_{c 2}^{(j)} . \tag{4.41}
\end{align*}
$$

The numerical values of the parameters are given in Table 4.4.2.
The control signals applied to PCS are computed by combining the output variable of the state feedback controller, $u^{(j)}$, and the output variables of the PI controllers, $u_{P I}^{(j)}$.

Table 4.4.2.
Values of parameters of the PI controllers designed for PCS.

| PI-SFCS $^{(\mathrm{j})}$ | $k_{r}^{(j)}$ | $T_{r}^{(j)}(\mathrm{s})$ |
| :---: | :---: | :---: |
| PI-SFCS $^{(1)}$ | 0.77 | 197 |
| PI-SFCS $^{(2)}$ | 0.08 | 212 |
| PI-SFCS $^{(3)}$ | 0.004 | 200 |
| PI-SFCS $^{(4)}$ | 0.095 | 78 |

The five control structures, namely PI-TPCS and the four PI-SFCSs, were tested in the same two testing scenario used for TPCS and the four SFCSs, i.e. simulation and experiment. Each PI controller is tested on its corresponding control structure with the t.f.s. given in (4.36) and (4.39) as resulting from the block diagrams in Figs. 4.42 and 4.43. The same values of the parameters of the PI controllers were used both in simulations and experiments. The initial state vector matching the simulations and experiments is $\mathbf{x}_{0}=\left[\begin{array}{llll}0 & \pi & 0 & 0\end{array}\right]^{T}$. The responses of the controlled outputs and the control signals of the control structures are plotted in Fig.4.46 and Fig.4.47 in the simulation scenario and in Fig. 4.48 and Fig. 4.49 in the experimental scenario.


Fig.4.46. Cart position versus time in case of PI-TPCS and the PI-SFCSs designed for the cart position control of PCS in the simulation scenario.


Fig.4.47. Control signal versus time in case of PI-TPCS and the PI-SFCSs designed the cart position control of PCS in the simulation scenario.


Fig.4.48. Cart position versus time in case of PI-TPCS and the PI-SFCSs designed for the cart position control of PCS in the experimental scenario.


Fig.4.49. Control signal versus time in case of PI-TPCS and the PI-SFCSs designed the cart position control of PCS in the experimental scenario.

The simulation and the experimental results show that all the CSs designed for PCS fulfill both the control system performance specifications i. and ii., i.e. the stabilization of the CS and the constraint applied on the control signal and they also ensure zero steady-state control error.

In order to highlight the performance of the ten derived control structures for psfcMLS, four performance indices, namely the Mean Square Error (MSE), the Mean Square Control Effort (MSU), the settling time and the overshoot are computed.

The MSEs are computed as using (4.16), where $e_{i}^{\psi}$ represents the control error, which in case of PCS is defined as

$$
\begin{equation*}
e^{\psi}=r-y^{\psi} . \tag{4.42}
\end{equation*}
$$

The MSUs are computed using (4.18) where $u^{\psi}$ represents the control signal applied in case of the control structures designed for PCS.

The superscript $\psi=$ TPCS indicates the TP-based control structure, $\psi=S F C S^{(j)}$ indicates the four state feedback control structures, $\psi=P I-T P C S$ indicates the PI and TP-based control structure, $\psi=P I-S F C S^{(j)}$ indicates the PI and state feedback control structures, $y^{\psi}$ is the first output of the PCS system, i.e. the cart position, $r$ is the reference input, $M=2001$ is the number of samples and the sampling period $T_{s}=0.01 \mathrm{~s}$.

The values of the four performance indices are given in Table 4.4.3 in the simulation scenario and in Table 4.4.4 in the experimental scenario.

In the simulation scenario, the best performance concerning the MSE is achieved by the PI-TPCS while in the experimental scenario the best performance in terms of MSE is achived by the first PI-SFCS. The best performance in terms of MSU is obtained by the third PI-SFCS in the simulation scenario and by the TPCS in the experimental scenario. The best settling time is achived by the PI-TPCS in both the simulation scenario and the experimental one. The overshoot was present only in case of the third and the fourth PI-SFCS in the simulaton scenario and in case of the PITPCS and the four PI-SFCS in the experimental scenario. The first five CSs, namely the TPCS and the SFCSs do not ensure zero steady-state control error in both testing scenarios, i.e. simulation and experiment. Therefore, the implementation of the
cascade control system structures is justified. Other numbers of parameters of the TP model derived for PCS would lead to other values of the LTI feedback gains which would lead to other values of the performance indices given in Table 4.4.3 and Table 4.4.4.

Table 4.4.3.
Values of control system performance indices for PCS
in the simulation scenario.

| Control structures | Performance indices |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{MSE}\left(\mathrm{m}^{2}\right)$ | $\begin{aligned} & \text { MSU } \\ & \left(\%^{2}\right) \end{aligned}$ | Settling time (s) |  |  | Overshoot (\%) |  |  |
|  |  |  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{1}$ | $r_{2}$ | $r_{3}$ |
| TPCS | $9.3 \cdot 10^{-3}$ | $4.10 \cdot 10^{-4}$ | 1 | 1 | 1 | 0 | 0 | 0 |
| SFCS ${ }^{(1)}$ | $19.3 \cdot 10^{-3}$ | $8.18 \cdot 10^{-5}$ | - | 10 | 1 | 0 | 0 | 0 |
| SFCS ${ }^{(2)}$ | $15.1 \cdot 10^{-3}$ | $12 \cdot 10^{-4}$ | - | 10 | 1 | 0 | 0 | 0 |
| SFCS ${ }^{(3)}$ | $14.1 \cdot 10^{-3}$ | $2.70 \cdot 10^{-4}$ | - | 10 | 1 | 0 | 0 | 0 |
| SFCS ${ }^{(4)}$ | $17.4 \cdot 10^{-3}$ | $9.58 \cdot 10^{-4}$ | - | 10 | 1 | 0 | 0 | 0 |
| PI-TPCS | $4.32 \cdot 10^{-4}$ | $6.75 \cdot 10^{-4}$ | 0.5 | 0.5 | 0.5 | 0 | 0 | 0 |
| PI-SFCS ${ }^{(1)}$ | $5.82 \cdot 10^{-4}$ | $3.52 \cdot 10^{-4}$ | 0.7 | 0.7 | 0.7 | 0 | 0 | 0 |
| PI-SFCS ${ }^{(2)}$ | $19 \cdot 10^{-4}$ | $1.21 \cdot 10^{-5}$ | 1.5 | 1.5 | 1.5 | 0 | 0 | 0 |
| PI-SFCS ${ }^{(3)}$ | $5.79 \cdot 10^{-4}$ | $1.31 \cdot 10^{-8}$ | 2 | 2 | 2 | 50 | 50 | 50 |
| PI-SFCS ${ }^{(4)}$ | $18 \cdot 10^{-4}$ | $1.61 \cdot 10^{-5}$ | 1 | 1 | 1 | 5 | 5 | 5 |

Table 4.4.4.
Values of control system performance indices for PCS in the experimental scenario.

| Control structures | Performance indices |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{MSE}\left(\mathbf{m}^{2}\right)$ | $\begin{array}{\|l} \hline \begin{array}{l} \text { MSU } \\ \left(\%^{2}\right) \end{array} \\ \hline \end{array}$ | Settling time (s) |  |  | Overshoot (\%) |  |  |
|  |  |  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{1}$ | $r_{2}$ | $r_{3}$ |
| TPCS | 0.0360 | 0.0073 | 2 | 2 | 2 | 0 | 0 | 0 |
| SFCS ${ }^{(1)}$ | 0.0264 | 0.0134 | 3 | 5 | 3 | 0 | 0 | 0 |
| SFCS ${ }^{(2)}$ | 0.0117 | 0.0436 | 6 | 4 | 4 | 0 | 0 | 0 |
| SFCS ${ }^{(3)}$ | 0.0161 | 0.0272 | 4 | 5 | 4 | 0 | 0 | 0 |
| SFCS ${ }^{(4)}$ | 0.0208 | 0.0185 | 2 | 6 | 4 | 0 | 0 | 0 |
| PI-TPCS | 0.0047 | 0.0745 | 2 | 2 | 2 | 25 | 25 | 30 |
| PI-SFCS ${ }^{(1)}$ | 0.0041 | 0.0706 | 2 | 2 | 2 | 0 | 25 | 30 |
| PI-SFCS ${ }^{(2)}$ | 0.0052 | 0.0628 | 2 | 2 | 2 | 10 | 5 | 35 |
| PI-SFCS ${ }^{(3)}$ | 0.0049 | 0.0782 | 2 | 2 | 2 | 25 | 25 | 30 |
| PI-SFCS ${ }^{(4)}$ | 0.0071 | 0.0650 | 1 | 3 | 1 | 0 | 0 | 10 |

### 4.5. Chapter conclusions

In this chapter, the main steps of the TP-based Model Transformation control algorithm along with the design of TP controllers for three systems, namely Vertical Three Tank System, partial state feedback controlled Magnetic Levitation System and Pendulum Cart System. The TPCSs were compared with state feedback control structures (SFCSs) which were designed aiming the same control design performance as in case of the TPCSs.

In Sub-chapter 4.1, the steps of the TP-based Model Transformation control algorithm were presented in detail.

In Sub-chapter 4.2, the validation through simulation and experiments of the TP controllers designed for Vertical Three Tank System was presented. At first the TP-based control structure (TPCS) was designed. Then the TPCS was compared with four state feedback control structures (SFCSs), which were designed aiming the same control performance as in case of the TPCS, and they were tested in the same scenario. Moreover, in order to improve the control system performance, i.e. to ensure zero steady-state control error, the TPCS and the four SFCS were included into 15 SISO CCSs designed for each of the three tanks. All control structures were tested in the same scenario and four performance indices, namely MSE, MSU, settling time and overshoot were computed and are given in Table 4.2.5 and 4.2.6. The best performance concerning the MSE is achieved by the first PID-SFCS for the first tank in the simulation scenario and by the fourth PID-SFCS for the second tank in the experimental scenario. The best settling time is achived by the third SFCS in case of all three tanks in the simulation scenario and by the four SFCSs for the third tank in the experimental scenario. The best performance in terms of MSU is obtained by the second SFCS in case of all three tanks in the simulation scenario and by the fourth PID-SFCS for the second tank in the experimental scenario. The overshoot is present in case of the PID-TPCS and the second PID-SFCS in the simulation scenario and in case of TPCS and the four SFCSs for the first and second tank and by the PID-TPCS, the seond, the third and the fourth PID-SFCS for the first tank in the experimental scenario. Its smallest value is obtained for the PID-SFCS in case of the first two tanks, by the PID-TPCS in case of the third tank in the simulation scenario and by the TPCS and the four SFCSs for the second tank in the experimental scenario. The first five CSs, namely the TPCS and the SFCSs do not ensure zero steady-state control error. Therefore, the implementation of the cascade control system structures is justified.

In Sub-chapter 4.3, the validation through simulation and experiments of the TP controllers designed for partial state feedback controlled Magnetic Levitation System was presented. At first a TPCS was designed. The TPCS was next compared with four state feedback control structure (SFCS), which were designed aiming the same control performance as in case of the TPCS. In the next step, in order to improve the control performance, i.e. to ensure zero steady state control error, the TPCS and the four SFCS were included into five SISO CCSs with a PI controller in the outer control loop. The ten control structures, namely the TPCS, the four SFCSs, the PITPCS and the four PI-TPCS were tested in the same two scenarios (simulation and experiments) and the same performance indices as in case of psfcMLS were computed and are given in Table 4.3.5 and Table 4.3.6. In the simulation scenario the best performance concerning the MSE is achieved by the second PI-SFCS while in the experimental scenario the best performance in terms of MSE is achived by the PI-

TPCS. The best performance in terms of MSU is obtained by the first SFCS in the simulation scenario and by the TPCS in the experimental scenario. The best settling time is achived by all the four SFCSs in the simulation scenario and the settling time was similar for all CSs in the experimental scenario. The overshoot was present only in case of the PI-TPCS and of the first three SFCSs in the experimental scenario. The first five CSs, namely the TPCS and the SFCSs do not ensure zero steady-state control error in both testing scenarios. Therefore, the implementation of the cascade control system structures is again justified.

In Sub-chapter 4.4, the validation through simulations and experiments of the TP controllers designed for Pendulum Cart System in the crane operation mode was presented. At first a TPCS was designed. The TPCS was next compared with four state feedback control structure (SFCS), which were designed aiming the same control performance as in case of the TPCS. In the next step, in order to improve the control performance, i.e. to ensure zero steady state control error, the TPCS and the four SFCS were included into five SISO CCSs with a PI controller in the outer control loop. The ten control structures, namely the TPCS, the four SFCSs, the PI-TPCS and the four PI-TPCS were tested in the same two scenarios (simulation and experiments) and the same performance indices as in case of PCS were computed and are given in Table 4.4.3 and Table 4.4.4. In the simulation scenario, the best performance concerning the MSE is achieved by the PI-TPCS while in the experimental scenario the best performance in terms of MSE is achived by the first PI-SFCS. The best performance in terms of MSU is obtained by the third PI-SFCS in the simulation scenario and by the TPCS in the experimental scenario. The best settling time is achived by the PI-TPCS in both the simulation scenario and the experimental. The overshoot was present only in case of the third and the fourth PI-SFCS in the simulaton scenario and in case of the PI-TPCS and the four PI-SFCS in the experimental scenario. The first five CSs, namely the TPCS and the SFCSs do not ensure zero steady-state control error in both testing scenarios. Therefore, the implementation of the cascade control system structures is once more justified. Other numbers of parameters of the TP model derived for PCS would lead to other values of the LTI feedback gains which would lead to other values of the performance indices given in Table 4.4.3 and Table 4.4.4.

The experimental results have shown that:

- The accuracy and the performance of a TP controller designed for a certain process depend on how good the TP model derived for that process is. The best performance in terms of zero steady state control error was achived by the TP controller designed for PCS.
- The performance of the TP controller can be improved by combining the TP controller with other types of controllers such as PI and PID controllers into cascade control system structures.
The contributions presented in this chapter are:
- The derivation and validation of a TP controller for a Vertical Three Tank system laboratory equipment and a comparative analysis with a state feedback controller designed aiming the same control system performance specifications.
- The derivation and validation of a TP controller for a partial state feedback controlled Magnetic Levitation System and a comparative analysis with a state feedback controller designed aiming the same control system performance specifications.
- The derivation and validation of a TP controller for a Pendulum Cart System laboratory equipment and a comparative analysis with a state feedback controller designed aiming the same control system performance specifications.
These contributions were published in the papers:

1. E.-L. Hedrea, C.-A. Bojan-Dragos, R.-E. Precup and T.-A. Teban, "Tensor product-based model transformation for level control of vertical three tank systems," in Proc. IEEE $21^{\text {st }}$ International Conference on Intelligent Engineering Systems, Larnaca, Cyprus, 2017, pp. 113-118, indexed in Clarivate Analytics Web of Science, cited in:
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3. L. Kovacs and G. Eigner, "Tensor product model transformation based parallel distributed control of tumor growth,"Acta Politechnica Hungarica, vol. 15, no. 3, pp. 101-123, 2018, indexed in Clarivate Analytics Web of Science, impact factor $=\mathbf{1 . 8 0 6}$ according to Journal Citation Reports (JCR) published by Clarivate Analytics in 2021.
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6. G.H. Chen and D.X. Yang, "A unified analysis framework of static and dynamic structural reliabilities based on direct probability integral method," Mechanical Systems and Signal Processing, vol. 158, 2021, indexed in Clarivate Analytics Web of Science, impact factor $=\mathbf{6 . 8 2 3}$ according to Journal Citation Reports (JCR) published by Clarivate Analytics in 2021,
7. Y.F. Yang, X.J. Ban, X.L. Huang and C.H. Shan, "A dueling-double-deep Qnetwork controller for magnetic levitation ball system," in Proc. $39^{\text {th }}$ Chinese Control Conference, Shenyang, China, 2020, pp. 1885-1890, indexed in Clarivate Analytics Web of Science,
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9. L. Kovacs and G. Eigner, "Tensor product model transformation based parallel distributed control of tumor growth,"Acta Politechnica Hungarica, vol. 15, no. 3, pp. 101-123, 2018, indexed in Clarivate Analytics Web of Science, impact factor $=\mathbf{1 . 8 0 6}$ according to Journal Citation Reports (JCR) published by Clarivate Analytics in 2021.
10. E.-L. Hedrea, C.-A. Bojan-Dragos, R.-E. Precup and E.-.M. Petriu, "Comparative study of control structures for maglev systems," in Proc. IEEE 18th International Power Electronics and Motion Control Conference, Budapest, Hungary, 2018, pp. 657-662, indexed in Clarivate Analytics Web of Science,
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## 5. Conclusions and personal contributions

### 5.1. Personal contributions

This thesis was formulated in order to validate the Tensor Product (TP)-based Model Transformation technique by obtaining TP models for various processes, other that the ones already presented in the literature, and also to improve the control performances of the TP-based control structures by combining the TP-based Model Transformation technique with other control techniques in the design of cascade control structures.

As specified in Chapter 1, the first objective of the thesis consisted in the validation of the modeling algorithm of the TP-based Model Transformation technique on many laboratory equipments. The corresponding derived TP models were validated using many testing scenarios and they were compared with other models of the same processes in order to highlight their performance. The first objective was fulfilled by the validation of the TP-based model transformation modeling algorithm on three laboratory equipments namely Vertical Three Tank System (V3TS), the partial state feedback controlled Magnetic Levitation System (psfcMLS) and the Pendulum Cart System (PCS).

As also specified in Chapter 1, the second objective of the thesis consisted in the validation of the control algorithm of the TP-based Model Transformation technique using LMIs and Parallel Distributed Compensation (PDC) framework. Therefore, many conventional and cascade control structures were design for the control of various laboratory equipments. The proposed control structures were tested and compared with other similar ones and their performance was highlighted. The second objective was fulfilled by the validation of the TP-based model transformation control algorithm on three laboratory equipments namely V3TS, psfcMLS and PCS.

The personal contributions included in this thesis are presented as follows and they result from the contributions presented in Chapters 3 and 4:

- The derivation of the TP model for the Vertical Three Tank System (V3TS). This model vas validated and tested in one testing scenario. A comparative analysis was done considering the corresponding outputs of the derived TP model, the nonlinear model and four linear models of the V3TS by computing four performance indices namely Root Mean Square Error (RMSE), Value of Accounted For (VAF), Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) for all the derived models of V3TS.
- The derivation of the TP model for the partial state feedback controlled Magnetic Levitation System (psfcMLS). This model vas validated and tested in four testing scenarios. A comparative analysis was done considering the corresponding outputs of the derived TP model, the nonlinear model and four linear models of the psfcMLS by computing four performance indices namely RMSE, VAF, AIC and BIC for all the derived models of psfc MLS.
- The derivation of the TP model for the Pendulum Cart System (PCS). This model vas validated and tested in two testing scenarios. A comparative analysis was done considering the corresponding outputs of the derived TP model, the nonlinear model and four linear models of the PCS by computing four performance indices namely RMSE, VAF, AIC and BIC for all the derived models of PCS.
- The design of a TP-based control structure, namely TPCS, for the liquid level control of the V3TS. This structure was validated and tested in both simulation and experimental scenarios. This structure was compared with four state feedback control structures, namely SFCSs, using LMI control design for the liquid level control of the V3TS and aiming the same control performance as in case of TPCS; four performance indices, namely Mean Square Error (MSE), Mean Square Control Effort (MSU), settlig time and overshoot, were computed and used in the comparison based on simulation and experimental results and the corresponding output responses.
- The design of three cascade control system structures, namely PIDTPCS, with a PID controller in the outer control loop and a TP controller in the inner control loop, for the liquid level control of V3TS. These structures were validated and tested in both simulation and experimental scenarios. These structures were compared with other 12 cascade control system structures, namely PID-SFCS, with a PID controller in the outer control loop and a state feedback controller in the inner control loop for the liquid level control of V3TS; four performance indices, namely MSE, MSU, settlig time and overshoot, were computed and used in the comparison based on simulation and experimental results and the corresponding output responses.
- The design of a TP-based control structure, namely TPCS, for the sphere position control of the psfcMLS. This structure was validated and tested in both simulation and experimental scenarios. This structure was compared with four state feedback control structures, namely SFCSs, using LMI control design for the sphere position control of the psfcMLS and aiming the same control performance as in case of TPCS; four performance indices, namely MSE, MSU, settling time and overshoot, were computed and used in the comparison based on simulation and experimental results and the corresponding output responses.
- The design of a cascade control system structures, namely PID-TPCS, with a PID controller in the outer control loop and a TP controller in the inner control loop for the sphere position control of psfc MLS. This structure was validated and tested in both simulation and experimental scenarios. This structure was compared with another cascade control system structure, namely PI-SFCS, with a PI controller in the outer control loop and a state feedback controller in the inner control loop for the sphere position control of psfcMLS; four performance indices, namely MSE, MSU, settling time and overshoot, were computed and used in the comparison based on simulation and experimental results and the corresponding output responses.
- The design of a TP-based control structure, namely TPCS, for the cart position control of the PCS. This structure was validated and tested in
both simulation and experimental scenarios. This structure was compared with four state feedback control structures, namely SFCSs, using LMI control design for the cart position control of the PCS and aiming the same control performance as in case of TPCS; four performance indices, namely MSE, MSU, settling time and overshoot, were computed and used in the comparison based on simulation and experimental results and the corresponding output responses.
- The design of a cascade control system structure, namely PI-TPCS, with a PI controller in the outer control loop and a TP controller in the inner control loop for the cart position control of PCS. This structure was validated and tested in both simulation and experimental scenarios. This structure was compared with another cascade control system structure, namely PI-SFCS, with a PI controller in the outer control loop and a state feedback controller in the inner control loop for the cart position control of PCS; four performance indices, namely MSE, MSU, settling time and overshoot, were computed and used in the comparison based on simulation and experimental results and the corresponding output responses.


### 5.2. Dissemination of the results

The results presented in this thesis are published in 14 papers. The author of the thesis is the first author of 12 out of the 14 published papers. The published papers are grouped based on the databases they are indexed in:

- 4 papers in journals with impact factor indexed in Clarivate Analytics Web of Science (with the former name ISI Web of Knowledge), with a cumulative impact factor $=\mathbf{1 0 . 5 1 6}$ according to Journal Citation Reports (JCR) published by Clarivate Analytics in 2021; 2 of these papers are published in journals with $\mathbf{Q 2}$ ranks as the first author and the other 2 ones are published in journals with Q3 ranks (one of them as the first author).
- 10 papers in conference proceedings indexed in Clarivate Analytics Web of Science (with the former name ISI Web of Knowledge).
The published papers received a total number of 49 independent citations (excluding the selfcitations and the citations of all the co-authors) with a cumulative impact factor $=\mathbf{1 5 0 . 9 2 2}$.
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### 5.3. Future research

The author proposes the following future research directions which are meant to improve the results obtained and presented in this thesis:

- the improvement of the TP-based Model Transformation modeling algorithm by using input-output data of the process in the derivation of the TP model;
- the design of a modeling software and interface in order to ease the acces of various types of users to the TP-based Model Transformation modeling algorithm;
- the comparative analysis between the derived TP model and the TP controller with similar nonlinear models and controllers, such as fuzzy models and controllers, LPV models, with controller design using such that to fulfil the same performance specifications (for a fair comparison) and design approach based on LMIs;
- the development of hybrid control techniques with focus on the TPbased model transformation but using fresh results transferred from fuzzy control.
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## Appendices

## Appendix 1. The state-space system matrices of three linearized processes

The state-space system matrices obtained after the linearization of V3TS at the two o.p.s are given as follows:

$$
\begin{array}{ll}
\mathbf{A}^{(1)}=\left[\begin{array}{ccc}
-0.0199 & 0 & 0 \\
0.0250 & -0.0250 & 0 \\
0 & -0.0198 & -0.0198
\end{array}\right], & \mathbf{b}^{(1)}=\left[\begin{array}{c}
0.005 \\
0 \\
0
\end{array}\right],  \tag{1}\\
\mathbf{A}^{(2)}=\left[\begin{array}{ccc}
-0.0137 & 0 & 0 \\
0.0112 & -0.0112 & 0 \\
0 & -0.0104 & -0.0104
\end{array}\right], & \mathbf{b}^{(2)}=\left[\begin{array}{c}
0.005 \\
0 \\
0
\end{array}\right] .
\end{array}
$$

The state-space system matrices obtained after the linearization of psfcMLS at the two o.p.s are given as follows:

$$
\begin{array}{ll}
\mathbf{A}^{(1)}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
4022 & 0 & -41 \\
2150 & 523 & -117
\end{array}\right], \quad \mathbf{b}^{(1)}=\left[\begin{array}{c}
0 \\
0 \\
322
\end{array}\right], \\
\mathbf{A}^{(2)}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
3886 & 0 & -40 \\
2275 & 523 & -191
\end{array}\right], \quad \mathbf{b}^{(2)}=\left[\begin{array}{c}
0 \\
0 \\
337
\end{array}\right] . \tag{2}
\end{array}
$$

The state-space system matrices obtained after the linearization of PCS at one o.p. are given as follows:

$$
\mathbf{A}^{(1)}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0  \tag{3}\\
0 & 0 & 0 & 1 \\
0 & 547.8 & -25.6 & 0.0026 \\
& -1521.6 & 69.9 & -0.0074
\end{array}\right], \quad \mathbf{b}^{(1)}=\left[\begin{array}{c}
0 \\
0 \\
439.7 \\
-1200
\end{array}\right] .
$$

## Appendix 2. The LTI system matrices of three processes

The LTI system matrices obtained after the derivation of the TP model for V3TS are given as follows:

$$
\begin{align*}
\mathbf{A}^{(1)} & =\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 547.8 & -25.6 & 0.0026 \\
-1521.6 & 69.9 & -0.0074
\end{array}\right], \quad \mathbf{b}^{(1)}=\left[\begin{array}{c}
0 \\
0 \\
439.7 \\
-1200
\end{array}\right] .  \tag{3}\\
\mathbf{S}_{1} & =\left[\begin{array}{ccc|c}
0.0922 & 0 & 0 & -0.0198 \\
-0.0922 & 0.0794 & 0 & 0 \\
0 & -0.0794 & 0.0788 & 0
\end{array}\right], \\
\mathbf{S}_{2} & =\left[\begin{array}{ccc|c}
0.0288 & 0 & 0 & 0.0055 \\
-0.0288 & -0.0220 & 0 & 0 \\
0 & 0.0220 & -0.0218 & 0
\end{array}\right] . \tag{1}
\end{align*}
$$

The LTI system matrices obtained after the derivation of the TP model for the psfcMLS are given as follows:

$$
\begin{aligned}
& \mathrm{S}_{1}=\left[\begin{array}{ccc|c}
0 & 1 & 0 & 0 \\
11864 & 0 & -60.7 & 0 \\
5385 & 131.51 & -44.43 & 81.18
\end{array}\right], \mathrm{S}_{2}=\left[\begin{array}{ccc|c}
0 & 1 & 0 & 0 \\
5440 & 0 & -55.32 & 0 \\
9388 & 229.24 & -77.46 & 141.51
\end{array}\right], \\
& \mathrm{S}_{3}=\left[\begin{array}{ccc|c}
0 & 1 & 0 & 0 \\
3566 & 0 & -36.26 & 0 \\
25001 & 609.98 & -206.10 & 376.53
\end{array}\right] .
\end{aligned}
$$

The LTI system matrices obtained after the derivation of the TP model for the PCS are given as follows:

$$
\left.\begin{array}{l}
\mathbf{S}_{1}=\left[\begin{array}{cccc|c}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 33.85 & -1427 & -0.0031 & 590.9 \\
0 & 2864.7 & 81 & -0.0010 & 1381
\end{array}\right], \mathbf{S}_{2}=\left[\begin{array}{ccc|c}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 \\
0 & 34.65 & -6018 & 0.0022 \\
0 & -1507.3 & 57 & -0.0056 \\
\hline & -974
\end{array}\right], \\
\mathbf{S}_{3}=\left[\begin{array}{cccc|c|c}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & -35.73 & 6745 & -0.0010 & -317.4 \\
0 & 611.9 & -26 & -0.0054 & 451.4
\end{array}\right], \mathbf{S}_{4}=\left[\left.\begin{array}{ccc|c}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 \\
0 & 1073.2 & -6024 & 0.0022 \\
0 & 541.6 & 57 & -0.0072
\end{array} \right\rvert\,-977\right. \tag{3}
\end{array}\right],
$$

## Appendix 3. The LTI state feedback gain matrices of three processes

The LTI state feedback gain matrices obtained for the V3TS are given as follows:

$$
\begin{align*}
& \mathbf{K}_{1}=\left[\begin{array}{lll}
-5.7919 & 1.9751 & -0.7096
\end{array}\right],  \tag{1}\\
& \mathbf{K}_{2}=\left[\begin{array}{lll}
-6.6004 & 3.3668 & -1.4166
\end{array}\right]
\end{align*}
$$

The LTI state feedback gain matrices obtained for the psfcMLS are given as follows:

$$
\begin{align*}
& \mathbf{K}_{1}=\left[\begin{array}{lll}
-213.62 & -2.80 & 1.86
\end{array}\right], \\
& \mathbf{K}_{2}=\left[\begin{array}{lll}
-156.72 & -2.07 & 1.38
\end{array}\right],  \tag{2}\\
& \mathbf{K}_{3}=\left[\begin{array}{lll}
-117.35 & -1.33 & 1.02
\end{array}\right] .
\end{align*}
$$

The LTI state feedback gain matrices obtained for the PCS are given as follows:

$$
\begin{align*}
& \mathbf{K}_{1}=\left[\begin{array}{llll}
0 & 9.1676 & 26.9510 & 0.0103
\end{array}\right], \\
& \mathbf{K}_{2}=\left[\begin{array}{llll}
0 & 2.8438 & 8.6331 & 0.0025
\end{array}\right], \\
& \mathbf{K}_{3}=\left[\begin{array}{llll}
0 & 1.3043 & 2.7203 & 0.0022
\end{array}\right],  \tag{3}\\
& \mathbf{K}_{4}=\left[\begin{array}{llll}
0 & 3.7069 & 9.8204 & 0.0030
\end{array}\right], \\
& \mathbf{K}_{5}=\left[\begin{array}{llll}
0 & -0.0829 & -2.7517 & -0.0004
\end{array}\right] .
\end{align*}
$$

## Appendix 4. The state feedback gain matrices of three processes

The state feedback gain matrices obtained for the four linear models of V3TS are given as follows:

$$
\begin{align*}
& \mathbf{k}_{S F}^{(1)^{T}}=\left[\begin{array}{lll}
0.5225 & 0.3251 & 0.2064
\end{array}\right], \\
& \mathbf{k}_{S F}^{(2)^{T}}=\left[\begin{array}{lll}
0.6101 & 0.3141 & 0.2013
\end{array}\right],  \tag{1}\\
& \mathbf{k}_{S F}^{(3)}=\left[\begin{array}{lll}
0.5841 & 0.33857 & 0.2030
\end{array}\right], \\
& \mathbf{k}_{S F}^{(4)^{T}}=\left[\begin{array}{lll}
0.5378 & 0.3282 & 0.2031
\end{array}\right] .
\end{align*}
$$

The state feedback gain matrices obtained for the four linear models of psfcMLS are given as follows:

$$
\begin{align*}
& \mathbf{k}_{S F}^{(1)^{T}}=\left[\begin{array}{lll}
34.19 & 0.77 & -0.24
\end{array}\right], \\
& \mathbf{k}_{S F}^{(2)^{T}}=\left[\begin{array}{lll}
17.01 & 0.50 & -0.11
\end{array}\right],  \tag{2}\\
& \mathbf{k}_{S F}^{(3)^{T}}=\left[\begin{array}{lll}
50.05 & 0.49 & -0.36
\end{array}\right], \\
& \mathbf{k}_{S F}^{(4)^{T}}=\left[\begin{array}{lll}
31.60 & 0.54 & -0.21
\end{array}\right] .
\end{align*}
$$

The state feedback gain matrices obtained for the four linear models of PCS are given as follows:

$$
\begin{align*}
& \mathbf{k}_{S F}^{(1)^{T}}=\left[\begin{array}{llll}
3.9 \cdot 10^{-7} & 1.24 & 0.0172 & 2.7 \cdot 10^{-7}
\end{array}\right], \\
& \mathbf{k}_{S F}^{(2)^{T}}=\left[\begin{array}{llll}
2.7 \cdot 10^{-5} & 0.62 & 0.0048 & 6.1 \cdot 10^{-4}
\end{array}\right],  \tag{3}\\
& \mathbf{k}_{S F}^{(3)^{T}}=\left[\begin{array}{llll}
8.5 \cdot 10^{-5} & 1.21 & -0.0012 & 1.5 \cdot 10^{-3}
\end{array}\right], \\
& \mathbf{k}_{S F}^{(4)^{T}}=\left[\begin{array}{llll}
2.5 \cdot 10^{-4} & 1.33 & 0.0029 & 2.4 \cdot 10^{-3}
\end{array}\right]
\end{align*}
$$

