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Rezumat 

Teza de față abordează tematica detecției și recunoașterii clădirilor reper 
într-un scenariu urban, folosind tehnici din domeniul vederii artificiale. 
Întrucât clădirile și monumentele reper servesc ca un magnet spațial în 
domeniul cultural al oricărei urbe, această teză se va focusa pe mediul 
urban timișorean. Detecția automată a unei clădiri nu este o sarcină facilă 
și adesea are nevoie de surse de informație multiplă. Această sarcină 
devine și mai dificilă într-un mediu urban unde densitatea de clădiri este 
mai mare și numărul de distractori este considerabil. 

Studiul critic prezentat în cadrul acestei teze acoperă metodele și 
tehnologiile folosite până în prezent pentru rezolvarea problemei 
complexe de a localiza și recunoaște o clădire corect. Pentru ca studiul să 
fie cuprinzător, acesta tratează și problema bazelor de date, respectiv a 
posibilităților de simulare a unui astfel de sistem local. 

Autorul propune un sistem de detecție și descrie implementarea unui 
prototip de aplicație mobilă care detectează și localizează clădiri repere 
din cadrul spațiului urban timișorean. Pentru îndeplinirea acestui scop 
este propusă și o metodă nouă de îmbunătățire a calității imaginii înainte 
de procesare, respectiv o bază de date cu repere din Timișoara. Sistemul 
propus este evaluat și folosind baze de date cu repere din alte zone 
urbane. 
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1. MOTIVATION 
 

 
The first chapter is a presentation of the motivation that led me in choosing 

this topic for the thesis. Accordingly, it will highlight the relevance and period for the 
explored topic. This presentation will naturally expose the assumptions made within 
the thesis. The chapter also lists the scientific works that I published during my 
research activity, and it concludes by explaining the structure of the thesis. 

 
 

1.1. General overview of the selected subject 
 

Landmarks are typically defined from two perspectives: one as an object or 

structure that is easy to view and to recognize, and the second as a building or place 
that has an important historical importance. An urban landmark has been defined as 
an object that provides “external points of orientation, usually an easily identifiable 
physical object in the urban landscape” [1]. 

For several centuries humans created landmarks, buildings or monumental 

structures, to serve cities to promote their cultural status or in the direction of global 
metropolis [2]. Urban landmarks have a prerequisite of “special character” or 

“aesthetic interest” and do not have to be huge in size to be considered as such by 
the local inhabitants [3]. 

Landmarks in an urban area serve as “spatial magnet” in which cultural, civic, 
or economical activities take place. In this sense, they have become an important 
aspect in multiple domains related to tourism and culture. In all the mentioned 
domains, multimedia technology continuously enhances the experience of the 
participants and so the interest for urban landmarks has slowly grown in the scholar 

communities. 
Identifying and locating an urban landmark is an activity that naturally blends 

several research domains like image signal processing (ISP), computer vision (CV), 
augmented reality (AR). This blending of multiple domains was the first trigger that 
determined me to choose this research topic for the thesis. 

Urban landmark detection is not a facile task. Depending on the technology 

that is being used, urban landmark detection can face different challenges. One of the 
first important inputs for such an activity is the global positioning system (GPS), but 
this approach reaches its limitation because of the physical positioning of the 
landmarks (multiple interest points cluster in proximity). With the evolution of the 
imaging domain, using image cues proves to be a natural step forward in this 
direction. But, of course, with new opportunities appeared new challenges. Using 
satellite images for this task renders it hard to be used in mobile applications. On the 

other hand, using street view images renders it prone to visual impairment or 
obstruction of the field of view. 

With all the challenges from the last years, this domain has evolved 
substantially and by fusing together multiple technologies, it offers suitable solutions 
that become the backbone of multiple AR tourism applications. 

From a CV perspective, the detection of urban landmarks can fall in the 

category of object detection or image classification. This specific task is not a facile 
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one, as stated before, having the initial requirement to tackle at the same time two 
challenges: one is offering a robust object detection algorithm and the second to offer 

a reduced computational complex system. This complex problem is blended with the 
system's need to offer a scalable solution that can be used on multiple mobile devices.  

The CV challenges that this domain has to offer was one of the most important 
aspects when deciding on this topic. The research in this direction felt one worth 
tackling and through this thesis I aim to offer some solutions to advance this vast and 

complex topic.  
In my opinion, one of the most interesting cultural applications that appeared 

due to urban landmark detection is urban digital storytelling. Digital Storytelling is a 
“successful combination between the ancient and time-proven art of telling a story 
and the possibilities of technology today” [4]. In the case of urban environments, 
digital storytelling can address or define the relationship between us and the city 
environment [5]. 

The human interaction between landmarks and the ecosystem of the cities 
has become an interesting topic for me because of two events: one is the granting of 

the  2023 European Capital of Culture1 award to my hometown, Timişoara, and the 
other one consists of my interactions with the project Spotlight Heritage Timişoara2. 

The European Capital of Culture award was initiated by the European Union 
with the aim that the elected city would generate considerable benefits in the cultural, 
social, and economic domain. The award is annual and has the scope of triggering 

urban regeneration for the awarded city. Timişoara was awarded this first for the year 

2021, but it was postponed due to COVID situation for 2023. 
Spotlight Heritage Timişoara is a digital cultural initiative of the eLearning 

Centre and the Multimedia Centre from the Politehnica University of Timişoara. The 
scope of this project is to reveal, by digital storytelling, the city of Timişoara through 
stories of cultural and historical heritage. The aim is to bring stories of 
neighbourhoods, communities, and inhabitants of yesterday in the spotlight using the 
technologic advantage that today has to offer. 

As my professional experience is one focused on software development and 
CV algorithm development, I was clearly attracted by the challenges that urban 
landmark detection has to offer. The panoply of challenges for this domain can be as 
following: finding detection system solutions that can run on a mobile device, 
enhancing images to be able to utilize it in unfriendly weather conditions, creating a 
suitable region of interest from the image to optimize the detection or just tackle the 
concept of creating an offline simulation system suitable for this task. 

As a result of this thesis, I wish to offer an urban landmark detection solution, 
from a street view perspective, that can be utilized in a mobile solution for an AR 
tourism application. This direction desires to exploit the continuous development of 
user applications aimed for Timişoara European Capital of Culture 2023.  

In this thesis I will attempt to answer the following research questions: 
1. What is the state of the art in urban landmark detection using mobile 

cameras imaging? 
2. What should a simulation framework offer to be considered as a suitable 

solution for processing systems of this nature? 
3. What image signal processing algorithms enhance the image to obtain a 

better detection in this case? 

 
1 https://en.wikipedia.org/wiki/European_Capital_of_Culture 
2 https://spotlight-timisoara.eu/ 

BUPT



5 Motivation 

 

 

4. What are the challenges in creating an urban landmark detection solution 

tailored for the Timişoara use-case?  
 

1.2. List of published articles  
 

During my research on this subject, I presented several papers to 

international conferences and published scientific articles in journals. They helped me 

to validate my work and my research hypotheses. The following list of published 
articles, both as author and co-author, has been produced in connection and during 
the work on my thesis: 

1. Silviu Vert, Oana Rotaru, Diana Andone, Miruna Antonica, Adina Borobar, 
Ciprian Orhei and Victor Holotescu. "Towards User Experience Guidelines for 
Mobile Augmented Reality Storytelling with Historical Images in Urban 

Cultural Heritage" [Extended Abstract], In 7th International XR Conference, 
Lisbon, Portugal, 27-29 April 2022. 
 

2. Sirbu, Cristina Laura, Cristian Tomoiu, Szilvia Fancsali-Boldizsar, and Ciprian 
Orhei. "Real-time line matching based speed bump detection algorithm." In 

2021 IEEE 27th International Symposium for Design and Technology in 
Electronic Packaging (SIITME), pp. 246-249. IEEE, 2021. 
 

3. Ciprian Orhei, Lucian Radu, Muguraș Mocofan, Silviu Vert, Radu Vasiu. "CBIR 

for urban building using A-KAZE features." In 2021 IEEE 27th International 

Symposium for Design and Technology in Electronic Packaging (SIITME), pp. 
218-221. IEEE, 2021. 
 

4. Ciprian Orhei, Victor Bogdan, Cosmin Bonchiș, and Radu Vasiu. "Dilated 
Filters for Edge-Detection Algorithms." Applied Sciences 11, no. 22 (2021): 

10716, WOS:000725536600001 (Q2 journal). 
 
 

5. Silviu Vert, Diana Andone, Andrei Ternauciuc, Vlad Mihăescu, Oana Rotaru, 

Muguraș Mocofan, Ciprian Orhei, and Radu Vasiu. “User Evaluation of a 
Multi-Platform Digital Storytelling Concept for Cultural Heritage.” Mathematics 
9, no. 21 (2021): 2678, WOS:000750692000001 (Q1 journal). 
 

6. Ciprian Orhei, Silviu Vert, Muguraș Mocofan, and Radu Vasiu. "TMBuD: A 

dataset for urban scene building detection." In International Conference on 
Information and Software Technologies, pp. 251-262. Springer, Cham, 2021. 
 

7. Ciprian Orhei, Muguraș Mocofan, Silviu Vert, and Radu Vasiu. "An analysis 
of ED line algorithm in urban street-view dataset." In International Conference 

on Information and Software Technologies, pp. 123-135. Springer, Cham, 
2021. 
 

8. Ciprian Orhei, Muguraș Mocofan, Silviu Vert, and Radu Vasiu. "An automated 
threshold Edge Drawing algorithm." In 2021 44th International Conference on 

Telecommunications and Signal Processing (TSP), pp. 292-295. IEEE, 2021, 
WOS:000701604600063. 
 

9. Ciprian Orhei, Silviu Vert, Muguraș Mocofan, and Radu Vasiu. "End-To-End 
Computer Vision Framework: An Open-Source Platform for Research and 

Education." Sensors 21, no. 11 (2021): 3691, WOS:000660684600001 (Q1 
journal). 
 

10. Ciprian Orhei, Muguraș Mocofan, Silviu Vert, and Radu Vasiu. "End-to-End 

Computer Vision Framework" In 2020 International Symposium on Electronics 
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and Telecommunications (ISETC), pp. 1-4. IEEE, 2020, 
WOS:000612681000017. 
 

11. Ciprian Orhei, Silviu Vert, and Radu Vasiu. "A Novel Edge Detection Operator 
for Identifying Buildings in Augmented Reality Applications." In International 
Conference on Information and Software Technologies, pp. 208-219. 
Springer, Cham, 2020. 
 

12. Ciprian Orhei, Victor Bogdan, and Cosmin Bonchiș. "Edge map response of 

dilated and reconstructed classical filters." In 2020 22nd International 
Symposium on Symbolic and Numeric Algorithms for Scientific Computing 
(SYNASC), pp. 187-194. IEEE, 2020, WOS:000674702000028. 
 

13. Bogdan, Victor, Cosmin Bonchiș, and Ciprian Orhei. "Custom dilated edge 
detection filters." In Journal of WSCG 2020, 28, 161–168. 
 
 

1.3. Structure of the PhD thesis 
 

The thesis is structured in several chapters that are described below. 
Chapter 1 is an exposition of my motivation towards choosing the subject of 

this thesis. With the brief introduction I wish to explain the interconnections of 

multiple domains that formed the foundation of my decision to choose this research 

topic. The chapter includes a list of published papers for which I was author or a co-
author during the period of research for the thesis. The last subchapter is this short 
presentation of the structure of the thesis. 

Chapter 2 offers an overview of the urban landmark detection domain, from 
general aspects of this field to specific subdomains of content-based image retrieval 
(CBIR) system. The chapter focuses on presenting the domain ecosystem with all the 

challenges and solutions that literature has to offer. Besides the critical review of 
existing solutions, this chapter will offer a presentation and comparison of available 
benchmarking datasets. 

Chapter 3 aims to present my proposed simulation system. The capability of 
simulating a system offline is an important one with considerable benefits in 
development. End-to-End Computer Vision Framework (EECVF) [6], [7] is an open 
source, Python based framework with the goal to offer a flexible and dynamic tool for 

researching. To justify the decision, the chapter contains a brief evaluation of other 

similar frameworks. 
Chapter 4 presents a proposed image sharpening algorithm that has low 

computational cost and is based on dilated filters [8], [9]. The proposed algorithm is 
evaluated on several use-cases that can appear in landmark detection systems, to 
better understand the benefits of it. The introduction to the chapter describes the 

concept of dilated filters and the literature results that triggered this idea. 
Chapter 5 presents the proposed landmark detection algorithm with a deep 

dive in each constructing block of it. I tried, for each architectural decision inside the 
algorithm, to explain and justify it in our given use-case context. The evaluation of 
the proposed landmark detection algorithm was performed using several popular 
datasets, presented in Chapter 2, plus the Timişoara specific dataset that was created 
for this scope. The algorithm is benchmarked with a series of unique objects 

(buildings) from Timişoara, which are comprised of images taken from different 
angles, different weather conditions and even different times of the day (night and 

day). 
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Chapter 6 is the concluding part of the thesis. I start with some general 

conclusions regarding the research that I have done. Afterwards, I continue with 
enumerating theoretical and practical contributions that this thesis brings in the 
scientific world. In the end, I present some future research directions that were 
discovered when constructing this thesis. 
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2. URBAN LANDMARK DETECTION 
 

 

2.1. Introduction 
 

Urban scenarios understanding and their reconstruction is a research area in 
which CV and AR meet with consistent benefits. Successful exploits of AR in this 

domain focus on the culture and tourism domain [4], [10]–[13].  
Building or landmark recognition in urban environments aims to distinguish 

between different unique classes in a large-scale image dataset [14]. This blend of 
technologies with the scope of landmark recognition is used in other several domains 
nowadays like computer gaming, urban planning, entertainment industry, movie 
making or digital mapping for orientation. 

An interesting domain that uses building detection and urban scene 
understanding is Urban Reconstruction. According to [15] for this complex task of 
urban reconstruction four inputs are possible: airborne imagery, airborne LiDAR, 
ground imagery or ground LiDAR. My scope falls clearly in ground imaginary and aims 
to produce results that can be future used for image-based modelling, façade 

decomposition or modelling or even ground reconstruction of landmarks or cities. 
With the advances of cameras and mobile devices, the generation of digital 

visual information has become abundant and facile. Today, nomadic pedestrians are 
accompanied by the mobile phone through everyday life in its urban environment. CV 
is the key in utilizing billions of images as a cues for context and object awareness, 
positioning, and environment understanding [16]. 

In general landmark recognition is a challenging task in the CV domain. Several 
challenges can occur when trying to fit several images from the same place as changes 
in illumination conditions and viewpoint, or the presence of distractors such as trees, 

people, or signs. In order to mitigate these challenges, the existing approaches rely 
on feature description with a certain degree of invariance to scale, orientation and 
illumination [17].  

To better understand the challenges at hand I divided them into smaller 
problems that I treated separately: experimental datasets for landmark recognition, 

datasets for understanding the environment, detection solutions and specific 

challenges, benchmarking the detection.  
In the field of landmark recognition, it is mandatory to use public datasets, 

with the clear advantage to have a fair and immediate comparison with competitive 
approaches. Different datasets offer different perspectives and views from different 
cities which can bring forward different problematics. The available dataset that 
focuses only on landmarks are described in chapter 2.2. 

In chapter 2.3 I present a literature review regarding datasets that offer a 

semantic understanding of the urban environment. The understanding of the 
environment is an important topic for many applications that need to tackle the urban 
scenario.  

The existing solutions that I could find in the literature are described in chapter 
2.5. This section has the scope of describing the domain in which the landmark 
detection solution proposed coexists. 
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The need of evaluating landmark recognition is an important aspect before we 

can approach the algorithm review. In the same scope in chapter 2.4 evaluation 
schemes will be presented, benchmarks that would utilize the dataset to quantify the 
quality of the detection. 
 
 

2.2. Building recognition datasets 
 

Benchmarking a building detection system is not a trivial thing to do. This is a 
complex task due to differences and variety in both sides, detection algorithm and 
benchmark scheme. Constructing an overall fitting benchmark is close to impossible 
due to different cues used in the detection pipeline or unicity of the landmarks used 
in the scope. For example, if we consider a detection system that uses visual cues 

together with GPS cues to benchmark it on a dataset only with visual data will result 
in evaluating only half of the systems capabilities. 

In this chapter I conducted a literature review of the existing benchmarking 
solutions with the scope of highlighting what is unique for each case. In Table 2.1 I 
present an overview of the benchmark datasets focusing on the following: year of 
appearance, the number of images provided(scale), the number of unique landmarks 
offered (classes), the number of images for each landmark and if the landmarks offer 

the GPS information or not. The last aspect that I was interested in is if the view of 

the dataset is strictly from a street-view perspective(view). 
For my review I included only datasets that contain a considerable number of 

landmarks as unique classes and have the focus on image cues. In this direction, I 
will eliminate popular datasets like: Geotagged StreetView [18] which does not offer 
possibilities to evaluate the landmarks; Rome 16k [19] which focuses more on the 

capability of reconstructing the 3D view of an landmark; San Francisco [20] that 
consist of images plus geo-location but does not offer an evaluation set or landmark 
grouping; Landmarks-PointCloud [21] due the fact that is non-deterministic hence the 
evaluation dataset is random generated and focuses more on point cloud data. 

Zurich Building Database (ZuBuD) dataset contains 1005 images for 201 
unique landmarks representing buildings from Zurich City. For each landmark five 
arbitrary angles were selected, with the resolution of each image of 640 x 480. For 

evaluation a smaller dataset of 115 images is offered with different angles or scales 
for landmarks than the 1005 offered for training [22]. An extension of this dataset, 

ZuBuD+, has extended the query images to 1055 so each class would have 
approximative five test images associated [17]. 

The Oxford Buildings Dataset (OBD) consist of images from Oxford collected 
from Flicker3 with different conditions (day and lighting). The dataset is composed of 
5063 images from 17 different landmarks. Because the collection of images is a result 

of queries from Flicker for each landmark images that are not buildings are present 
and called distractors. For evaluation 11 different landmarks are annotated with 5 
possible queries: (i) Good; (ii) OK; (iii) Junk; and (iv) Absent. These annotations 
depend on the quality of images and whether the object/building is present or not 
[23].  

The Paris Building Dataset (PBD) is similar to OBD, containing 6300 images of 

12 landmarks from the city of Paris collected from Flicker [24]. The OBS and PBS 
dataset were extended to reach 70 evaluation images and one million images 
respecting the same principles of creation [25]. 

 
3 https://www.flickr.com/ 
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Table 2.1 Overview of building detection benchmark solutions 

Dataset Year Scale Classes Scale/ 
class 

GPS View 

ZuBuD [22] 2003 1120 201 5 No Yes 

OBD [23] 2007 5063 17 7-220 No No 

PBD [24] 2008 6300 12 7-220 No No 

Holidays [26] 2008 1491 500 2-3 No No 

SBID [27] 2009 3192 40 100-400 No Yes 

EC50K [28] 2010 50778 20 30-110 Yes No 

EC1M [29], [30] 2010 909940 35 30-110 Yes No 

PKUBench [31] 2011 13179 198 66 Yes Yes 

Singapore-40 [32] 2012 13538 40 100-300 No No 

24/7 Tokyo [33] 2015 1125 125 4-9 Yes Yes 

Paris500k [34], [35] 2015 501k 3k >1k No No 

GLD [36] 2017 1.1M 30k >1k Yes No 

ZuBuD+ [17] 2017 2010 201 5 No Yes 

OBD1M [25] 2018 1M 11 >1k No No 

PBD1M [25] 2018 1M 11 >1k No No 

GLDv2 [37] 2019 762k 200k >1k Yes No 

 

The Holiday database is collected from personal images from holidays of the 
authors. The database consists of 1491 images comprising 500 unique classes. The 
dataset consists of high resolution images of a variety of scenes (natural, man-made, 
water and so on) [26]. 

Sheffield Building Image Dataset (SBID) consists of 3192 images taken from 
40 buildings, which include a variety of modern buildings, exhibition halls, office 
buildings or churches. All the images are collected using digital cameras and tend to 

cover different times of the day and different viewpoints, resulting in highly variable 
lighting conditions and perspective sets. In the end images for each building vary from 
three to nine individual views [27]. 

European Cities 50K database (EC50K) consists of 50767 images from 14 
European cities. From the dataset 778 images from 9 cities are annotated into 20 
groups of images depicting the landmark or scene. The remaining 49989 images from 

the other 5 cities are the distractors [28]. An extension of EC50K is European Cities 
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1M dataset that consists of 909k geo-tagged images from 22 cities, again collected 

from Flicker and respecting the same principals [29], [30].  
The PKUBench dataset contains 13179 images with 198 distinct landmarks 

near the Peking University campus. Each landmark is captured from multiple angles 
and viewpoints and using mobile phones or digital cameras. The images tend to cover 
a 360 degree from the frontal view of the landmark. For each image, the following 
information is available: GPS tag, shot size, view point, camera type, capture 

timestamp [31]. 

Singapore-40 dataset consists of 12338 training images and 1200 testing 
images of 40 landmarks from the city of Singapore. The database was built using 
public internet sources such as Google Image (40%), Flickr (40%), Photobucket (5%) 
and the rest were manually taken (15%). The dataset contains images with different 
camera settings, capturing time, illumination, weather, viewpoints, scale, and 
occlusion [32]. 

The 24/7 Tokyo dataset is a collection of images acquired by mobile phone 

containing 125 unique landmarks from Tokyo. Each landmark is captured from three 
different locations and three different times of the day. Each element of the dataset 
has the GPS location tag added. To evaluate 315 query images are selected from an 
area of the city [33]. 

Paris500k dataset focuses on images from the city of Paris, collected from Flickr 
and Panoramio4 using geographic bounding regions for searching. For evaluation 3k 

Flickr images, disjointed from the training 500k, were selected. But the focus of the 
evaluation is image classification in categories such as landmark buildings, 
panoramas, sculptures, murals and so on [35].  

 Google-Landmarks dataset (GLD) contains 1060k images for 12894 classes 
from various locations in the word and with a GPS tag associated. For evaluation the 
dataset offers 111k images. Due to copyright restrictions this dataset is not stable: it 
shrinks over time as images get deleted by the users who uploaded them [36].  

 
4 https://www.panoramio.com 

Figure 2.1 Example of images from the datasets (per column): ZuBuD, 24/7 Tokyo, Oxford, 
Holidays. 
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Google Landmarks Dataset v2 (GLDv2), a new large-scale dataset for instance-
level recognition includes over 5M images of over 200k human-made and natural 

landmarks. The images that comprise the dataset were contributed to Wikimedia 
Commons5 by local experts. The test set consists of 118k query images with ground 
truth labels [37]. 

Looking at Table 2.1 we can create another useful division of the presented 
datasets: worldwide dataset like Holidays, EC50k, GLDv1, GLDv2 or city perspective 

like OBD, PBD, ZuBuD, Paris500k, 24/7 Tokyo.  
Another important aspect to highlight is the fact that some of the datasets are 

manually annotated and refined or corrected. This is an important difference from the 
ones that are created by querying image sharing platforms like Flickr, Panoramio. The 
manual annotated ones are ZuBuD, SBID, PKUBench, 24/7 Tokyo, ZuBuD+. 

In Figure 2.1 we can observe examples of images that are present in the 
datasets. Another interesting aspect is presented in the figure such as the difference 
in perspective, the first two columns are from a street-view perspective the others 
are not.  

The perspective of the images that create the dataset is important for many 
detection systems. Some detection schemes rely on the fact that the input images 
are from a street-view perspective. This assumption permits the designers of the 
system to employ specific calculations or pipeline decisions. 

In this chapter, an overview of the existing landmark datasets was presented. 

Of course, because of the variety of use cases the flavours and focus of each one of 

them is different. From Table 2.1 we can observe that each new specific use-case 
brings with it a new tailored dataset and so probably the number of datasets will 
increase proportional with the AR applications specific with each urban environment 
it targets. 

 
 

2.3. Urban environment understanding datasets 
 

Automatic urban scene object recognition aims to classify and segment the 
image of an urban environment into categories like buildings, car, people, vegetation, 
and so on. This action is performed using classical approaches or training networks 
models for classifying scene components [38], [39]. 

Visual recognition and understanding of buildings are not a trivial task. This 

process can be affected by several challenges like obstacles in the line of sight or 
image distortions, saturation, and other transformations. To assume that local shape 
structures are sufficient to recognize objects and scenes is largely invalid in practice 
since objects may have a similar shape [40]. 

Nowadays, due to the evolution of CV algorithms, typically scene 

understanding is done via semantic segmentation. Semantic segmentation is the 
action in which each pixel of a given image is clustered into a predefined category. 

In this section I will present semantic segmentation datasets that focus on 
urban scenarios found in literature. Selecting an appropriate dataset for a task can be 
a challenging step in constructing a modern CV pipeline [41]. 

 
5 https://commons.wikimedia.org/wiki/Main_Page 
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 An overview of found datasets in literature is presented in Table 2.2. The 

overview contains information about the dataset like the year of release, number of 
images and main resolution and the classes that are offered. Examples of images from 
the dataset and corresponding label are presented in Figure 2.2. 

 

 
Table 2.2 Overview of semantic segmentation annotated datasets 

Dataset  Year  Size Classes 

eTrims [42] 2009 60 building, car, door, pavement, road, sky, 
vegetation, window 

LabelMeFacade 

[43], [44] 

2010 945 buildings, car, door, pavement, road, sky, 
vegetation, window 

ECP [45], [46] 2010 109 balcony, chimney, door, outlier, roof, shop, sky, 
wall, window 

ICG Graz50 [47] 2012 50 balcony, door, roof, shop, sky, wall, window 

CMP [48] 2013 374 background, balcony, blind, cornice, deco, door, 
façade, moulding, pillar, shop, sill, window 

VarCity [49], [50] 2014 700 background, balcony, door, roof, shop, sky, wall, 
window 

INRIA [51] 2015 80 balcony, door, roof, shop, sky, wall, window 

TMBuD [39] 2021 160 background, building, door, ground, noise, sky, 
vegetation, window 

 
The eTraining for Interpreting Images of Man-Made Scenes (eTRIMS) is a 

collection of annotated images from European cities captured from a street scenes 
perspective. The dataset offers users two versions: the 4-Class eTRIMS Dataset with 
4 annotated object classes and the 8-Class eTRIMS Dataset with 8 annotated object 
classes [42].  

LabelMeFacade Database comprises 945 images with labelled polygons to 
describe the classes. The labelled images contain a limited number, no more than 

Figure 2.2 Image and corresponding labelled image from existing datasets.  
Columns: eTRIMS, LabelMeFacade, ECP, ICG Graz5, INRIA, CPM, VarCity, TMBuD 
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20% percent, of unlabeled pixels. The pixelwise labelled catalogue is similar to the 
one utilized by eTRIMS and they are offered in a heuristic simple depth order [43]. 

Ecole Centrale Paris Facades Database (ECP) contains 109 manually rectified 
images of Paris facades with annotations. This dataset focuses more on the façade of 
the buildings than the urban environment [45]. 

The Paris Art Deco Facades dataset (INRIA) consists of 80 images of rectified 
facades of the Art Deco style. The dataset labelling scheme consists of 6 annotation 

classes. Occlusions of the facade are ignored but the occlusion reasoning is offered 
by the dataset [51]. 

The Center for Machine Perception (CMP) Facade Database consists of 606 
façade images that are manually annotated from various cities of the world. 
Annotation scheme is defined as a set of rectangles with assigned class labels that 
can overlap if needed [48]. 

VarCity 3D Dataset comprises images along a street annotated for facade 
details. The dataset provides images, labels, and indexes to the 3D surface together 
with evaluation source code for comparing different tasks. In total the dataset offers 

700 unique scenes [49]. 
Timişoara Building Detection Dataset (TMBuD) is created with 160 images of 

buildings in Timişoara with annotations for salient edges, for semantic segmentation 
and the GPS coordinates. Each building is presented from several perspectives and 
lighting conditions [39].  

As we can observe in Figure 2.2, each dataset presented offers a unique 

collection of information regarding the urban environment. Datasets like ECP, ICG 
Graz50m INRIA or CPM focus more on façade details where in the case of eTRIMS, 
LabelMeFacade or TMBud focuses on understanding the elements near the buildings. 
A special way of describing the environment is presented in VarCity where the region 
of interest is limited to the main building in the image. 

In this section I presented a review of existing semantic annotated dataset 
that can be used for landmark detection because of the unique street-view 

perspective, see Figure 2.2. 
 
 

2.4. Building detection evaluation 
 

Evaluating urban landmark detection in the image domain is similar to 

evaluating a CBIR system. This overlap is normal hence the main detection path is 
done based on features generated from images. The topic of using relevant retrieval 
metrics was extensively presented in [52] and later in comprehensive reviews of 
feature detection like [53], [54]. 

If we have a dataset {𝑥1, … 𝑥𝑛 , … 𝑥𝑁} a set of images represented by featured and 

a query image 𝑞, we will compare the query image with each 𝑥𝑛 dataset using an 

appropriate distance function 𝑑(𝑞, 𝑥𝑛). The distance can be a normalized value if we 

would use a combination of different features. 
The first metric proposed was the precision (P) and recall (R) which are detailed 

Equation (2.1) and (2.2). In this case P represents the percent of relevant retrieved 
in data for a query while R represents the successful relevant queries. 
 

𝑷 =
𝑵𝒐. 𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕 𝒊𝒎𝒂𝒈𝒆𝒔 𝒓𝒆𝒕𝒓𝒊𝒗𝒆𝒅

𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒊𝒎𝒂𝒈𝒆𝒔 𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅 
                                                   (2. 1) 

 

BUPT



15 Urban landmark detection 

 

 

𝑹 =
𝑵𝒐. 𝒐𝒇 𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕 𝒊𝒎𝒂𝒈𝒆𝒔 𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅

𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕 𝒊𝒎𝒂𝒈𝒆𝒔
                                                          (2. 2) 

 
The most common way to summarize this graph into one value is the mean 

average precision (mAP). The average P (AP) for a query q is the mean over the P 
score after each retrieved relevant item. AP is presented in Equation (2.3), where 𝑅𝑛 

is the R after the nth relevant image was retrieved and 𝑁𝑅 is the total number of 

relevant images for the query. In Equation (2.4) the mAP is presented where 𝑄 is the 

set of queries 𝑞 [52]. 
 

𝑨𝑷(𝒒) =
𝟏

𝑵𝑹
∑ 𝑷𝒒(𝑹𝒏)

𝑵𝑹

𝒏=𝟏

                                                                     (2. 3)  

 

𝒎𝑨𝑷 =  
𝟏

|𝑸|
∑ 𝑨𝑷(𝒒) 

𝒒∈𝑸

                                                                     (2. 4) 

 
Another interesting metric is the classification error rate (ER), if we consider a 

query image to be classified correctly, if the first retrieved image is relevant, see 

Equation (2.5). 
 

𝑬𝑹 =
𝟏

|𝑸|
∑ {

𝟎,   𝒊𝒇 𝒎𝒐𝒔𝒕 𝒔𝒊𝒎𝒊𝒍𝒂𝒓 𝒊𝒎𝒂𝒈𝒆 𝒊𝒔 𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕
𝟏,   𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆                                               

𝒒∈𝑸

                                          (2. 5) 

 
Ranking based metrics are present in literature and are growing more popular. 

In a sense, if we consider that the detection of classes (landmarks in our case) is not 
pure image-based problems the ranking metric is more appropriate. The first metric 
we are exposed to is the 𝑅𝑎𝑛𝑘1 where rank is the position of the first relevant image 

retrieved. An extension of it is the normalized average rank of relevant images, 𝑅𝑎𝑛𝑘̃. 

𝑅𝑎𝑛𝑘̃ is presented in Equation (2.6), where 𝑅𝑖 is the rank at which the i-th relevant 

image is retrieved (0 for perfect performance). 
 

𝑹𝒂𝒏𝒌̃ =
𝟏

𝑵𝑵𝑹
(∑ 𝑹𝒊 −

𝑵𝑹(𝑵𝑹 − 𝟏)

𝟐

𝑵𝑹

𝒊=𝟏

)                                                        (2. 6) 

 
A metric that concerns highlighting the positive success of detection is the 

𝑇𝑜𝑝𝐾, presented in Equation (2.7). In a sense 𝑇𝑜𝑝𝐾 is in opposition with 𝐸𝑅 metric and 

can be similar with 𝑅𝑎𝑛𝑘1 in some cases.  

 

𝑻𝒐𝒑𝑲 =
𝟏

|𝑸|
∑ 𝑹𝒆𝒍𝒆𝒗𝒂𝒏𝒕 𝒊𝒎𝒂𝒈𝒆 𝒓𝒆𝒕𝒓𝒊𝒗𝒊𝒆𝒅 𝒊𝒏 𝒇𝒊𝒓𝒔𝒕 𝑲 𝒊𝒎𝒂𝒈𝒆𝒔

𝒒∈𝑸

                                 (2. 7) 

 
In this chapter I have summarized the most popular metrics found in literature 

reviews or proposed solutions. The need for a standardized evaluation measure is 

clear, and we can observe that the trend is to shift towards a ranking based measuring 
scheme. This shift in benchmarking is normal hence the new systems utilize more 
than just images to perform the detection. 
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2.5. Building detection solutions 
 

Landmark recognition is a problem related to finding most similar images of a 
building or place starting from a particular dataset. This CV task is a sub-task of the 
CBIR problem, and it is one of the first problems addressed in the CV domain of 
information retrieval.  

As stated before, landmark recognition applications are an important tool for 

tourists who visit new places. A tourist can use a smartphone application in order to 
find out information about a place, such as the names of landmarks, the history, 
events that are currently taking place [4], [55]. 

The landmark or building retrieval and recognition is an open and challenging 
problem in the CV domain and it is extensively discussed in literature reviews like 
[14], [54], [56]–[59]. Even if this topic is researched for several decades now, the 
topic is far from being finished, because of the continuous new scenarios and 

situations that are generated by AR tourist applications. 
In Figure 2.3 I present the generic scheme for a landmark detection. As we 

can observe, the system will always include two phases: the offline phase, where we 
prepare the features vectors for training the classifier for classification model in case 
of convolutional neural networks (CNN) based solutions, and the online phase where 
we use one image to inquiry the classifier to obtain a detection. Some of the blocks 

detailed in Figure 2.3 are optional (marked with dashed lines) and they are decisions 

that are made by the design of the system. 

 
The systems will face several problems and difficulties regardless of the design 

and actions it consists of. The first difficult problem it would face is choosing the 
correct feature and descriptor for the task, different features bring more weight to 
different regions of pixels. The second endeavour to tackle is the discrimination of 
useful features from the ones that are generated by distractors like vegetation, 
people, signs that can appear in line of sight. Aggregating descriptors, local or global, 

is the next problem we would face. This activity is not trivial and multiple solutions 

Figure 2.3 Generic landmark detection scheme 
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exist to reach a vector that uniquely represents the whole image. The last phase is 

one of the most important ones and it refers to the matching of new query images to 
the most similar vector aggregated [14], [59]. 

 A new trend in the landmark detection domain, and in the CBIR domain, are 
applications that transmit query feature descriptors from a mobile device over 
network to a remote server hosting the database. Compressions using codecs of the 
query features are necessary for a low-latency retrieval in the system. Application 

that tackle this problem can be found in [16], [60]–[64] and have the general 

processing pipeline as presented in Figure 2.4. 

 
In Table 2.3 an overview of multiple landmark recognition solutions is offered. 

The analysis focuses on the design of the solution in terms of what features are used, 
clustering mechanism and matching scheme. To complete the analysis, we inquire if 

the solution uses rich context information as GPS and on what dataset it was validated 
on. The scope of this analysis should bring a global image of the most common design 
for CBIR systems like this. 

 

Table 2.3 Overview of landmark detection solutions 

 Year 
GPS  
tag 

Features Clustering Matching Tested 

[65] 1999 No 
Primitive image 

features 

Grouping per 

features 

Bayesian 

framework 
Custom 

[66] 2003 No 
Affine invariant 

regions [67] 
- HPAT [66] ZuBuD 

[68] 2004 No 
Affine invariant 

regions 
- KDT-ANN ZuBuD 

[69] 2006 No 
Affine invariant 

regions 

Linkage clustering 

[69] 

Normalized 

RGB histogram 

[70] 

ZuBuD 

[63] 2006 Yes i-SIFT [71] Posterior NNA [63] MAP [63] ZuBuD 

[23] 2007 No 

Affine invariant 

regions +  

SIFT descriptor 

BOF AKM [72] VSM [73] OBD 

[74] 2007 No 

Vanishing Point 

Localized color 

Histogram 

SIFT 

- 
Normalized 

RGB histogram 
ZuBuD 

Figure 2.4 Generic scheme for landmark detection using mobile devices 

BUPT



 Building detection solutions 18 

[75] 2008 No SIFT [76] - KNN [77] Custom 

[78] 2008 No SIFT KD-tree BBF [79] NNDRS ZuBuD 

[60] 2009 No SURF [80] SVT [81] 

Mutual 

dissimilarity 

score [60] 

ZuBuD 

[27] 2009 No Gist features [82] - KNN SBID 

[83] 2009 Yes 

LoG [84] + 

 Gabor wavelet 

texture features 

HAC [85] 

Single linkage 

inter-cluster 

distance 

Custom 

[86] 2009 No MSER [87] K-Means [72] 
Spectral graph 

matching 
ZuBuD 

[88] 2010 No 
Hessian-Affine [89] + 

SIFT descriptor 
VLAD [88] ADC [90] Holiday 

[91] 2010 No Gist features - SVM [92] SBID 

[31] 2011 No SIFT SVT  - PKUBench 

[31] 2011 Yes SIFT SVT  - PKUBench 

[32] 2012 No SIFT SVT 
Similarity score 

[32] 

Singapore-

40 

[93] 2013 No Steerable filters [94] - SVM SBID 

[95] 2013 No 
Harris Detector + 

DAISY descriptor [96] 

Sparse Coding 

[95] 
Max Pooling Holiday 

[95] 2013 No 
LOG detector +  

SIFT descriptor 
Sparse Coding  Max Pooling Holiday 

[95] 2013 No Micro features [97] Sparse Coding  Max Pooling Holiday 

[98] 2015 No SURF Sparse Coding  
Modified Sum 

Pooling [98] 

ZuBuD 

Holiday 

[98] 2015 No 

SURF +  

opponent color 
feature 

Sparse Coding  
Modified Sum 

Pooling  

ZuBuD 

Holiday 

[99] 2016 No - - R-MAC 

OBD, PBD, 

OBD1M, 

PBD1M 

[100] 2016 No - - M-R-MAC 

OBD, PBD, 

OBD1M, 

PBD1M 

Holiday 

[101] 2017 No - - 
Custom  

M-R-MAC 

OBD, PBD, 

OBD1M, 

PBD1M 

Holiday 

[17] 2017 No RootSIFT [102] locVLAD [17] ADC [90] 
ZuBuD, 

ZuBuD+, 

Holiday 

[103] 2017 No - - 
Custom  

M-R-MAC 

OBD, PBD, 

OBD1M, 

PBD1M 

Holiday 

[104] 2017 No - - 
Custom  

M-R-MAC 

OBD, PBD, 

Holiday 

[55] 2018 No - - NU-LiteNet 

Singapore-

40 

PBD 

[105] 2020 
Yes 

- - 
Custom CNN 

[105] 
Custom 

[106] 2021 
Yes SURF features + 

FREAK [107] 
- KNN Custom 

[108] 2021 No A-KAZE[109] BOF KNN[72] ANN [110] ZuBuD 
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Perceptual grouping was proposed in [65], an approach that aimed to explore 

the semantic interrelationships among different types of primitive image features. 
Features like edges, junctions and parallel lines were grouped hierarchically into 
intermediate-level structures accordingly to shape, length and orientation. Bayesian 
framework is used to analyse this structure and determine the presence of a building. 

Hyper-polyhedron with adaptive threshold (HPAT) indexing was proposed in 
[66] in order to reduce the number of feature vectors in searching for the nearest 

neighbours (KNN). With this new approach the authors lead to feature matching in a 

higher dimensional space. In the end it was proven that HPAT can improve the 
efficiency in localizing the KNN and reduce computational time. 

A fast wide baseline matching algorithm was presented in [68]. Affine invariant 
column segments descriptor vectors based on geometrical, colour and intensity 
information are extracted for each image. The column segments are repetitive and so 
they are grouped into clusters, each of which is represented by a prototype column 
segment associated with the average descriptor vector.  

Similar to [68], in [69] we are presented with a building recognition method 
based on intensity-based region detection that uses Principal Component Analysis 
(PCA) to compress the feature vectors. The vectors are then grouped using a linkage 
clustering scheme according to the maximal distance between the instances and 
characterize each cluster by its centroid. Classification is done by means of the chi-
square distance of the normalized RGB histogram. 

In [63] we find an application that proposes the use of Informative Descriptor 
Approach to the classical SIFT in order to be able to filter out irrelevant features. A 
decision tree is trained to rapidly and efficiently estimate a SIFT’s posterior entropy 
value. This approach has the advantage of needing only retaining those keys for 
thorough analysis and voting with high information content.  

Hierarchical building recognition (HBR) system is proposed in [74] and it is 
based on vanishing point detection and localized colour histograms. Line segments 

are clustered by the dominant vanishing directions. In order to find the vanishing 
points, these are estimated by the expectation maximization (EM) algorithm. 
Localized colour histograms are only computed on a limited number of pixels 
suggested by the indexing vectors which are matched using the chi-square distance. 
The detection is enhanced by extracting SIFT features and applying a simple 
probabilistic model to integrate the evidence from individual matches. 

In [23] a ranking scheme is proposed for searching buildings in a large corpus. 

The descriptors are clustered into a forest of 8 randomized kd-trees visual vocabulary 
by approximate k-means (BOF AKM). The matching is done using tf–idf weighting by 
the means of a vector-space model (VSM) of visual word that calculates the similarity 
between the query vector and each image vector. 

In [75] the authors propose a multiple building detection scheme in the image 
domain. The algorithm recognizes parts of a building like windows, doors or facets 

that are extracted based on online segments and vanishing point detection. Based on 
the parts detected a wall colour histogram is computed. SIFT features are utilized to 
describe each building after discrimination and nearest neighbour (NN) rule is used to 
select the closest model from the dataset. 

A new voting system for KD-tree with the Best Bin First (BBF) indexing called 
Nearest Neighbour Distance Ratio Scoring (NNDRS) is proposed in [78]. NNDRS 
assigns a weight depending on the distance ratio of two nearest neighbours. For every 

matched feature it sums up all the weights of the matched features from the same 

database image till it reaches its aggregate score. The system uses SIFT features 
extractor to create the feature vector. 
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Focusing on mobile image matching application, [58] proposes an CBIR system 
based on SVT and by choosing the closest match by calculating the mutual 

dissimilarity score for weighted tree histograms of each image. The paper offers an 
evaluation of different encoding configurations for the Tree Histograms. 

In [27] we are exposed to a biologically-plausible building recognition (BPBR) 
solution. The algorithm uses biologically inspired features that are extracted using a 
saliency model and a gist model. The gist model is constructed by dividing each 

feature map into sub-regions and afterwards linear discriminant analysis (LDA) is used 
to reduce the dimensionality of the feature vectors. For matching and classification, 

the NN rule is applied. In [91] the authors continue the work by proposing a relevance 
feedback (RF)-based building recognition (RFBR) scheme by performing a SVM-based 
RF after dimensionality reduction by LDA. 

In [83] a clustered-based landmark recognition method from two sources is 
proposed. One source being the GPS-tagged photos shared on the web and another 
being the travel guide articles from websites. Hierarchical clustering on GPS 
coordinates is done to obtain dense geo-clusters which are refined based on the 

semantic clues embedded in the articles. Afterwards, interest points are detected by 
Laplacian-of-Gaussian filters (LoG) and each local region is described by a 118-
dimensional Gabor wavelet texture feature. PCA filtered features are then clustered 
using hierarchical agglomerative clustering (HCA) to discover regions of the same or 
similar landmark. Matching is done by utilizing the single linkage inter-cluster distance 

to parse the distance between two regions. 

Sketch-based representations to find major structural components of a building 
with the aim of recognition is presented in [86]. The algorithm detects multi-scale 
maximal stable extremal regions (MSERs) and describes the normalized MSER patches 
using histogram of oriented gradients. Clustering is done using k-Means in order to 
group the local patches into different structural components and matching is done 
using spectral graph matching. 

A change in the classical clustering approach appeared in [88] where the 

authors propose to change BOW with a so-called vector of locally aggregated 
descriptors (VLAD). VLAD encodes the residual of a feature instead of the values of 
the features detected in the images. This new approach brought forward good results, 
but it had one main disadvantage that distractors from the image have a considerable 
weight in the resulting vocabulary.  

Saliency-Aware Scalable Vocabulary Tree is proposed in [32], where the 
authors propose to incorporate saliency information in SVT-based mobile landmark 

recognition. The saliency information is incorporated in local feature extraction, 
vocabulary tree construction and image histogram representation. In the online 
recognition phase for a query image, the saliency information is only used when 
extracting local features and calculating the histogram. 

Steerable filter-based building recognition (SFBR) model is proposed in [93]. 
Max-pooling is used to preserve discriminative information of local patches by 

searching the max value of the steerable responses. Linear discriminant analysis 
(LDA) is used in order to reduce the dimension of the feature vector. In the end a 
support vector machine (SVM) is used for classifying. 

In [95] we are presented with the investigation of the usage of sparse coding 
for image retrieval. The authors experiment with different pooling systems and 
different features (individual or combined): Harris Detector + DAISY descriptor, LOG 
detector + SIFT descriptor and Micro features. The evaluation resulted that sparse 

coding obtains better results than VLAD or BOW when using all three variants of 

features combined. 
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Sparse coding was used in combination with SURF features in [98]. Sparse 

coding schemes can encode feature descriptors from an image into a fixed size vector. 
The authors proposed a new pooling method to obtain good results on the task at 
hand. 

Regional Maximum activations of convolutions (R-MAC) was introduced in [99]. 
Images are used in the VGG16 [111] without any change of aspect ratio and the 
features are extracted from the last convolutional layer. Square regions are defined 

on the CNN response maps at L different scales. The features obtained in each region 

are L2-normalized and PCA is applied. In the end regional feature vectors are 
combined into a single image vector by sum-pooling and L2-normalization. 

In [100] the authors propose to modify the proposed network from [99] by 
using as input to the network three resolutions of the same image. Then, the three 
computed R-MAC descriptors are sum-pooled in a final R-MAC descriptor (M-R R-MAC 
that stands for Multi-Resolution R-MAC). This idea is further explored in [101] where 
the authors used a grater descriptor dimension M-R R-MAC . This is due to the use of 

ResNet101 instead of VGG16.  
In [103] the authors propose to execute a sum pooling calculation before on 

the R-MAC descriptors. Similar to [100], where three image resolutions are used, the 
output feature maps of the images are rescaled and summed up into one single 3D 
feature tensor that encodes activations at different scales. 

Another adaptation of M-R R-MAC is found in [104] using a modified version of 

R-MAC descriptors, based on spatial attention. The authors proposed the introduction 
of a region of interest which suppresses the encoding of information from regions 
outside. 

Location aware Vlad, presented in [17], were the authors propose to include a 
certain degree of information on the location of the features. This should help mitigate 
the negative effects of distractors found on the borders of the image. This is done by 
computing the mean of the two global descriptors: the VLAD executed on the entire 

original image, and the one computed on a cropped image [17]. 
NU-LiteNet, which adopts the development idea of SqueezeNet [112] to 

improve the network structure is presented in [55]. The improvement consists of the 
inclusion of a convolution layer with 5 × 5 and 7 × 7 filters to enable the Expand block 
to cope with the analysis of complex image content [55].  

A particular CNN network for landmark recognition was proposed in [105] were 
the authors modified the popular SqueezeNet [112] by eliminating layers in between 

and tested it for discriminating between 2 landmarks. 
A landmark recognition system based on SURF features and FREAK descriptors 

is proposed in [106]. The system uses the low resource consumption of the feature 
combination in order to match GPS filtered landmarks to query images. 

In [108] the authors approach the problem with a classical view of combining 
a Bag of Features with K- Nearest Neighbour (BOF KNN) clustering but trust in two 

elements: the power of A-KAZE features and the idea of creating vocabulary clusters 
from all images from the dataset corresponding to one landmark. 

In general, by looking over Table 2.3 we see that solutions proposed are 
diverse from the feature point of view to the clustering and matching solutions. In the 
last few years, we can observe a clear CNN based trend in the solutions proposed. 
From the feature used point of view the range of solutions proposed in literature vary 
from classical, so-called low-level features, such as edge, junctions to global features, 

local features and CNN based solutions.  

In Table 2.4 and Table 2.5 an overview of evaluation metrics is presented on 
algorithms found in literature. Recognition efficiency is measured using different 
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metrics and dataset, so a direct comparison is not possible on the entire data 
presented in the table. 

In Table 2.4 the Top1 metric is presented, and the entries are ranked according 
to results on ZuBuD dataset, most benchmarked with the respective metric. As stated 
in chapter 2.4 Top1 shows the capability of a system to correctly predict for a query 
image the correct landmark as first one retrieved. 

 
Table 2.4 Top1 results on different dataset found in literature 

Method ZuBuD ZuBuD+ SBID Singapore-40 

[17] 100.00% 100.00% - - 

[88] 99.00% 99.00% - - 

[60] 98.00% - - - 

[74] 95.00% - - - 

[69] 94.00% - - - 

[68] 92.00% - - - 

[63] 91.00% - - - 

[86] 81.00% - - - 

[66] 77.30% - - - 

[93] - - 94.70% - 

[91] - - 93.00% - 

[27] - - 85.25% - 

[32] - - - 89.60% 

[55] - - - 81.15% 

 
In Table 2.5 we present the mAP metric, which measures the quality of overall 

retrieval for each query image. In this case we observe that the most common dataset 
used is the Holiday dataset, which we used for ranking the results. 

 
Table 2.5 mAP results on different dataset found in literature 

Method Holiday OBD PBD OBD1M PBD1M 

[103] 94.00% 72.27% 87.10% - - 

[17] 90.46% 61.46% 71.88% - - 

[101] 86.10% 94.50% 90.30% 82.80% 90.60% 

[99] 85.20% 66.90% 83.00% 61.60% 75.70% 

[17] 80.89% - - - - 

[98] 79.00% - - - - 

[60] 78.79% - - - - 

[95] 76.70% - - - - 

[100] 66.90% 83.00% 85.20% 78.60% 79.70% 

[88] 55.60% 37.80% 38.60% - - 

[23] - 95.30% - - - 

[104] - 90.20% 95.80% - - 
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For CNN based solutions, we observe that OBD1M and PBD1M datasets are 
more commonly used. These datasets are called in literature as large-scale datasets 
because of their size.  
 
 

2.6. Conclusion 
 
As stated in the beginning of the chapter, landmark detection, mobile or not, 

faces several challenges that have been intensively researched over three decades 
now. To support the statement that the topic is not exhausted is the number of papers 
that we can still find published in recent years. Another important aspect supporting 
this statement is the annual Google Landmark Recognition [113] and Retrieval 

competition [114]. 
First real difficulty is the GPS location accuracy of the data that can drift in 

densely populated areas. The design of retrieval systems should handle and 
compensate for the error prone GPS tag system, even if geo-tagging has advanced 
considerably in the last years [2], [115]. Another aspect that considerably lowers the 
value of geo-tagging information is the proximity of the landmark at hand. In many 
cities the important landmarks are clustered together in markets or squares or 

enclosed neighbourhoods that causes real difficulties when discriminating based on 

GPS information.  
Second challenge is the information that is captured by the images. In urban 

scenarios the quantity of distractors is considerable, and in this scope multiple 
solutions are already proposed for mobile landmark recognition systems.  

The third problem systems must tackle is the trade-off between recognition 

accuracy and real-time requirements constraints. Adding to the run-time and resource 
challenge is the bandwidth limitation of current mobile devices in telecommunication 
networks [13], [57], [115].  

Landmark recognition datasets, as presented in chapter 2.2, are an important 
piece in the developing chain. They offer the designers of the system the chance to 
evaluate and fine tune the algorithm to a certain specific use case. Similar to other 
domains of CV, creating a universal landmark recognition system is close to 

impossible. In that direction multiple datasets appeared and will appear in accordance 
with the needs of a certain city or region, as we can summaries from Table 2.1.  

Regarding landmark datasets, new challenges were brought forward by [37], 
[116] to create a fair representativeness of landmarks from the world in the datasets. 
So, in [105] they aimed to reduce the bias of crowdsourced data and define the fair 
relevance of a landmark with respect to the world population  

In chapter 2.3 I presented datasets that aim to help the design of a landmark 

detection system that can handle distractors in a better manner. The datasets 
presented can be used for evaluation of training different semantic aware algorithms 
in order to enhance the landmark detection systems. 

Advances in the CV domain have enhanced techniques for building recognition 
and the results as well have improved as presented in Table 2.4 and Table 2.5. 

Considering the positive results obtained in recent years, we are confident 

that this task, of landmark detection, can, and will be used, in various CV applications 
like automatic target detection in surveillance, real-time robot localization and visual 
navigation, architectural design, and 3D city reconstruction [14]. 
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3. END-TO-END COMPUTER VISION FRAMEWORK 
 

 

3.1. Introduction  
 

CV is an interdisciplinary domain which tackles understanding the environment 
through digital images or videos as closely as possible, or even better, than a human 

can do [117]. As we can observe in Figure 3.1, there is a fundamental difference 
between the interpretation of visual information between the human vision (HV) and 
CV. 

HV bases the understanding of the environment on the ability to perceive 
differences between light composed at different wavelengths independently of the 
intensity. This mechanism is mimicked by the CV using pixels, which represent a 

numerical value associated to one point in a picture, see Figure 3.1. A pixel can store 
information using a scalar form for gray scale images or a form vector for colour or 
multispectral ones. 

 

 
Figure 3.1 What CV systems see in an image [118] 

 
CV application architecture complexity has evolved directly with the complexity 

of the topics that were addressed over time. In Figure 3.2 I present a brief overview 

of the challenges faced by the CV domain over the years. 
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Figure 3.2 Evolution of CV topics [119] 

 
CV pipelines include multiple steps starting from image acquisition from 

sensors, processing steps to enhance the image, transformation in order to reduce 
noise, selection of region of interest, segmentation of the image; different levels of 
feature extraction, high-level processing relevant to the application, and decision-
making such as classifying an object [117], [120]. 

Nowadays CV tasks are solved using more complex AI solutions techniques 

using Machine Learning (ML), Neural Networks (CNN), or Deep Learning (DL) models. 
These techniques tackle the problems by learning model structures weighted 
parameters for patterns from a huge amount of data [121], [122]. 

 

 
Figure 3.3 Framework of a modern CV pipeline 

 
Given the evolution of CV systems and the continuous increasing number of 

applications, multiple implementation solutions for a desired pipeline exists. However, 
in any case, the modern CV pipeline is a mixed system that includes AI elements, 

such as ML or DL, and classic image processing activities, as we can see in Figure 3.3. 
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In modern CV literature we can clearly see that AI is strongly interconnected to the 
CV domain. 

Even if the programming language is only a tool for implementing the means 
of the image processing algorithm, the selection of the most suitable language is not 
a trivial task. Usually, this choice is determined by the environmental conditions: the 
hardware the application is running on, the purpose of the application, the sensors it 
must interact with, and so on. 

To be able to simulate the proposed system I used the python-based CV 
framework EECVF [6], [7], [123]. The motivation of using this framework was based 

on several elements: the versatility of the programming language used, the capability 
of extending existing CV algorithms, the capability of debug information outputting. 

In subchapter 3.2 I present an overview of frameworks found in literature with 
a brief presentation of each entry. Followed in subchapter 3.3 where I tend to explain 
the justification for using a certain framework for our simulations. In subchapter 3.4 
the EECVF internal structure and block is presented and in subchapter 3.6 the 
conclusion is presented. 

 
 

3.2. Overview of existing frameworks 

 

In this subchapter, frameworks that were found in literature are presented. The 
analysis of the frameworks focuses on highlighting main points of each framework 
and in which programming language they were developed. To be able to create an 
objective overview we excluded frameworks that focus on solving a particular use-
case or tailored to certain architecture. 

Libraries, open-source or not, are not in the focus of this analysis because we 
consider that they are the backbone of the majority of the frameworks presented. 

This on its own is an important topic and I would like to enumerate several popular 
ones: OpenCV [124]–[126] (C++, Java, Python), MatWorks [127] (Matlab or C++), 
TensorFlow (C++, Python) [128]–[131], CUDA (C++, Python) [132], SimpleCV 
(Python) [133], [134], CImg [135] (C++), OpenAI[136] (for Python), MatlabFns 
[137] (for Matlab or Octave). 

Waikato Environment for Knowledge Analysis (WEKA) is a set of tools bound 
together in a program with a common user interface, based on C/C++ programming 

language [138]. Later WEKA3 appeared with no scope change from usability 
perspective but rather a change in the programming language from C/C++ to Java. 
WEKA3 is used in various application areas, in particular for educational purposes and 
research [139]. 

Parallel Image Processing Framework (PFIP) has the scope to offer scholars the 
possibility to execute parallel processing of image processing algorithms. The 

framework consists of a master (PFIPMaster) and N clients (PFIPSlave). PFIP has a 
programming interface intuitive and easy to understand [140]. 

JavaVis is an open source, Java based, CV teaching framework. It consists of 
a series of CV algorithms handling image domain and a series of algorithms handling 
the 3D domain. JavaVis functions can be launched both from command line or the 
JavaVis GUI. JavaVis third module consists of a visual desktop where different CV 
algorithms can be easily placed and connected [141]. 

QVision is a software framework constructed to reduce the programming effort 

for researching prototypes in CV or ISP. The framework offers functions from libraries 
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like Intel’s Integrated Performance Primitives, BLAS, LAPACK, or GSL. QVision 

includes a simple but powerful approach to multithreaded programming, aimed for 
non-expertise parallel programmers, and a versatile GUI that is designed with the 
scope of programming ease [142]. 

PyCVF is an open-source framework for CV and video-mining. The framework 
is facile for rapid development of applications and offers a suite of CV algorithms build-
in. The framework can interact with other frameworks like WEKA or toolboxes like 

OpenCV or Django [143]. 

The R Analytical Tool To Learn Easily (RATTLE) is a graphical data mining 
application residing in the R programming language. The framework goal is to ease 
the transition from basic to sophisticated data mining and analyses. Rattle offers an 
user interface for a facile introduction to data mining tools [144]. 

DARWIN framework is a two-part system based on the C++ programming 
language. The aims of it are to provide students and researchers with an infrastructure 
for researching and tuning ML methods. They provide data management, logging, and 

configuration infrastructure with a consistent and well-documented interface [145]. 
Fiji is a Java based open-source software framework that focuses on image 

analysis particularly in biology. The framework has the aim to combine powerful 
software libraries with several scripting languages to enable rapid prototyping. At the 
core of the Fiji framework is the popular Java library ImageJ [146]. 

EMZed is a framework designed for mass spectrometry users based on Python. 

The aim of this framework is to enable the users to create custom workflows for liquid 
chromatography and data analysis. The framework is aimed specifically at 
inexperienced programmers that want to create a comprehensive list of core 
functionalities. [147] 

Adaptiv Vision Studio (AVS) is a software framework based on C++ with the 
goal of image processing and image analysis. To prove the usage of this framework a 
group of postgraduate students from Automatic Control and Biotechnology at the 

Silesian Technical University tested it as part of an CV course. AVS has proven to be 
a powerful environment with ready-to-use image analysis filters for CV experts and 
beginners [148]. 

CloudCV, is a comprehensive framework which aims to provide access to CV 
algorithms as a cloud service using APIs. The framework backbone is comprised of 
virtual machines running on Amazon Web Services on which users can run a 
considerable number of tasks in a distributed and parallel manner. CloudCV offers 

algorithms based on C/C++, Python or .NET for experts or beginners users [149].  
HetroCV is a framework for image processing applications that auto-tunes in 

order to focus on run-time on heterogeneous CPU-MIC platforms. Users can configure 
processing details or let the framework auto-tune. The main advantage of using this 
framework is that statistics are extracted from the CPU and a prediction for optimal 
tuning parameters is done in parallel [150]. 

MicMac framework has been developed by the National Institute of Geographic 
and Forestry Information and the National School of Geographic Sciences since 2003. 
MicMac is a free, open-source photogrammetric software for 3D reconstruction. The 
framework offers predefined CV algorithms with default parameters, but developers 
and scientists can use MicMac to implement their own algorithms [151]. 

The DeepDIVA framework aims to enable a quick and intuitive setup for CV 
experiments based on Python language. The framework offers services to track 

experiments, hyperparameter optimization, and visualization of DL or ML algorithms. 

Another important benefit of this application is the capability to use Web Services 
[152]. 
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Table 3.1 Analysis of different CV frameworks found in literature 

Name Year Lang Open GUI Main benefits 

WEKA 

[138] 

1994 C / 
C++ 

Yes Yes Focused on ML and Data Mining algorithms. 

PFIP  

[140] 

2004 Java Yes No Focus on parallel processing CV algorithms. 
Uses JPVM platform. 

JavaVis 

[141], [154] 

2007 Java Yes Yes CV algorithms. 
 

QVision 

[142] 

2008 C++ Yes Yes Wrapper for Intel IPP library. 
 

WEKA3 

[139] 

2009 Java Yes Yes Focused on ML and Data Mining algorithms. 
 

PyCVF 

[143] 

2010 Python Yes Yes CV and video mining algorithms. 
 

Rattle 

[144], [155] 

2011 R  Yes Focused on ML and Data Mining algorithms. 

DARWIN 

[145] 

2012 C++  Yes CV and ML algorithms. 
Python wrapper. 

FIJI  
[146] 

2012 Java Yes Yes Biological-image analysis specific. 
Plug-in to Matlab, ITK and WEKA. 

eMZed 

[147] 

2013 Python  Yes Specialized for chromatography LC/MS 
data. 

AVS  

[148] 

2015 C / 
C++ 

Yes Yes CV algorithms + presentation for teaching. 

CloudCV 

[149] 

2015 Python   Distributed CV algorithm as a cloud service. 
Python, Matlab APIs. 

HetroCV 

[150] 

2016 C / 
C++ 

No  CV and ML algorithms on CPU-MIC platform. 
Focused on run-time on HW optimizations. 

MicMac 

[151] 

2017 C++  Yes Photogrammetric algorithms available. 
Specialized for 3D reconstruction. 

DeepDiva 

[152] 

2018 Python Yes  Accessible as Web Service. 
DL and ML algorithms. 

Chainer 
[153] 

2019 Python Yes  DL for accelerating the research. 
CV and ML algorithms. 

EECVF 
[6], [7] 

2020 Python Yes  CV, ML and benchmarking algorithms. 
Facile incorporation of other toolboxes. 
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Chainer is a framework that provides acceleration using GPU with familiar 

Python libraries for CV application. Researchers and practitioners can implement a full 
range of CV and DL models using this framework [153]. 

EECVF is a python-based framework for developing CV, ML or DL models with 
a built-in logging mechanism to ease the debugging. Several CV jobs are provided by 
default, but users can add new functionality in the framework easily. The framework 
has a separate block that handles AI activities where users can find the existing 

models or add theirs [7]. 

In  
Table 3.1 a brief overview of the analysis is presented. To offer this overview it 

was considered the year of publication (announcement) of the framework; base 
programming language used; the abbreviation or name of the framework; the main 
benefits each framework offers to the users. 

From the overview presented in  
Table 3.1 we can observe that most of the frameworks found in literature are 

open source, which represents a clear benefit for future expansion.  
Another interesting aspect I can point out is the main programming language 

used in the development of the frameworks. We can clearly see a correlation between 
the maturity level of Python language and the usage of it in constructing frameworks. 
This aspect is natural, from my opinion, as python offers built-in functions in order to 
interconnect several services provided by operating systems or HW accelerators. 

 
 

3.3. Framework selection 

 
Choosing a framework for my simulation endeavours is not a facile task. As 

presented in  
Table 3.1 multiple variants for this task are available, based on various 

programming languages. 
Naturally the familiarity of EECVF framework was an important factor but not 

singular. To select the framework to use for the system I chose the following criteria 
to be taken into consideration: 

1. Programming language 

2. Capability of simulating an entire chain of processing 

3. Capability of outputting intermediate and debug data 

4. Facile integration of new CV algorithms 

The programming language is an important aspect. Python, which is an 
interpreted, high-level programming language has become the de facto standard for 
exploratory and computation-driven scientific research. This fact is clearly visible in 
the overview presented [7] and in  

Table 3.1 and there for was taken in consideration as a limiting factor for the 
selection. 

The capability of simulating in one place all the desired chain of actions needed, 
from ISP pre-processing tuning to high-level decision, is important when trying to 
construct a system for detecting urban landmarks. The facile experience from the past 
to integrate new CV algorithms together with new benchmark algorithms into EECVF 
was a factor.  

The framework can handle the cycle of creating - training - evaluating an AI 

model, executing a CV application using the model and finally evaluating the results 
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and displaying them without user intervention. From the capability of handling this 
chain the name of “End-to-End”. 

The assumption that EECVF does is that tuning the model, running the CV 
application, and evaluating the results do not happen at the same time, which is true 
in our case.  

“EECVF is an easy to use, modular, and flexible framework designed for 
researching and testing CV concepts. The framework does not require the user to 

handle the interconnections throughout the system” [7]. This of course is not 
particular to this framework, but the trivial way in which new CV algorithms can be 

plugged in the EECVF is an important aspect in the decision. 
One disadvantage of the EECVF is the lack of a GUI for basic users but in our 

use case this is not the case. Furthermore, my interest was more in developing and 
expanding new CV algorithms into the framework than just using existing ones. 

 
 

3.4. EECVF presentation 

 
EECVF is constructed in a modular manner with the clear scope that a user can 

use one or several blocks of the framework. The users are not required to handle the 
interconnections throughout the system.  

““All the components, high-level blocks, or low-level jobs, respect the concept 
of data coupling. EECVF aims to have a loose coupling between software elements so 
the dependencies would be minimal and the data flow slim. This aspect of construction 
helped the functionality of the EECVF to be scalable. New features can be easily 
integrated in the framework by users, without any need for refactoring, changing or 
adapting any existing features or concepts inside” [7]. 

 

 
Figure 3.4 EECVF construction blocks 

 
As stated before, one of the main goals of the framework is to unify different 

stages of the CV vast domain. To do so EECVF is divided into four modules as shown 
in Figure 3.4. Because the system can consider each block as an individual component 
it can employ mechanisms in order to eliminate duplication of data or interfaces inside 
the system [7]. 

As we can observe in Figure 3.4 the User Interface block is on top of the 

following four blocks: AI, Application, Benchmark and Data Processing. 
EECVF is constructed following the Façade design principle, where the User 

Interface block acts like a façade for the entire system. Facade principle states that a 

complex subsystem needs to provide an interface that limits interactions with lower 
layers of architecture. By doing this, the system offers a controlled channel of 
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communications between user and the system [156]. Every task that EECVF offers 

provides a method to the user with the scope of abstracting the internal functionality. 
To understand how EECVF inner architecture works, we need to define the 

terms [7]: 
•  a job is defined as a task that ultimately adds value for the CV or AI 

processing pipeline. 
•  a service is an operation that handles internal framework functionality and 

assures proper configuration and information flow. 

•  a port is defined as a channel for the information to be passed between jobs 
of the pipeline or blocks of the framework. 

•  a wave is a term used for the entire processing block done for one frame by 
the system. 

•  a block is defined as a subsystem that handles one specific functionality of 
the EECVF. 

 

 
Figure 3.5 Job structure overview 

 
Every job has a public interface, present in the User Interface block, from which 

it can be configured via parameters. This public method should handle all the 

necessary changes inside the blocks and even trigger other jobs, from the same or 
different block, if necessary. In Figure 3.5 the internal structure of a job is presented. 

One can choose to use only one of the blocks or for several of EECVF. For 
example, a user can only use the Application block to run a simple CV pipeline, or the 
Application block and the Benchmark block to run and evaluate a novel algorithm 

proposal. 
 

3.4.1. AI block 

 
The AI block handles the customization of AI models (ML, CNN, or DL) and 

afterwards the training and hyper-parameter tuning of it. EECVF desires to isolate 
these specific activities from the rest. The first reason this isolation is applied is to 

respect the modular principle it is built on. This separation is also needed because 
these sets of activities are made prior to any usage of the model in any system. An 
overview of this block can be seen in Figure 3.6. 
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Figure 3.6 AI block overview 

 
EECVF offers the AI block as a block in which users can implement their own 

models or they can use third-party models. The framework does offer build-in models, 
but usually every application desires to implement new ones. 

In order to augment the data for training we can employ third-party functions 
or use the Application block. As stated, EECVF is not dependent on any library to be 
used. 

 
 

3.4.2. Application block 

 
The Application block is designed to handle the CV pipeline. “This block 

configures the actual order of execution for all triggered jobs and ports that the user 
describes in the attempt to simulate a use case” [7].  

In some sense we can consider this block the “main block” of EECVF. In Figure 

3.7 the overview for the block is presented. 
To set up a processing pipeline one needs to define all the desired jobs with 

input ports and output ports, the input data source for the pipeline and if they desire 
a different schedule than standard. 

“The Application block is designed to be modular, scalable, and flexible. To 
enforce this concept, it has processes that attempt to remove duplicate operations, 

schedule Jobs, and execute algorithms only when needed” [7]. 
 The Proxy design pattern states that a resource in a system is offered only 

when it is needed by a service or functionality [156]. The Application block is 
constructed in the manner to respect this approach and when executing jobs and 
services this just in time approach is respected [7]. 
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Figure 3.7 Application block overview 

 

Job parsing algorithm is an intermediate important step for this block and has 
the aim to avoid duplicate jobs and offer a parsed list of jobs to the scheduler. The 
slim list of jobs and ports that is outputted by the Job parsing algorithm is a JSON 
file. In this phase the pipeline is defined by respecting the priority of jobs and 
availability of data as input [7]. The job parsing algorithm is described in Figure 3.8. 

 

 
Figure 3.8 Job Parsing algorithm 

 
The job parsing algorithm aims to sort all the jobs in the pipeline, so no job is 

executed before the input port is present and populated. At the end of the algorithm 
by clustering continue the processed jobs, the ones with input port allocated, different 

from the unprocessed jobs, the ones without input port, jobs with missing ports will 
be set as inactive [7].  

All the jobs from the Application block are composed from three phases: 

initialization, run and terminate. The initialization phase should handle the initial 
configuration for each job and is called only once in the pipeline. Another important 
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aspect that is triggered in the initialization phase is the creation of output ports. The 
run phase is the part of the job that we desire to execute for each frame injected into 

the pipeline. This phase is responsible for populating the ports and setting the valid 
flag or invalid as necessary. The last phase of each job is the termination part where 
the actions that need to be done in the last step are configured. 

 

 
Figure 3.9 Application algorithm 

 
In Figure 3.9 I describe the generic Application algorithm. The main function 

of this block clearly focuses on the execution environment and not the functionality it 

is executing. This focus enforces the flexibility attribute of EECVF. 
“The error handling responsibility inside the Application block is divided 

between the hidden methods of a job, that should protect against exceptions that 
occur in processing, and the block frame together with the scheduler. There are 
several mechanisms to protect against the execution failure of the Application block. 

Every port has a validity attribute that is set by jobs when they are filled after 

processing; if the attribute is false, this will cause all the jobs that consider the port 
as input to not execute the current wave. Every job checks, after initialization, that 
the necessary data and input ports exist; if this is not the case, the job will be 
eliminated from the pipeline and the depending on jobs will not execute. If an error 
occurs in the run phase of a job, this will be considered corrupted and will be skipped 
and logged accordingly” [7]. 

Statistics and debug data from Application block is generated automatically for 

each wave using Data Processing Block. The minimum data saved for each job are 
the output image port, if that is an image, and run time analysis. Naturally the user 
can downsize or complicate the quantity of data needed to be exported in this phase. 
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3.4.3. Benchmark block 

 
The Benchmark block is responsible for evaluation, validation or integrity 

checking of data from the EECVF. In this block, one can opt from a number of 
benchmark algorithms to apply on their results or implement new metrics needed.  

The construction of this block does not support a parallel design by nature, this 
is intentionally because the evaluation is not done at the same time as running an 

application. The block can run multiple evaluations for one application. In Figure 3.10 
the overview for this block is presented.  

“A limitation of using this block that we consider mentioning is the fact that 
the jobs inside this block cannot be integrated with Application block jobs. This 
limitation exists purposefully because the EECVF environment considers that 
benchmark is done post-CV pipeline execution” [7]. 

 

 
Figure 3.10 Benchmark block overview 

 

 

3.4.4. Data processing block 

 
“The Data Processing block handles the “communication” between users and 

EECVF. By “communication”, we understand the exchange of data between the 
framework and the user. This can be exemplified as saved images, tables, plots, or 

other metrics” [7]. 
In this block users can configure one or several data manipulation services that 

can create plots, metrics, statistics, or any other data related manipulation desired. 
Like stated before by default, a limited series of data is saved, and they can be found 
in the Logs folder. 
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3.5. Example of adding into EECVF 

 
“Adding new functionalities to the framework is a facile task because of the 

architecture chosen when we developed it. All functionalities of the EECVF are to be 
found under the so-called generic term of job” [7]. In this section I will attempt to 
explain how to add a new job into EECVF. 

To respect the principles of this framework, and general programming 

principles, we should encapsulate the functionality inside one Python module. The new 
job should respect the template offered (Application/Jobs/job_template.py) and 
expose three public methods: a user-interface, an initialization and a cyclic run.  

The user interface method should configure the transition between user and 
the Application block and describe the configurations. The new methods should be 
configurable using a series of parameters. Some parameters are mandatory like name 
of input port with respective wave and pyramid level; name for one or several output 

ports and parameters that are needed for the actual function [7]. 
Like presented in the template module the users should create inside the job 

user interface method a list of ports, input, and output, and to specify the format of 
the data. In this interface one should not forget to point the initialization function 
together with needed parameters and the run function, again with the needed 
parameters. The integrity of the ports and data flow should be handled from the low 

level of init_function and main_function for jobs. 

After the public methods are done in order to be considered by EECVF they 
need to add the interface of the Application block (Application/__init__.py) and the 
new module to the package init module (Application/Jobs/__init__.py) [7]. 

To better expose how a new job is added to the framework, we will present 
what changes that were needed for a simple job, like the sharpening (high-pass) filter, 
which is presented later on in section 4.4.  

 

 
Figure 3.11 Job interface example 
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First, we created the job interface inside the module sharpening.py, a module 

already existing in EECVF. As we can observe in Figure 3.11 a user must configure 
the parameters it desires beside the standard port_input_name and 
port_output_name. Important aspects were configured in this method like job name, 
input ports, output ports and name of inner method to call. 

Next, we need to add the user interface of the job in the 
Application/__init__.py module, like we observe in Figure 3.12. This step will create 

the necessary visibility state for the user to be able to access the new job. 

 

 
Figure 3.12 Job interface added to EECVF interface list 

 
The final step is to add this job to the framework as presented in Figure 3.13, 

where we create the main_function method for our new job. In this case, like stated 
before, we created a simple job to be easy to follow. Being a relatively simple job, we 
only need to use OpenCV library to create the desired functionality.  
 

 
Figure 3.13 Example of main_function of a job inside EECVF 
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This example is a trivial one, but it has the scope of exemplifying how facile 

it is to add new jobs to the existing framework. Being an open-source framework and 
being stored on GitHub [123] users have access to other more complex jobs to take 
as example if needed. 

 
 

3.6. Conclusion 

 
EECVF is an open-source Python-based framework that aims to assist 

researchers and teachers on day-to-day activities in the CV domain [7]. In this case 
I have used this framework to simulate and evaluate the proposed algorithm as a 
whole or as parts of it. 

“EECVF is a easy to use, modular and flexible software framework that can 

handle complicated CV pipelines while offering all the necessary information to the 
user for understanding the effect of each block in the chain. Combining the robust 
design of our framework with the advantages of Python programming language has 
proven to be beneficial to the outcome. EECVF can run in multiple operating systems 
with minimal changes” [7]. 

In [7] we are presented with another benefit that EECVF can offer, the fact 

that it can be used in educational scope. The authors have identified that EECVF can 
be used in the following areas with clear benefits: usage in core courses for CV, 
effective and flexible software tool for students, tool for teachers to design 
assignments, usage for research in education. 

To reproduce all the steps of the proposed algorithm inside EECVF one can run 
the module main_TMBuD_detection.py. Similarly, if we wish to reproduce the 
sharpening experiments, we can run main_sharpening_dilated.py. 
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4. DILATED FILTERS 
 

 

4.1. Introduction 
 

There are two main categories of image processing actions: filtering and 
warping. Image filtering changes the range of the image intensities, so the colours of 

the image are modified but the pixel positions remain intact. Image warping changes 
the domain of an image, in other words the pixel position changes without changing 
the intensity. 

 

 
Figure 4.1 Difference between image processing [157] 

 
Filtering is a technique for altering or transforming an image. Because of the 

regional scope of this it can be considered a neighbourhood operation. By filtering the 
value of any output pixel is calculated by an algorithm that considers the pixels in the 
neighbourhood of the corresponding input pixel. The region or neighbourhood taken 

in consideration in each case can be different from filter to filter. 
The first mention of dilation in the image processing domain appears in the 

mathematical morphology field. The dilation operation uses a filter element to probe 
and expand the shapes contained in an image [158], [159].  

The second mention of the idea of dilated kernels appeared in the ML domain 
in recent years. It is a technique in which one expands the kernels by inserting holes 
between the consecutive elements [160]–[164]. 

The third mention of dilated filters in literature is the similar idea from ML, but 
applied to classical filter-based convolutions outside of any AI model. The experiments 
were conducted on the edge detection kernels with good results [8], [9], [165]. 

In this chapter I will present the idea of dilated filters in the classical filter 
domain, see sub-chapter 4.2, followed by the presentation of the results obtained on 
edge detection algorithms, in section 4.3. The results from the edge detection 
experiments encouraged the pursuit of applying the idea on sharpening filters, which 

is analysed in sub-chapter 4.4. 
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4.2. Dilated filters  
 

“To benefit from a higher neighbourhood of a pixel to obtain a pixel edge we 
define a dilated filter as in Definition 1. When the kernels are dilated, the newly added 
positions are considered as gaps and we ignore them by setting zeros” [8]. 

 
Definition 1. “A dilated filter is obtained by expanding the original filter by a 

dilation factor” [8]. 
 
The main objective of dilating is to cover more information from the input in 

the output obtained with every convolution operation, as we can observe in Figure 
4.2. By applying this operation, it results in a wider field of view at the same 
computational cost. 

 
Figure 4.2 Generic kernel dilated 

 
The hypothesis behind is that by dilating filters, rather than expanding filters, 

the region covered by the transformation is bigger in terms of pixel distance and not 
pixel density. This means that we take into consideration more information and not 
more pixels. 

In a sense, we can consider that by using dilated filters we have an operation 
that is similar to applying the original filter to a lower scaled image. This experiment 
is researched [165] with interesting results. 

The validation of the benefits, in terms of computational resources, is proven 

in [8] where the authors calculated the average run time for several classical edge 
detection kernels: Sobel [166] and Prewitt [167]. The results are presented in Figure 
4.3 and we can observe that the average run-time on 200 frames is equal between 

the classical 3𝑥3 kernel, dilated 5𝑥5 or dilated 7𝑥7. 

Figure 4.3 Run-time analysis of edge detection filters [8] 
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4.3. Dilated filters in edge detection 
 

Edge detection is one of the basic features in CV and aims to localize variations 
on the image colour domain that correspond to a physical change of shapes. Edge 
detection, being a basic feature by definition, must be an efficient and reliable 
computational process with concrete results [168]–[170]. 

In this section I will attempt to present the positive results that were obtained 

by using dilated filters in several edge detection algorithms, work that was done in 
the past in [9]. In Figure 4.4 visual results are presented when using one of the most 
popular classical edge detection algorithms: Canny [171]. As we can observe in the 
images, each level of dilation can bring with it extra edge points. 
 

 
Figure 4.4 Edge map resulted using Canny algorithm with the same parameters. 

Columns are original image, edge map using 𝟑𝒙𝟑 kernel, edge map using 𝟓𝒙𝟓 dilated kernel, 

edge map using 𝟕𝒙𝟕 dilated kernel. Source of image is [9]. 

 
To prove the hypothesis evaluation was done using several edge detection 

techniques. In [9] details for each edge detection algorithm can be found together 
with steps executed for each of the following: 

• First-Order Derivative Orthogonal Gradient Operators [172],  

• First-Order Derivative Compass Gradient Operators [119], [173],  

• Frei–Chen Operator [174], [175],  
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• Laplacian Edge Operator [176],  
• Laplacian of Gaussian Operator [172],  

• Marr–Hildreth algorithm [177],  
• Canny algorithm,  
• Shen–Castan Algorithm [178],  
• Edge-Drawing Algorithm [179], [180].  

 

To properly benchmark the results the authors have used two different 
benchmarking algorithms on two different datasets. The scope of this dual evaluation 

was to investigate different aspects of edge map usage.  
The first benchmark dataset used was the popular Berkeley Segmentation 

Data Set and Benchmarks 500 (BSDS500) [181] as an expert judgement dataset. 
BSDS500 is a commonly used dataset for benchmarking boundary detection, a 
common use case of edge-detection. The dataset comprises natural images that have 
been manually segmented. Examples of images found in dataset are presented in 
Figure 4.5. 

 

 
Figure 4.5 Example of images from BSDS500 with equivalent ground truth [9] 

 

For edge detection evaluation the Pixel Correspondence Metric (PCM) 
algorithm [182] was used on the BSDS500 dataset. “This metric is reliable for 
correlating similarities because it searches for the optimal matching of the pixels 
between the edge images and then estimates the error produced by this matching” 
[9].  

In Equation (4.1) PCM is defined between two images 𝑓 and 𝑔, where the 

cost of an optimal match is represented as 𝐶 (𝑀𝑜𝑝𝑡(𝑓, 𝑔)), the maximum localization 

error as 𝜂 and the total number of pixels that are not zero as |𝑓⋃𝑔|.  
 

𝑷𝑪𝑴𝜼(𝒇, 𝒈) = 𝟏𝟎𝟎 ∙ (𝟏 −
𝑪 (𝑴𝒐𝒑𝒕(𝒇, 𝒈))

(|𝒇⋃𝒈|)
)                                                    (4. 1) 

 
For each image precision (P), recall (R) and F-measure (F1) [183] is 

calculated. The highest possible value of an F-score (Equation (4.4)) is 1.0, indicating 

perfect P and R. P (Equation (4.2)) is the probability that a resulting edge/boundary 
pixel was labelled as a true edge/boundary pixel. R (Equation (4.3)) is the probability 
that a true edge/boundary pixel was detected [9]. 

 

𝑷 =
𝑻𝑷

𝑻𝑷+𝑭𝑷
                                                                                 (4. 2) 
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𝑹 =
𝑻𝑷

𝑻𝑷+𝑭𝑵
                                                                                (4. 3) 

 

𝑭𝟏 = 𝟐 ∙
𝑷∙𝑹

𝑷+𝑹
=

𝟐∙𝑻𝑷

𝟐∙𝑻𝑷+𝑭𝑷+𝑭𝑵
                                                                    (4. 4) 

 

The second benchmark dataset used was a synthetic dataset from [165]. 
“The gray-scale dataset contains various edge types (such as step edges, ramp and 

roof edge), widely varying angles, various junctions and brightness changes” [9]. An 
example of the images present in this dataset are presented in Figure 4.6.  

To evaluate the results on the second dataset the Symmetric Figure of Merit 
(SFoM) [184], [185] metric is used. This metric is a deviation of Figure of Merit (FoM) 
[186] where in order to avoid the computation of the distance of FPs only in one 

direction we would consider a combination of 𝐹𝑜𝑀(𝑓, 𝑔) and 𝐹𝑜𝑀(𝑔, 𝑓), as we can see 

in Equation (4.6). 
 

 
Figure 4.6 Example of images from the synthetic dataset [9] 

 

FoM measures the discrepancy between the edge map and the reference 
edge image. This measure, which is mostly a distance measurement, ranges from 0 
to 1 [9]. In Equation (4.5) the FOM is presented with the following notation  𝑓 for the 

predicted image, 𝑔 for the ground truth image, 𝑘 as a constant equal to 19 and 𝑑𝑔(𝑝) 

as the minimal Euclidean distance between pixel 𝑝 from 𝑓 and 𝑔. 

 

𝑭𝒐𝑴(𝒇, 𝒈) =
𝟏

𝒎𝒂𝒙(|𝒇|,|𝒈|)
∙ ∑ (𝟏 + 𝒌 ∙ 𝒅𝒈

𝟐 (𝒑))𝒑∈𝒈                                                 (4. 5) 

 

𝑺𝑭𝒐𝑴(𝒇, 𝒈) =
𝟏

𝟐
∙ 𝑭𝒐𝑴(𝒇, 𝒈) +

𝟏

𝟐
∙ 𝑭𝒐𝑴(𝒈, 𝒇)                                                  (4. 6) 

 
The mentioned edge detection algorithms were evaluated on the two 

different datasets using the specified benchmark algorithms to test the hypothesis 
that dilating the filters obtains better results than the classical ones or extended 
versions.  

In Table 4.1 the overview of the result evaluation is presented from [9]. As 

we can observe in most of the cases the best results were obtained when using the 
dilated version of the kernels.  

As we can observe by dilation an increase in F1-score is obtained. The simple 
structure of the dilated filters, they are also a good choice when the runtime matters. 
The other classical filter extensions from [187]–[192] increase the targeted region of 

the filter but the number of operations too without a significant improvement in order 
of metric obtained [9]. 
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Table 4.1 Overall best results for each edge operator 

Operator  PCM  SFoM 

  Kernel P R F1  Kernel SFOM 

First Order Orthogonal  7 × 7(D) 0.571 0.679 0.621  7 × 7(D) 0.754 

First Order Compass  5 × 5(D) 0.565 0.687 0.620  7 × 7(D) 0.753 

Frei–Chen  5 × 5(D) 0.554 0.673 0.608  7 × 7(D) 0.481 

Laplace  7 × 7(D) 0.309 0.794 0.445  5 × 5(D) 0.478 

LoG  7 × 7(D) 0.490 0.659 0.562  7 × 7(D) 0.491 

Marr–Hildreth  7 × 7(D) 0.450 0.744 0.561  5 × 5(D) 0.411 

Canny  7 × 7(D) 0.478 0.813 0.602  7 × 7(D) 0.679 

Shen–Castan  7 × 7(D) 0.483 0.711 0.576  5 × 5(D) 0.442 

ED  7 × 7(D) 0.556 0.704 0.621  3 × 3 0.673 

 
Another interesting experiment focusing on dilated filters in edge detection 

was done in [165]. The authors analysed and compared the dilation of filters with 
reconstruction approaches. In the paper an experimental proof of the hypothesis that 
dilating a 3𝑥3 a filter with a factor of 1 is similar to applying the same filter in the 

immediately lower scale pyramid level is found. 
The experiment was designed using two popular algorithms like First Order 

Derivative Orthogonal and Canny algorithm evaluated on BSDS500. In one part the 
two-edge detection algorithm would use the dilated 5𝑥5 and 7𝑥7 kernels, and in the 

other part different reconstructing algorithms were used to bring back the edge map 
to initial pyramid level. Details on the steps done for each reconstructing algorithm 
can be found in [165]. 

The experiment was scaled in order to be tested using different filters than 
the classical Sobel [166] like Prewitt [167], Kirsch [193], Scharr [194], Kayyali [195], 
Kroon [196]. The test concludes that in most cases, using dilated filters produces 
similar results as processing at lower scale level and expanding it.  

Naturally benefits exist when extracting features from a lower level in terms 
of noise reduction. But when doing so one should take in consideration the additional 
computational steps that appear when we desire to bring edge maps back to the initial 

level. 
 
 

4.4. Dilated filters in image sharpening  
 

 

4.4.1. Introduction 
 
Image enhancement of contrast is a concern related to the sharpening of 

certain features like edges, object boundaries or textures. The main scope of this 
activity is to improve the visual appearance of the image. 

Various approaches have been advanced for contrast enhancement. One of 
the most common methods used is the histogram equalization. This method is based 
on the mapping of grey level is a matter that is uniformly distributed. This method 

has disadvantages like attenuation of low contrast or high computation cost [176], 
[197], [198]. 
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Another popular solution for sharpening is the high-pass filter (HP). Filters like 

the low pass, band reject or HP are identified as ideal filters. An ideal filter has the 
property that it cuts all frequencies above (or below) a certain threshold frequency. 
In Equation (4.7) and (4.8) the ideal filter is presented, where (M, N) is the filter sizes 
and 𝐷0 is the cut off distance. Other HP filters have evolved over time like the 

Butterworth filter, see Equation (4.9), and Gaussian, see Equation (4.10) [176], 
[199]–[201]. 

 

𝑯(𝒖, 𝒗) =  {
𝟏, 𝒊𝒇 𝑫(𝒖, 𝒗) > 𝑫𝟎

𝟎, 𝒊𝒇 𝑫(𝒖, 𝒗) ≤ 𝑫𝟎
                                                             (4. 7)    

 

𝑫(𝒖, 𝒗) = [(𝒖 −
𝑴

𝟐
)

𝟐

+ (𝒗 −
𝑵

𝟐
)

𝟐

]

𝟏
𝟐

                                                          (4. 8)  

 

𝑯(𝒖, 𝒗) =
𝟏

𝟏 + [𝑫𝟎 𝑫(𝒖, 𝒗)⁄ ]𝟐𝒏                                                                 (4. 9) 

 

𝑯(𝒖, 𝒗) = 𝟏 − 𝒆
−

𝑫𝟐(𝒖,𝒗)

𝟐𝑫𝟎
𝟐

                                                                  (4. 10) 
 

A downside of the HP is the fact that they can amplify noise on an image. 

High-pass filtering can exaggerate a small, faint detail so while HP can improve an 
image by sharpening detail, overdoing it will degrade the quality considerably. 

 

[
𝟎 𝟎 𝟎
𝟎 𝟏 𝟎
𝟎 𝟎 𝟎

] − [
𝟎 𝟏 𝟎
𝟏 −𝟒 𝟏
𝟎 𝟏 𝟎

] = [
𝟎 −𝟏 𝟎

−𝟏 𝟓 −𝟏
𝟎 −𝟏 𝟎

]                                               (4. 11)  

 

[
𝟎 𝟎 𝟎
𝟎 𝟏 𝟎
𝟎 𝟎 𝟎

] − [
𝟏 𝟏 𝟏
𝟏 −𝟖 𝟏
𝟏 𝟏 𝟏

] = [
−𝟏 −𝟏 −𝟏
−𝟏 𝟗 −𝟏
−𝟏 −𝟏 −𝟏

]                                                (4. 12) 

 
As we can observe in Equation (4.11) and (4.12) examples of discrete HP in 

2D. One important aspect to specify is if the kernel sum is 0 the results would be an 
edge detection, not an image enhancement. 

Another popular solution for image enhancement is the unsharp masking (UM) 
technique, this technique appeared in photography with the aim to improve the quality 
of pictures by masking their details. In this variant we would consider subtracting a 
blurred copy of the image from the original image itself. Even if the solution is a simple 
one it comes with several downsides like high sensitivity to noise and possible 

enhancements to high-contrast areas [202]–[205]. 
 

𝒇𝒔𝒉𝒂𝒓𝒑(𝒙, 𝒚) = 𝒇(𝒙, 𝒚) + 𝒌 ∙ 𝒈(𝒙, 𝒚)                                                        (4. 13) 

 
The complete UM operator is presented in Figure 4.7, and we can summarize 

it in Equation (4.13), where 𝑘 is a scaling constant. The 𝑘 value constant can typically 

vary between 0.2 and 0.7, the higher the value the stronger the sharpening. 
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Figure 4.7 Common way of implementing the UM 

 
In order to highlight what each algorithm presented brings in terms of image 

sharpness enhancement we chose an image with low visible conditions from TMBuD 
dataset [39]. The results and the corresponding pixel histogram for the RGB image 
are presented in Figure 4.8 and similar for the grayscale images in Figure 4.9. For the 
UM algorithm, it used a strength of 0.7. 

 

 

 
Figure 4.8 Image sharpening effect example on colour mobile phone image 
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As we can observe, the sharpening algorithm work in both colour spectrums 

with decent results. Of course, in literature we are presented with more complex 
sharpening algorithms like in [206]–[209] but for this chapter we are concern in 
presenting the basic solutions. 

An aspect worth mentioning when looking over the histograms is that the 
histogram equalization algorithm makes the most alterations on the histogram, 
compared with the HP or UM. 

When comparing the histograms from Figure 4.8 and Figure 4.9 we can 

observe that even if the image spectrum is changed, the trend of the pixel distribution 
remains the same. 

 

 

4.4.2. Dilated high-pass filter and UM 
 

 
From section 4.3 we concluded that dilated filters bring benefits to the edge 

detection process. Now I would like to investigate how this affects the sharpening 
process. 

In this scope we would dilate the following Laplace kernels found in literature, 
see Figure 4.10. By doing this we would like to take in consideration when applying 

the sharpening of a wider neighbourhood. To correct assess if this is a benefit, we 
need to take in consideration the 5𝑥5 extended kernels. 

 

Figure 4.9 Image sharpening effect example on grayscale mobile phone image 
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Figure 4.10 Laplace kernels: 𝟑𝒙𝟑, 𝟓𝒙𝟓 and 𝟓𝒙𝟓 dilated 

 
As stated before, with the gaping that occurs with dilating filers, we would 

expect to be more resistant to noise impact and take in consideration a wider region 

of interest when sharpening. 
Because of the conclusions from the last section, where I obtained similar 

results on grayscale and coloured images, I will present only the results on colour 
images for visual comparison. 

Visual results for the sharpening HP with different Laplace kernel versions can 
be observed in Figure 4.12 and in Figure 4.11. First remark in this case is that when 

using the 5𝑥5 kernel, the results are not promising. We clearly see a burn effect on 

the image in case of the expanded kernels.  
Typically, when applying a sharpen filter we wish to enhance the image for 

future processing but avoid over saturation or crisping effect on edges. In the case of 
5𝑥5 the effect is present and renders the images close to unusable for must 

applications.  
In both cases presented in Figure 4.12 and Figure 4.11 we observe better 

results for 5𝑥5 dilated filters than the classical 3𝑥3 kernel.  
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Figure 4.12 Results of HP using Laplace V1 kernel  

Figure 4.11 Results of HP using Laplace V2 kernel  
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In Figure 4.14 and Figure 4.13 the results of UM are presented using 

standard 3𝑥3, extended 5𝑥5 and dilated 5𝑥5 Laplace kernels V1, respectively V2. 

Figure 4.14 Results of UM using Laplace V1 kernel 

Figure 4.13 Results of UM using Laplace V2 kernel  
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As in the HP case we see a clear over sharpening effect in case of the 

5𝑥5 extended version of the kernels. But when using a 5𝑥5 dilated version we can 

observe, visually, an improvement of the sharpness. 
These initial visual results are encouraging enough in order to engage into a 

statistical evaluation of this proposed sharpening solution. Like in case of edge 
detection, I hope to obtain better metrics using a wider neighbourhood with the same 
computation resources as using 3𝑥3. 

 
 

4.4.3. Benchmarking the sharpness 
 
In this section evaluation criterions for sharpening are presented. The 

evaluation of an enhanced image is a difficult task for two reasons: there is no specific 
index that determines the optimal level of sharpness and the fact that any sharpening 
algorithm we would use has several parameters that can change the output [210]. 

From literature we concluded that the following metrics are used to evaluate 
and judge the effect of sharpening: entropy of an image, the spatial factor and mean 
contrast [211]–[213]. 

Entropy, in information theory, is the average level of information inherent or 
the amount of uncertainty of an event associated with a given probability distribution. 
Entropy can and is used to measure the 'disorder' level. As the level of disorder is 

higher, the entropy value increases, and the expected event becomes less predictable. 

The formula for it is presented in Equation (4.14) [173]. 
 

𝑯(𝒔𝒎) = − ∑ 𝒑𝒏(𝒔𝒏) ∙ 𝐥𝐨𝐠𝟐(𝒑𝒏(𝒔𝒎))                                                     (

𝟐𝟓𝟓

𝒏=𝟎

4. 14)  

 
Spatial Frequency (SF) is the measure of the overall activity level in an image 

[214]. For an 𝑀𝑥𝑁 image block 𝐹, with grey values we can define SF as in Equation 

(4.15), where 𝑅𝐹 is the row frequency, described in Equation (4.16) and 𝐶𝐹 the 

column frequency, described in Equation (4.17). 
 

𝑺𝑭 = √(𝑹𝑭)𝟐 + (𝑪𝑭)𝟐                                                                     (4. 15) 
 

𝑹𝑭 = √
𝟏

𝑴𝑵
∑ ∑[𝑭(𝒎, 𝒏) − 𝑭(𝒎, 𝒏 − 𝟏)]𝟐

𝑵

𝒏=𝟐

𝑴

𝒎=𝟏

                                                (4. 16) 

 

𝑪𝑭 = √
𝟏

𝑴𝑵
∑ ∑ [𝑭(𝒎, 𝒏) − 𝑭(𝒎 − 𝟏, 𝒏)]𝟐

𝑴

𝒎=𝟐

𝑵

𝒏=𝟏

                                                (4. 17) 

 
The last metric I will use is the mean contrast of an image, or mean pixel 

value, see Equation (4.18). Even if this is not a complex metric it will show how the 
contrast changed and by doing so if an object becomes more distinguishable. 
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𝑪 = (∑ ∑ 𝑭(𝒎, 𝒏)

𝑴

𝒎=𝟏

𝑵

𝒏=𝟏

) (𝑴 ∙ 𝑵) ⁄                                                            (4. 18) 

 
To better benchmark my results, the evaluation will be done on a series of 

images, presented in Figure 4.15. The dataset comprises different situations like 
strongly blurred, slightly blurred, low visibility, darked regions, low resolution, and 
high-resolution images. The images were chosen from the TMBuD dataset and will be 

used in the detection phase too. 

The good resolution image is included in the evaluation dataset with the scope 
of permitting us to observe if the sharpening deteriorates substantially the “good” 
images. 

 
 

 
 
 
 

 
 
 
 

Figure 4.15 Images from the benchmark dataset 
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4.4.4. Evaluation results 
 
In this evaluation I included the results of HP and UM, presented in section 

4.1, using 3𝑥3, 5𝑥5 extended and 5𝑥5 dilated filters of Laplace V1 and V2, presented 

in Figure 4.10. The metrics and dataset used are the ones presented in section 4.4.3. 
For this evaluation I would consider only grayscale images. 

 

In Figure 4.18 I present the Entropy metric results for each of the 10 images 
from the dataset. As presented, a higher value of Entropy is associated with a sharper 
image so we can observe that when using V1 Laplace, Figure 4.18(left), we obtain in 

most cases higher values. When using the V2 kernel, Figure 4.18(right), we clearly 

Figure 4.18 Entropy metric for HP for each image from dataset 

Figure 4.16 SF metric for HP for each image from dataset 

Figure 4.17 Mean contrast metric for high pass filter for each image from dataset 
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observe a non-deterministic trend of Entropy values, in some cases the entropy falls 
beneath the original image even. 

In Figure 4.16 we are presented with the SF matric results per image. As we 
can observe the highest values for this metric is obtain when using the 5𝑥5 extended 

kernel. But as stated before, none of these metrics are deterministic directly with the 
quality of the sharpness of the image. In this case, we see that SF value that high is 
equivalent to burning effect, as we saw in the visual results. 

In Figure 4.17 we are presented with the mean contrast value of the images 
where we observe and can conclude that none of the filters produce systematic 

changes in the intensity distribution of the image. This is an important aspect when 
evaluating image manipulation of this sort. 

Figure 4.19 Visual results of high pass filter using V1 and V2 
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In Figure 4.19 we are presented with a visual example of the results we 

obtained on image “01604” from the dataset. As we can observe when using the 
dilated filters, the images are enhanced better than with the classical 3𝑥3 but lower 

than when using 5𝑥5. From the histograms we can conclude that using V1 kernels 

does not flatten that much the histogram as in case of the V2 kernels. 
 

Table 4.2 Average results per entire dataset for high pass filter 

  Entropy  SF 

Original image  7.105  14.881 

HP V1 3𝑥3  7.234  31.383 

HP V1 5𝑥5  5.143  69.286 

HP V1 5𝑥5 dilated  7.236  43.032 

HP V2 3𝑥3  7.226  49.896 

HP V2 5𝑥5  6.396  92.332 

HP V2 5𝑥5 dilated  6.966  62.801 

 

The average results from the metrics used, Entropy and SF, are centralized in 
Table 4.2 and we conclude that the trend we saw in Figure 4.18 and Figure 4.16 are 
respected across the entire dataset. The Entropy is lower when using the 5𝑥5 kernels 

but higher than when using the 5𝑥5 dilated. In case of SF we see that when using the 

dilated version of the kernels the values are moderate higher than when using the 
classical 3𝑥3. 

Now, after investigating the high pass filter approach we will investigate the 
UM approach to see if the results are consistent to those found till now. 

In Figure 4.22 we can observe the entropy metric results when using the UM 
algorithm for sharpening with 3𝑥3, 5𝑥5 and 5𝑥5 dilated kernels. Different from the high 

pass results in this case we obtain a smaller value for Entropy when using the 5𝑥5 

extended. But when using the 5𝑥5 dilated version we observe a slight increase in the 

metric, which is an improvement that can indicate clearly that we avoid over 
sharpening the image. 

Similar to before, in case of SF metric, see Figure 4.21, we obtain the highest 
values when using the 5𝑥5 extended, followed by the UM when using 5𝑥5 dilated. In 

this case we can conclude that using 5𝑥5 dilated offer more sharpness but not to the 

limit of “burning” the edge of an image. 

An interesting aspect is observed in Figure 4.20 where the mean contrast is 
plotted. The mean value of contrast in each image does not change radically when 
applying the UM with either kernel, exception being V1 5𝑥5 extended. This may be 

an important aspect because it suggests that even if the pixel values are changed 
the distribution of them is not. 
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In Figure 4.23 visual results are presented for this case and in Table 4.3 the 

average results of the metrics calculated. As before we can observe that using 5𝑥5 

dilate kernels bring forward better results than the classical 3𝑥3. Another aspect worth 

mentioning is that using an 5𝑥5 extended filter does not seem to be a good solution 

for this activity. 
 

 
 
 
 

 
 

Figure 4.22 Entropy metric for UM for each image from dataset 

Figure 4.21 SF metric for UM for each image from dataset 

Figure 4.20 Mean contrast metric for UM for each image from dataset 
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From Table 4.2 and Table 4.3 we can conclude that using dilated filters for 

sharpening an image is an option to consider. In general, it brings better results than 
the classical 3𝑥3 ones in terms of image enhancement. 

 
 
 
 
 

 
 

Figure 4.23 Visual results of UM using V1 and V2 
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Table 4.3 Average results per entire dataset for UM 

  Entropy  SF 

Original image  7.105  14.881 

UM V1 3𝑥3  7.208  26.875 

UM V1 5𝑥5   5.850  60.652 

UM V1 5𝑥5 dilated  7.248  36.220 

UM V2 3𝑥3  7.243  41.752 

UM V2 5𝑥5  6.678  80.673 

UM V2 5𝑥5 dilated  7.102  53.548 

 
 
 

4.5. Conclusion 
 

In this chapter I presented the concept of dilated filters. This action of dilation 
even if simple, just gaping with zeros the new formed position, brings forward good 
results in simple or complex algorithms that use convolutions. 

Firstly, I presented from the literature the effects that dilated filters have upon 

edge detection algorithms, see chapter 4.3. From Table 4.1 I concluded that using 
dilated kernels instead of classical ones has benefits.  

Secondly, encouraged by the results obtained for edge detection, I 
investigated the possibility of using dilated filters for image sharpening. The concept 
of image sharpening is presented in chapter 4.4.1 and the evaluation in chapter 4.4.4. 

From Table 4.2 and Table 4.3 I concluded that using dilated filters for image 
sharpening is a path worth pursuing. In our scope we only analysed the feasibility of 
the concept using standard basic classical sharpening solutions in order to prove this. 
This scope limitation is driven by a practical factor too, factor being that in the 

proposed landmark detection algorithm a fast computational solution is needed. 
This investigation has generated the idea that dilated filters can be used in 

more advanced sharpening algorithms like [205], [208], [210]. This aspect would be 
researched in future work. 

Another aspect that would be beneficial to research would be the possibility 
of measuring the level of sharpness quality of an image. This topic was approached 

in literature by scholars over the years in [215], [216].  
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5. PROPOSED LANDMARK DETECTION SYSTEM 
 

 

5.1. Introduction 
 

In this chapter I will present the proposed system for detection of urban 
landmarks specific for mobile device street-view perspective. The proposed system or 

algorithm can be used in any urban scenario but, in this case, it will be tuned for the 
Timişoara scenario. 

Landmark (building) recognition is deemed to be an object detection or 
content-based image retrieval problem for a specific scope. Compared to general 
object recognition tasks, this specific one brings more challenges because most urban 
images contain both human-made objects and natural ones.  

“Images taken of the same building could demonstrate a wide range of 
variability – they may be taken from different viewpoints, under different lighting 
conditions, or suffer from partial occlusions from trees, moving vehicles, other 
buildings, or themselves. Therefore, an ideal building recognition technique should be 
sensitive enough to identify an individual building while robust to different geometric 

and photometric image transformations” [14]. 
In Figure 2.3 the general scheme for a landmark detection system is 

presented. The proposed system is similar in certain parts with [23], [78], [106] and 
it is a continuous of our previous work done in [108]. 

In the beginning, in chapter 5.2 I will present the benchmark dataset that will 
be used for evaluating the entire algorithm and fine-tune certain parts. The TMBuD 
dataset presented is an extension of the one presented in chapter 2.3. 

In chapter 5.3 the proposed landmark detection algorithm is presented in 
detail. The system will use ground (street-view) images and GPS contextual data to 

recognize human made landmarks from Timişoara. 
The proposed algorithm is capable of handling difficult situations or scenarios 

when multiple landmarks of interest are clustered into a small arial like city squares 
or tourist neighbourhoods. These situations are the most interesting ones from the 
applications perspective as tourism applications usually have difficulties in this kind 

of situation. 

The system is benchmarked on publicly available dataset and Timişoara 
dataset. These duality in evaluation should offer the necessary confidence upon the 
system to be considered in future tourism applications. The results for this evaluation 
are presented in chapter 5.4. 

Beside the evaluation based on image datasets I will present an evaluation 
upon a recorded movie from a mobile phone with scenarios from Timişoara. These 
certain evaluation use cases should simulate the future use in mobile tourism 

applications. In this use case the system should be able to handle motion and 
continuous distractors in the detection. Initial results have revealed positive and 
encouraging results upon evaluation. 
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5.2. TMBuD -detection dataset  
 

In this chapter the TMBuD building detection dataset is presented, this is an 
extension of the TMBuD dataset [39] presented in chapter 2.3. This dataset aims to 
support a quantitative evaluation of mobile visual search supported by GPS context, 
of a subset of landmarks in the Timişoara area. 

The main novelty of this dataset is the clear targeted scope of containing 

landmarks only from Timişoara city, which is the main arial targeted by our landmark 
detection system. 

The TMBuD building dataset contains 1097 images with the resolution of 
768x1024 pixels taken using a mobile phone from a street view perspective. The 
images are organized into 125 district landmarks located in several tourist parts of 
Timişoara. The dataset can be accessed from the TMBuD repository [217] using the 
release branch TMBuD_Building_Detection_v1. 

 

 
Figure 5.1 Example of one unique landmark inside TMBuD dataset 

 
An important aspect to specify is that the benchmark comprises mobile photos 

of urban landmarks that aim to include variable quality, blurring, lighting changes, 
occlusions, and various viewing angles. This aspect is presented in Figure 5.1 where 
several images were selected from one landmark. The intention was to capture photos 

of different shot sizes (close, medium, long) and different angles of direction to be 
able to mimic real life scenarios. 

The proposed benchmark dataset has different perspectives and conditions, 
as stated before, but it offers the possibility to evaluate a system in two unique 
conditions: low resolution images captured and night-time conditions. As presented 
in Figure 5.2 the dataset offers a limited number of images from landmarks in a low 
resolution, 7.66% of them, and images taken at night, 14.9% of them.  

Low resolution images can occur in a mobile detection system from multiple 
sources like bad signal, low end mobile device and so on. This fact triggers the idea 
that a benchmark dataset should incorporate this kind of images inside of it to observe 

how a system will react. 
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Figure 5.2 Distribution of images from TMBuD 

 

For each image from the dataset a series of information is available that are 
described in Table 5.1. All the information is stored inside a csv file (DATA SPLIT.csv) 
which is used for creating the desired datasets. 

 
Table 5.1 Information for each image in TMBuD dataset 

Field of csv file Explication 

Picture name Naming format is xxxyy, where the xxx represents the 

landmark number and yy the image number  

Landmark name The name of the landmark represented in the image. 

Coordinates Landmark The coordinates of the landmark in WGS 84 Web Mercator 
system, taken from google maps6. 

Coordinates image The coordinates of the landmark in WGS 84 Web Mercator 
system, taken from google maps6. 

GT salient edges If the image has a ground truth of salient edges 
equivalence. 

GT labels If the image has a ground truth of semantic segmentation 
equivalence. 

Condition If the image was taken at NIGHT or DAY condition. 

Quality A human visual evaluation of the resolution quality of the 
image. 

Dataset STANDARD Subcategory of the “STANDARD” dataset the image is 

used (TRAIN/VALIDATE/TEST) 

Dataset 3_2 Subcategory of the “Building detection 3 TRAIN 2 TEST” 

dataset the image is used (TRAIN/TEST/NONE) 

Dataset 3_5_NIGHT Subcategory of the “Building detection 3 TRAIN 5 TEST” 
dataset the image is used (TRAIN/TEST/NONE) 

Dataset 3_N Subcategory of the “Building detection 3 TRAIN N TEST” 
dataset the image is used (TRAIN/TEST/NONE) 

 
6 https://www.google.com/maps 
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Modern mobile systems do not have the limitation of recording or capturing 
good quality images at night. This fact triggered again the need of incorporating in 

the benchmark images at night. The presence of these images in the evaluation 
dataset cause the systems to be evaluated in these conditions. 

Different from generalized visual search, mobile visual search scenarios can 
benefit from rich contextual information like GPS. This contextual help of the GPS data 
can be a helpful tool if we are talking about an isolated landmark, but it can become 

problematic for cases where landmarks are geographically close one from another.  
In Figure 5.3 we can observe the distribution of landmarks and position from 

which the images were taken in case of two squares of Timişoara. In cases like this 
we can clearly observe that a system cannot rely on GPS data alone to discriminate, 
from the same relative coordinates one can “target” different landmarks. 

 
The two examples shown in Figure 5.3 clearly represent the main difficulty 

landmark detections system can and face in real life applications. If we look in the left 
image of Unirii Square, we can clearly see that from one point in space (one GPS tag) 
we can observe no less than 17 registered landmarks and many more buildings that 

are not of interest to us. 
This situation becomes even more interesting when we consider that in this 

kind of scenario the number of distractors is constant and high. This fact is known 
and expected in urban areas like this where population density is always high.  

To measure the photography diversity for each landmark we use the (lossless) 
JPEG compression size of the average images, similar to [31], [218]. This measure is 

done by computing the average image of each landmark and creating the lossless JPG 
file. The size of the file reveals the amount of information available. The theory behind 
this is that a diverse image will result in a blurrier average, compared with one that 
has a little diversity will result in a more structured, sharper one. Therefore, we can 
expect to see a smaller JPG file size of the average image for a landmark that offers 
more diverse images. 

In Figure 5.5 two landmarks are presented with the average image results. 

The two landmarks chosen to be represented are the outliners of the dataset, the 
smallest and largest lossless JPG size.  

To better understand the diversity of the landmarks offered by TMBuD we can 
see in Figure 5.4 the distribution of images and lossless JPG size of average image 
per landmark. On average, there are 7 different perspectives per landmark and 

lossless size of approximately 1.4 Mb. 
 

Figure 5.3 Landmark photo distribution by overlaying the location point of each collected 
photos on the Google map of “Unirii” Square Timișoara (left) and “Victory” Square Timișoara 

(right) 
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To construct a certain dataset, one should use the offered python module 

(parse_database.py) with the instruction offered in the README file. For building 
detection benchmarking one can use the following variants: 

i. BUILDING_DET_3 - which will offer 125 unique landmarks with 3 training 
images and 2 testing or inquiry images. For an easy integration the format the images 
are offered is similar to ZuBuD dataset [22]. Total number of images will be: 375 for 

training and 251 for testing. 
ii. BUILDING_DET_3_NIGHT - which will offer 56 unique landmarks with 3 

images for training and for testing 3-day time images and minimum 2 night time 

images. The format will remain the same as the previous variant. Total number of 
images will be: 168 for training and 281 for testing. 

i. BUILDING_DET_3_N – which will offer 125 unique landmarks with 3 
images for training and a variable number of testing images. Total number of images 
will be: 380 for training and 717 for testing. 

The dataset provides as diverse landmark appearances as possible to simulate 
the real-world search challenges. Hence, the volunteers are encouraged to capture 

queries and ground truth photos without intent to avoid the intruding foreground, 
called noise in the semantic labelling. 

In comparison with the other benchmark datasets, presented in Table 2.1, 
from chapter 2.2, the TMBuD benchmark offers a smaller amount of images per 

objective but tackles the problem of low resolution cases plus the night conditions. 

Figure 5.5 Example of average images for one landmark. First row is the landmark with the 
highest lossless JPG size and in the second row the one with the smallest. 

Figure 5.4 Number of images (left) and lossless JPG size (right) for each landmark from the 
dataset 
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5.3. Proposed detection system 
 

Landmark urban detection problems can be assimilated as a CBIR problem. 
In many ways the same problems are tackled to obtain a good detection and 
classification as in a general CBIR system. 

In Figure 5.6 I present the overall processing pipeline proposed for my use 

case. The proposed flow is presented in detail in the future subchapter and evaluated 
afterwards. 

If we want to summarize all the steps needed for this action, we can 
enumerate the following: (i) image and metadata gathering; (ii) image pre-processing 
(task needed to enhance the final classification); (iii) feature extractor; (iv) code book 
generation; (v) classifier. 

 

 

The proposed system in the offline path takes the dataset images and 
generates a vector of A-KAZE features that is filtered using a region of interest. This 
action compared to other solutions does not add a smaller weight to the features 
outside the region but ignores them all together. The assumption is that they are 
generated from distractors in the image. Afterwards, the features vectors are grouped 
together in a vector for each landmark which are clustered into BOF structure using 

the KNN clustering algorithm. 
In the on-line phase we mirror the pre-processing part in order to filter out 

the features that are generated from distractors and using ANN classifier we find the 
closest similar landmark vector to the inquiry image. 

To enhance the detection, we use GPS tags to limit our search range within 
the clusters. By doing so we gain benefits in the direction of detection accuracy and 
run-time. 

In order to generate better features, in terms of localization and quantity, we 

enhance the images using dilated sharpening UM algorithm. The configuration of the 

Figure 5.6 Proposed pipeline for landmark detection 
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UM is carefully chosen so the low-quality images get enhanced but the good quality 

images do not get over-sharpen. 
 
 

5.3.1. Image pre-processing 
 

Pre-processing is a common naming used for operations done on the lowest 

level of abstraction upon an image. The aim of these operations is to improve the 
image data and to suppress unwilling distortions or enhance some image features 
important for further processing [219]. 

In our scope the aim of this action is to enhance the image in order to obtain 
better features extracted on one hand and to obtain a faster processing time for the 
whole chain on the other hand. 

 

 

5.3.1.1. Grayscale transformation 
 

In CV applications multiple colour spaces are used to describe a scene, either 
for human use or machine use. A colour space is a method in which we can specify, 
create and visualize colours [119].  

Different colour spaces are suited for different applications or acquisition 

equipment. Most common colour spaces are: RGB (Red-Green-Blue), CMYK (Cyan-
Magenta-Yellow, Black), HSV (Hue Saturation Lightness Value), HIS (Hue Saturation 
Intensity Value), YUV (luma component, blue projection, red projection), grayscale 
(amount of light). 

In our system the raw image input is in RGB colour model format, which is a 

unification of 3 different colour matrixes, one for each colour channel. For a faster 
processing pipeline, we would like to process our images in grayscale format, which 
has only one-color channel. 

The grayscale representation of an image is a matrix of pixels that are 
represented as 8-bit integers with range from 0-255, representing intensity changes. 

There are multiple formulas to change the colour space between RGB and 
grayscale. In our algorithm we use Equation (5.1) to convert between the colour 

spaces, where 𝑌 is the gray level, 𝑅 the red value, 𝐺 the green value and 𝐵 the blue 

value of a pixel. 

 
𝒀 = 𝟎. 𝟐𝟗𝟗 ∙ 𝑹 + 𝟎. 𝟓𝟖𝟕 ∙ 𝑮 + 𝟎. 𝟏𝟏𝟒 ∙ 𝑩                                                        (5. 1) 

 
In Figure 5.7 the popular ‘Lena’ image is transformed from RGB to grayscale 

image as an example. 
 

 
Figure 5.7 Image representation of RGB channels and grayscale 
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5.3.1.2. Pyramid level transformation 
 

Pyramid representation is a type of multi-scale image representation specific 
to the CV domain. The image is subject to repeated smoothing and subsampling in 
order to obtain a scale-space representation. The name of the image pyramid is 
because if we arrange the images in decreasing order of their resolution, we would 
obtain a pyramid shape with a square base, see Figure 5.8 from [220]. 

 
Operations regarding scaling between levels of the image pyramids can be 

found in [221]. The main two operations are: REDUCE, see Equation (5.2), and 
EXPAND, see Equation (5.3). In the equations 𝐺𝑙 represents the image at level 𝑙 and 

𝐺𝑙,𝑘 represents the image obtained by expanding 𝐺𝑙 𝑘 times. In case of REDUCE 

operation 𝑤(𝑚, 𝑛) is the weighting function that is used. 

 

𝑮𝒍(𝒊, 𝒋) = ∑ ∑ 𝒘(𝒎, 𝒏) ∙ 𝑮𝒍−𝟏(𝒊, 𝒋) ∙ (𝟐𝒊 + 𝒎, 𝟐𝒋 + 𝒏)

𝒏𝒎

                                        (5. 2) 

 

𝑮𝒍,𝒌(𝒊, 𝒋) = 𝟒 ∑ ∑ 𝑮𝒍,𝒌−𝟏 (
𝟐𝒊 + 𝒎

𝟐
,
𝟐𝒋 + 𝒏

𝟐
)

𝒏𝒎

                                                 (5. 3) 

 
The Laplacian pyramid, presented in Equation (5.4), is considered the 

resulting bypass, typically details like edges, from the REDUCTION process. This is 
obtained by the image transformation through scales of the pyramid, results that are 
usually lost in the process. 
 

𝑳𝒍 = 𝑮𝒍 − 𝑬𝑿𝑷𝑨𝑵𝑫(𝑮𝒍)                                                                      (5. 4) 
 

The RECONSTRUCT process of an image is presented in Equation (5.5). In 

order for this process we need the preserved details stored in the LAPLACE PYRAMID 
[221]. 
 

𝑹𝑬𝑪𝑶𝑵𝑺𝑻𝑹𝑼𝑪𝑻𝑬𝑫(𝑮𝒍) = 𝑳𝒍 + 𝑬𝑿𝑷𝑨𝑵𝑫(𝑮𝒍)                                                 (5. 5) 
 

 
Even if the processing steps presented here are basic and fundamental, they 

represent important steps in each processing pipeline for CV. 

Figure 5.8 Example of image pyramid transformation [214] 
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5.3.1.3. Image sharpening 
 

In order to enhance the image properties for better feature detection, I 
applied a sharpening transformation on the grayscale image. The scope of this activity 
is to enhance certain features like edges, object boundaries or textures as described 
in chapter 4.4.1. 

The sharpening mechanism chosen is the UM filter using dilated filters 

presented in chapter 4.4.2. To be able to evaluate the benefits of this task I use the 
same dataset as in chapter 4.4.3, presented in Figure 4.15. The choice of evaluating 
a limited number of images and not the entire TMBuD dataset is a practical one. The 
dataset was created with the aim of containing all scenarios hence we can be assured 
that the evaluation is objective. 

The aim of this evaluation is to choose which level of dilatation would be the 
optimal one for our proposed algorithm. For an overview of the effects of dilated 

sharpening we would plot the number of A-KAZE features, described in chapter 
5.3.3.2, the entropy of the images and SF, described in chapter 4.4.3. This activity 
would be done on three different pyramid levels in order for us to observe if the trend 
of the results remain the same if we scale down the images. 

From Figure 4.23 and Table 4.3 we concluded that using expanded 5𝑥5 Laplace 

kernels for UM sharpening produce false artifacts in the images. This is something 
that is not desired for our use case because it can cause creation of false features 

afterwards. In this direction I will not include the 5𝑥5 kernels in this analysis. 

The evaluation will consist of using UM with V1 and V2 classical and dilated 
kernels variants, see Figure 4.10. We will evaluate kernels with dilation factor of 1 
(5𝑥5) and 2 (7𝑥7). As presented in chapter 4 the hypothesis is that this will produce a 

sharper image and by doing so more features will be generated. 
First, we can observe the visual results of this transformation in Figure 5.9 

when using V1 kernel and in Figure 5.11 when using V2 kernel.  
First thing we observe is that directly proportional with the dilation factor 

used, the number of features increases. This aspect, if taken into consideration alone, 
can be a positive thing. But one must be precautious about this fact as at a closer 
look we observe that the increased number is caused by the strong variations in 
intensity caused by the “burning” effect of over sharpening. 

If we visually compare the results obtained using V2, see Figure 5.10, we can 
observe a huge improvement in the features number but a clear over sharpening 

transformation. 

An important positive aspect that we observe by visual analysis is that the 
hypothesis that dilated kernels bring benefit results is sustainable. 

In Figure 5.9 we are presented with the results for the entire dataset used. 
We can observe that in every case sharpening the image resulted in a bigger number 
of features detected. Moreover, when using dilated filters, the number increased even 
more. 

Looking over the results presented we preliminary conclusion appears that 
using Laplace V1 kernel with a dilation factor of 2, so 7𝑥7, seems the correct choice 

in this use case. If we look upon the number of features produced as an effect of the 
transformation, the number increased but without causing a clear over sharpening 
effect. This aspect is sustained by the Entropy and SF values for each image presented 
in Figure 5.9. The values are typically higher than the original image but lower than 
the ones produced when using the V2 kernel. 
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Figure 5.9 Number of features and image properties for pyramid level 0 

Figure 5.10 A-KAZE features detected on several images (00109, 07403) on pyramid level 0 
enhanced using UM filters with kernel V1 
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Figure 5.11 A-KAZE features detected on several images (00109, 07403) on pyramid level 0 
enhanced using UM filters with kernel V2 

 

Figure 5.12 Number of features and image properties for pyramid level 1 

 
Second part of our evaluation, I desire to understand how the sharpening 

effect transfers from one pyramid level to another in a number of features. To do so, 
I plotted the same information as for level 0 for level 1 and 2 in Figure 5.12, respective 
Figure 5.13. 

Concerning the number of features obtained, the number is lower, as 
expected, from the resolution decrease caused by the lower scaling. But an interesting 
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aspect is observed if we concern ourselves by the image characteristics after 
sharpening, Entropy and SF. The values obtained remain in the same range even if 

the image is downscaled. 
 

 
Figure 5.13 Number of features and image properties for pyramid level 2 

 
From the statistical data presented, I can conclude that the benefits of 

sharpening the image using a dilated filter before the feature extraction step brings 
further benefits regardless of the pyramid level that is processed. To support my 
findings, I present an example of image 00005 processed in several pyramid levels, 

see Figure 5.14. 
 

 
Figure 5.14 Features detected on image 00005 on different pyramid levels 

 
From the visual and statistical data presented in this chapter the hypothesis 

that using dilated filter and UM sharpening produces an enhancement upon the 
feature detection is proven. In our proposed algorithm further, I will use the dilated 
7𝑥7 V1 Laplace kernel for the UM algorithm. By using this I desire to increase the 

number of features we can process even for complicated use cases, like low visibility, 
low resolution images, glaring and so on. 
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5.3.2. Semantic Segmentation 
 

Semantic segmentation is a technique used to cluster parts of the image 
together that belong to the same object or environment detail. This task is done on a 
pixel level and aims to group semantically the entire pixel map of an image. 

Semantic Segmentation is a challenging task in the CV domain and because 
of its difficult nature it is still highly researched in the field. Multiple literature reviews  

like [222]–[226] aim to offer a better understanding of the wide methods and 
solutions for certain use cases. 

Segmentation of the images can be achieved through “classical” methods like: 
thresholding, region based, edge based, watershed or clustering but in modern 
literature most of the solutions are solved using DL or CNN methods [117], [224].  

Image segmentation tasks can be classified into three groups based on the 
amount of information they can offer. The classical semantic segmentation refers to 

the classification of each pixel into a class. The first extension is the instance 
segmentation, where the aim is to categories based on instance and not only as a 
category. The news approach is called panoptic segmentation where the aim is to 
offer the classification and instance in an image. An example is presented in Figure 
5.15 [227]. 

 

 
For our system I investigated an DL based method for choosing our region of 

interest, so we will aim to achieve a classical semantic segmentation. In order to 

achieve this task, we can define several key phases, which will be detailed in this 
chapter. The minimum list of activities needed for this task are data preparation, data 
augmentation, choosing the proper model, training, and evaluating the trained model. 

For our system I chose Residual Networks with 50 layers (ResNet-50) as base 
model [228] of our network with SegNet [229] as a segmentation model. In this 

chapter all steps are explained and detailed for each phase. 

 

 

5.3.2.1. Preparing data  
 
Data preparation is one of the most important steps when talking about AI CV 

methods, like in this case. The accuracy of the model is directly proportional on the 
quality of the training set of data. 

There are three terms that will be helpful for this chapter to define in the 
beginning: training data, which refers to the data used for training and fitting the 

algorithm, validation data, data that is used to continuous validate the training 
process, and testing data, which represents a set of new images, but not radically 
different on which we evaluate the resulting model. 

For our training, I will use datasets presented in chapter 2.3 and not a general 
semantic segmentation dataset like PASCAL [230], KITTY [231] or CityScape [232]. 

Figure 5.15 Example of segmentation task [227]  
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As stated before, the main concern of our application is street view perspective. This 
perspective should be strongly considered when training the DL model. 

By analysing Table 2.2 and Figure 2.2, where we compared available semantic 
datasets, I can easily conclude that for our use case we would only consider the 
following dataset: eTRIMS, LabelMeFacade, TMBuD. Concerning ECP, ICG Graz5 and 
CPM from our perspective are too focused on the building façade and that will cause 
deformation of the understanding inside the model. Another interesting view is the 

one from VarCity where only the main building is labelled, and the rest is marked as 
unknown. But, by using the dataset, we will create confusion about the other building 

from the scene when training (3 dataset label them and one not). 
As presented in chapter 5.2, TMBuD was extended to contain more labelled 

images and to be similar with scenarios that can occur in real-life use cases in the 
future. These aspects have determined us to split part of this dataset for the test 
dataset. So, in the SEMSEG_EVAL_FULL variant of TMBuD, the existing data will be 
divided into 250 images for training and 50 images for testing. 

In order to be better tuned, the semantic segmentation for the application on 

hand I opted to correlate the labels to obtain a sort of binarization: building and 
background (that I call noise). In Table 5.2 the correlation between original labels and 
new labels is presented. As we can observe, we grouped under the BUILDING label 
all the elements that compose a building and marked all the rest as NOISE. We 
reserved the third class, UNKNOWN, for pixels that the model cannot decide on. 

 
Table 5.2 Class corelation of used dataset for training 

Dataset UNKNOWN BUILDING NOISE 

eTrims - 
BUILDING, DOOR, 

WINDOW 
VARIOUS, CAR, PAVEMENT, ROAD, 

SKY, VEGETATION 

LabelMeFacade  
BUILDING, DOOR, 

WINDOW 
VARIOUS, CAR, PAVEMENT, ROAD, 

SKY, VEGETATION 

TMBuD UNKNOWN 
BUILDING, DOOR, 

WINDOW 
SKY, VEGETATION, GROUND, 

NOISE 

 
In Figure 5.16 we are presented with visual results of new label ground truth 

for the datasets.  

 

 
With the rest of the images, I divided them equally between training and 

validation dataset. The validation dataset will result in 622 images, composed from 
30 images out of eTrims, 468 out of LabelMe and 124 out of TMBuD. 

To enhance the training results of the model, typically, on training dataset a 

process of data augmentation is done. Data augmentation is a process in which we 

Figure 5.16 Example of dataset label correlation. 
 a) TMBuD original image; b) TMBuD original label; c) TMBuD new label; d) eTrims original 
image; e) eTrims original label; f) eTrims new label; g) LabelMeFacade original image; h) 

LabelMeFacade original label; i) LabelMeFacade new label. 
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create copies of the images slightly transformed by colour or position modification. In 

our case, 26 transformations were done for each image consisting of zooming, 
sharpening, blurring, flipping, pixelating, rotating, or changing colour intensities. In 
Figure 5.17 some resulting transformations are presented. The effect of all this 
transformation is to expose the network when training with multiple different 
scenarios for an image. 

 

 
In the end we will have 3 datasets as follows: training dataset composed of 

18039 images, validation dataset composed of 622 and testing dataset composed of 
50 images. Even if that distribution does not correspond with the classical distribution, 

it is sufficient for our training. 
Another transformation that was applied across all the images is a resize to 

512 pixels height by 320 pixels width. This size transformation was done in order that 
all the images used can be broken apart in 32 by 32 pixels blocks to fit the 
requirements of training the network. 

 
 

5.3.2.2. ResNet50 SegNet 
 

Choosing the right model to use for an DL task is not a trivial action. One needs 
to take into consideration several correlations between the desired task and the model 
to use. The models are different according to the data format one has, desired activity, 
resources at hand and so on. 

From the beginning it would be good that the following operations, commonly 
used in the networks, will be defined: 

• Convolution – is the mathematical operation that combines signal 𝑎 and 𝑏 or 

filtering input 𝑎 with kernel 𝑏. It is a process to overlay ‘b’ on ‘a’, multiply the numbers 

and sum the products and move. 
• Max pooling – is the down sample of an input by locally summarising the 

data where the local maxima of the filtered region are carried forward. 
• Average pooling – is the down sample of an input by locally summarising 

the data where the average of the filtered region is carried forward. 

Figure 5.17 Example of augmentation done for image 00703 from the training dataset 
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• Activation function – defines the output for a given input. Combining linear 
functions yields a linear function; however, in order to compute more in-depth 

features, nonlinearity is required [233]. 
• ReLu – is an activation linear function that outputs the input directly if is 

positive i.e. > 0, otherwise, it will output zero [233]. 
• Softmax classifier – is an activation function which imparts probabilities of 

each input belonging to each output when there are more than two outputs.  

• Batch Normalisation – is a layer that normalises the hidden nodes for future 
use. 

• Downsampling – is the operation that reduces the size of the image, 
example of this is Max pooling. 

• Upsampling – is the operation opposite of down sampling where the resulting 
image is expanded. The most common way of unpooling is using the Nearest 
Neighbour. 

ResNet or Residual Network is one of the popular used neural networks for 
semantic segmentation and it was introduced in 2016 by [228]. Originally, the 

network was hard to train because of the large number of layers and depth but that 
was solved by introducing shortcut connection between the layers. ResNet50 is the 
deviation of the original model that contains only 50 layers [224], [228]. 

In order to understand the inner workings of the ResNet50 model we have 
found a great representation in [234] and it is presented in Figure 5.18. In the 

network, two types of shortcuts are used. The first one is the identity block which 

eliminates the convolution layers at shortcut. The second one is the convolution block 
as a convolution layer at shortcut. In the second case, the input dimensions are 
smaller than the output dimensions. 

Figure 5.18 ResNet50 architecture details [224] 
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SegNet model appeared in 2017 presented by [229] and it is one of the most 

popular models for pixel-wise semantic segmentation. The trainable segmentation 
model consists of an encoder with a corresponding decoder followed by a pixel-wise 
classification. In case of SegNet the encoder architecture is topologically similar to the 
13 convolutional layers of VGG16 network [111].  

The role of the decoder network is to map the low-resolution feature maps to 
full input resolution feature maps for each pixel. The novelty of SegNEt is the way the 

decoder samples the lower resolution feature maps [229]. The structure of encoder-

decoder network is presented in Figure 5.19. 

 
One of the most important features of SegNet is that information is transferred 

directly instead of convolving it. This new approach renders this encoder-decoder 
network as one of the best models to use for pixel wise semantic segmentation [224]. 

For our use case I consider that using the ResNet50 SegNet combination, 
SegNet decoder and ResNet50 encoder, is the best fit after reviewing the literature 
and other applications. 

 
 

5.3.2.3. Training results 
 
Training a network typically consists of two phases: forward phase and 

backward phase. In the forward phase the inputs are passed through the network and 

in the following phase, backwards, the gradients are back propagated and weights 
are updated. The training process was done using the EECVF, described in chapter 3, 
using Tenserflow [129] and Keras.  

For the training I used the following parameters: 300 epochs to train, a batch 
size of 6, train images per epoch of 10 for each batch, validation images per epoch of 
3, input resolution of 320x512 pixels, optimizer to use Adam. 

I calculated the loss between the labels given and the training labels for each 
epoch using the cross-entropy loss [235] described in Equation (5.6). In Equation 
(5.6) 𝑁 is the total number of pixels, 𝑛 is the total number of classes, 𝑥 is the training 

input label and 𝑥̂ is the output predicted label. The cross-entropy loss is commonly 

used for classification applications. 

 

𝑳𝒐𝒔𝒔 = −
𝟏

𝑵
∑ ∑(𝒙𝒊̂ 𝐥𝐨𝐠 𝒙𝒊,𝒋) + (𝟏 − 𝒙𝒊,𝒋̂) 𝐥𝐨𝐠(𝟏 − 𝒙𝒊,𝒋)                                       

𝒏

𝒋=𝟏

𝑵

𝒊=𝟏

(5. 6) 

 

Figure 5.19 Illustration of the SegNet architecture [218] 
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Another metric that I used for each epoch is the accuracy, which is the ratio 
between the amount of correctly classified pixels and the total number of them. The 

formula for this metric can be found in Equation (5.7), 𝑁𝑐𝑙𝑠 be the number of classes, 

𝑁𝑥𝑦 is the number of pixels which belong to class 𝑥 and were labelled as class 𝑦. 

 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
∑ 𝑵𝒙𝒙

𝑵𝒄𝒍𝒔
𝒙=𝟏 +  ∑ 𝑵𝒚𝒚

𝑵𝒄𝒍𝒔
𝒙=𝟏

∑ 𝑵𝒙𝒙
𝑵𝒄𝒍𝒔

𝒙=𝟏 +  ∑ 𝑵𝒚𝒚
𝑵𝒄𝒍𝒔

𝒙=𝟏 + ∑ 𝑵𝒙𝒚
𝑵𝒄𝒍𝒔

𝒙=𝟏 + ∑ 𝑵𝒚𝒙
𝑵𝒄𝒍𝒔

𝒙=𝟏

                                   (5. 7) 

 
In Figure 5.20 I present the plotted values for Accuracy and Loss for the 

training process. The two graphs show the sanity and correctness of the training 
process. The first graph tracks the accuracy, and it offers a valuable insight on the 
amount of overfitting that is happening in the model. If the gap between the training 
and validation graph is high then the model is strongly overfitted. The second graph 
tracks the training loss, as evaluation on the individual batches is done during the 

forward pass. The loss can become more linear with a low learning rate. With high 
learning rates they will start to look more exponential. 

 
In our case I can observe that the model is slightly overfitted, but not to a 

degree that should cause problems. When talking about the learning rate we can 

observe a relatively good plot appearing. In both cases, the amount of “wiggle” is 
dependent on the batch size, which is dependent on the amount of data we have at 
hand. 

For evaluating the prediction of the model, I used the test dataset, which 
contains images that the network has never seen before. The metric I used is the 
Mean Intersection over Union (MIoU) that is presented in Equation (5.8). MIoU can 
be defined as the average of the ratio between the numbers of true positives 𝑁𝑥𝑥 or 

intersection, over the sum of true positives 𝑁𝑥𝑥, false negatives 𝑁𝑦𝑥, false positives 

𝑁𝑥𝑦 or union, for each class. 

 

𝑴𝑰𝒐𝑼 =
𝟏

𝑵𝒄𝒍𝒔
∑

𝑵𝒙𝒙

∑ 𝑵𝒙𝒚 +
𝑵𝒄𝒍𝒔

𝒚=𝟏
∑ 𝑵𝒚𝒙 − 𝑵𝒙𝒙

𝑵𝒄𝒍𝒔

𝒚=𝟏

𝑵𝒄𝒍𝒔

𝒙=𝟏

                                               (5. 8) 

 

Figure 5.20 ResNet50-SegNet training model metrics 
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As in the case of any other network training there is a point in the training of 

the model when we need to stop. The effect of not doing that is the over-fitting of the 
model. Overfitting is the concept that the model is statistically fitted exactly against 
the given dataset resulting in a very bad performance on unseen data. 

To try to avoid this effect as much as possible, I conducted the approach of 
considering the epochs as a parameter to tune and trained several models with the 
scope of finding the best fit. 

In Table 5.3 the MIoU metric results are presented for different configurations 

of the model according to the number of epochs it was trained. 
 
 

Table 5.3 MIoU results for different training configurations of ResNet50-SegNet 

Number of epochs UNKNOWN BUILDING NOISE AVERAGE 

50  0.000% 0.855% 0.888% 0.872% 

100  0.009% 0.854% 0.905% 0.879% 

150  0.000% 0.825% 0.852% 0.839% 

200  0.155% 0.880% 0.649% 0.764% 

250  0.004% 0.862% 0.894% 0.878% 

275  0.000% 0.863% 0.893% 0.878% 

300  0.000% 0.881% 0.917% 0.899% 

 
In Figure 5.21 prediction results of the model are presented. For a better 

understanding of the results, I opted to present an overlay view of the original image 
and semantic segmented labels predicted. 

 

 
In the end, it is important to state that from the obtained results, visual and 

statically, it seems that the model manages to predict good results in terms of 
differentiating our useful region of interest in the image. 
 
  

Figure 5.21 Example of predicted images with the trained model. Overlay colours: red is noise 
class, green is building, black is unknown. 
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5.3.3. Features detector 
 

A feature detector is defined as an algorithm that highlights feature-points or 
also called interest-points or key-points in an image. Features in CV are detected 
usually as corners, blobs, edges, joints, lines, or other clustering structures. The main 
goal of a feature detector is to describe different ways of unique patterns in a pixel 
neighbourhood. This process is identified as feature description as for each feature a 

distinctive identity is associated. The identity will enable the effective recognition for 

later matching [236]–[238].  
Feature detectors desire to have high repeatability and unique distinctiveness 

against several image transformations like viewpoint, blurring, noise, rotation. Most 
popular feature detectors are SIFT (blob based) [76], SURF ( blob based) [80], KAZE 
( blob based) [239], A-KAZE ( blob based) [109], ORB (corner based) [240], and 
BRISK (corner based) [241]. 

A-KAZE features was published in 2012 and it exploits non-linear scale space 

through non-linear diffusion filtering. The name comes from the Japanese word kaze 
which translates in wind and refers to the flow of air ruled by nonlinear processes on 
a large scale [239].  

Accelerated-KAZE (A-KAZE) feature detector appeared in 2013 which is also 
based on nonlinear diffusion filtering like KAZE but its non-linear scale spaces are 
constructed using a computationally efficient framework called Fast Explicit Diffusion 

(FED) [109]. 
 
 

5.3.3.1. KAZE features  
 
Before presenting KAZE or A-KAZE features we need to present the nonlinear 

partial differential equations (PDEs). “Nonlinear diffusion describes the evolution of 
the luminance of an image through increasing scale levels as the divergence of a 
certain flow function that controls the diffusion process” [239].  

In Equation (5.9) the classical nonlinear diffusion formula is presented, where 
𝑑𝑖𝑣 represents the divergence operator and 𝛻 represents the gradient operator. The 

adaptive diffusion to a local image structure is possible because of the conductivity 
function 𝑐. The function 𝑐 depends on the local image differential structure, and this 

function can be either a scalar or a tensor. The time 𝑡 is the scale parameter [239]. 

 
𝝏𝑳

𝝏𝒕
= 𝒅𝒊𝒗(𝒄(𝒙, 𝒚, 𝒕) ∙ 𝛁𝑳)                                                                     (5. 9)  

 
The function 𝑐 can depend on the gradient magnitude to reduce the diffusion 

of edges, and by doing so to encourage smoothing within a region instead of 
smoothing across boundaries. The conductivity function can be represented as in 
Equation (5.10), where luminance function 𝛻𝐿𝜎 is the gradient of a Gaussian smoothed 

version of the original image 𝐿. Perona and Malik described two different formulations 

for the conductivity function 𝑔 as in Equations (5.11) and (5.12), where k is the 

contrast factor that controls the level of diffusion [242]. 

 
𝒄(𝒙, 𝒚, 𝒕) = 𝒈(|𝛁𝑳𝝈(𝒙, 𝒚, 𝒕)|)                                                                  (5. 10) 

 

𝒈𝟏 = 𝒆𝒙𝒑 (−
|𝛁𝑳𝝈|𝟐

𝒌𝟐 )                                                                         (5. 11) 
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𝒈𝟐 =
𝟏

𝟏 +
|𝛁𝑳𝝈|𝟐

𝒌𝟐

                                                                          (5. 12) 

 

But in [243] a different diffusion function for rapidly decreasing diffusivities, 
where smoothing on both sides of an edge is much stronger than smoothing across 

it, is presented in Equation (5.13). In [244] we can find a different variant of the 
diffusion function that is presented in Equation (5.14). 

 

𝒈𝟑 = {

𝟏, |𝛁𝑳𝝈|𝟐 = 𝟎

𝟏 − 𝐞𝐱𝐩 (−
𝟑. 𝟑𝟏𝟓

(|𝛁𝑳𝝈| 𝒌⁄ )𝟖), |𝛁𝑳𝝈|𝟐 > 𝟎 
                                            (5. 13) 

 

𝒈𝒄 =
𝟏

√𝟏 +
|𝛁𝑳𝝈|𝟐

𝒌𝟐

                                                                          (5. 14) 

 
As there is no analytical solution to PDEs, the Additive Operator Splitting 

(AOS) technique is used. One possible discretization of the diffusion equation is the 

so-called linear implicit or semi-implicit scheme. The vector-matrix solution is 

presented in Equation (5.15), where 𝐴𝑙 is a matrix that encodes the image 

conductivities for each dimension. In the scheme it is necessary to solve a linear 
system of equations, where the system matrix is tridiagonal and diagonally dominant. 
Such systems can be solved by means of the Thomas algorithm in an efficient manner 
[239], [243]. 

 

𝑳𝒊+𝟏 = (𝑰 − 𝝉 ∑ 𝑨𝒍(𝑳𝒊)𝒎
𝒍=𝟏 )

−𝟏
∙ 𝑳𝒊                                                            (5. 15)  

 
KAZE use similar approach to SIFT by discretizing the scale space in 

logarithmic steps arranged in a series of 𝑂 octaves and 𝑆 sub-levels. This is 

represented in Equation (5.16) where 𝜎0 is the base scale level and 𝑁 is the total 

number of filtered images. Because we work in Gaussian scale space, convolution of 
an image with a Gaussian of standard deviation 𝜎 (in pixels) is equivalent to filtering 

the image for some time 𝑡 =
𝜎2

2
. Now by transforming the scale space 𝜎𝑖(𝑜, 𝑠) to time 

units by means of the following mapping 𝜎𝑖 → 𝑡𝑖 we obtain Equation (5.17). 

 

𝝈𝒊(𝒐, 𝒔) = 𝝈𝟎𝟐𝒐+𝒔 𝑺⁄ , 𝒐 ∈ [𝟎 … 𝑶 − 𝟏], 𝒔 ∈ [𝟎 … 𝑺 − 𝟏], 𝒊 ∈ [𝟎 … 𝑵]                             (5. 16) 
 

𝒕𝒊 =
𝟏

𝟐
𝝈𝒊

𝟐, 𝒊 = {𝟎 … 𝑵}                                                                   (5. 17) 

 
Considering Equation (5.15) the AOS scheme becomes the one in Equation 

(5.18), which is stable for any step of the feature. 
 

𝑳𝒊+𝟏 = (𝑰 − (𝒕𝒊+𝟏 − 𝒕𝒊) ∙ ∑ 𝑨𝒍(𝑳𝒊)

𝒎

𝒍=𝟏

)

−𝟏

∙ 𝑳𝒊                                                      (5. 18) 
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For detecting points of interest, the response of scale-normalized determinant 
of the Hessian at multiple scale levels is computed. See Equation (5.19) where 

(𝐿𝑥𝑥 , 𝐿𝑦𝑦) are the second order horizontal and vertical derivatives respectively, and 𝐿𝑥𝑦 

is the second order cross derivative [239], [245]. 
 

𝑳𝑯𝒆𝒔𝒔𝒊𝒂𝒏 = 𝝈𝟐(𝑳𝒙𝒙𝑳𝒚𝒚 − 𝑳𝒙𝒚
𝟐 )                                                                  (5. 19) 

 

In order to speed-up the search for extrema, the responses over a window of 
size 3×3 pixels are checked, in order to quickly discard non-maxima responses. In 
the end the position of the keypoint is estimated with sub-pixel accuracy using the 
method proposed in [246]. 

“Similar to SURF, KAZE finds the dominant orientation in a circular area of 
radius 6𝜎𝑖. For each sample in the circular area, first order derivatives 𝐿𝑥 and 𝐿𝑦 are 

weighted with a Gaussian centered at the interest point. Then, the derivative 
responses are represented as points in vector space and the dominant orientation is 
found by summing the responses within a sliding circle segment covering an angle of 
𝜋/3. From the longest vector the dominant orientation is obtained” [239]. 

“For building the descriptor M-SURF [247] is adapted to the non-linear scale. 
For a detected feature at scale 𝜎𝑖, first order derivatives 𝐿𝑥 and 𝐿𝑦 of size 𝜎𝑖 are 

computed over a 24𝜎𝑖𝑥24𝜎𝑖 rectangular grid. This grid is divided into 4×4 subregions 

of size 9𝜎𝑖𝑥9𝜎𝑖with an overlap of 2𝜎𝑖. The derivative responses in each subregion are 

weighted with a Gaussian centered on the subregion center and summed into a 

descriptor vector 𝑑𝑣 = (∑ 𝐿𝑥 , ∑ 𝐿𝑦 , ∑|𝐿𝑥| , ∑|𝐿𝑦|). When considering the dominant 

orientation of the keypoint, each of the samples in the rectangular grid is rotated 
according to the dominant orientation” [239]. 

 In Figure 5.22 we exemplify the differences in features detected if we use 

different diffusion functions.  
 

 
 

 

Figure 5.22 Example of KAZE features on an image from TMBuD using same parameters but 
with different diffusion functions. From left to right the diffusion functions used are described 

by the Equation (5.11), (5.12), (5.13) and (5.14). 
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5.3.3.2. A-KAZE features 
 
A-KAZE features aim to speed up the processes by using FED [248], [249] 

numerical schemes embedded in a pyramidal framework. Additionally, they changed 
the descriptor to a Modified-Local Difference Binary (M-LDB) [250] which is more 
efficient regarding rotation invariants and storage [109]. 

Building the nonlinear space is changed by using FED which is more accurate 

and easier to implement than AOS. The main idea is to perform 𝑀 cycles of 𝑛 explicit 

diffusion steps with varying step sizes 𝜏𝑗  that originate from the factorization of a box 

filter, as we can see in Equation (5.20) [109]. 
 

𝝉𝒋 =
𝝉𝒎𝒂𝒙

𝟐 𝐜𝐨𝐬𝟐 (𝝅
𝟐𝒋 + 𝟏
𝟒𝒏 + 𝟐

)
                                                                     (5. 20) 

 
The determinant of the Hessian for each of the filtered images in the nonlinear 

scale space is changed to the one presented in Equation (5.21).  
 

𝑳𝑯𝒆𝒔𝒔𝒊𝒂𝒏 = 𝝈𝟐(𝑳𝒙𝒙𝑳𝒚𝒚 − 𝑳𝒙𝒚
𝟐 )                                                                (5. 21) 

 

“The last modification is using M-LDB as feature descriptor which follows the 

same principal as BRIEF [251] but using binary tests between the average of areas 
instead of single pixels for additional robustness. In addition to the intensity values, 
the mean of the horizontal and vertical derivatives in the areas being compared is 
used, resulting in 3 bits per comparison. Rotation invariance is obtained by estimating 
the main orientation of the key point as in KAZE, and the grid of LDB rotated 
accordingly. Instead of using the average of all pixels inside each subdivision of the 

grid, we subsample the grids in steps that are a function of the scale 𝜎 of the feature” 

[109]. 
In Figure 5.23 I exemplify the differences in features detected if we use 

different diffusion functions. 

 

Figure 5.23 Example of A-KAZE features on an image from TMBuD using same parameters 
but with different diffusion functions. From left to right the diffusion functions used are 

described by the Equation (5.11), (5.12), (5.13) and (5.14). 

BUPT



 Bag of features 82 

From the evaluation done in [236], [237], [252]–[257] we can observe that 
A-KAZE features spends less time to detect feature points but on the down side the 

number of feature points is small and the repetition rate is low. One important positive 
aspect is that A-KAZE features have proven to be more rotation invariant than other 
compared feature detectors. 

Even if KAZE or SIFT features seem to be more robust when considering the 
scale and affine variants the fact that A-KAZE is more invariant to rotation, which in 

our use case is important, and the fact that from the speed perspective it scored 
better for detecting feature time, matching feature time and correspondence time.  

 
 

5.3.4. Bag of features 
 

Bag of Features (BoF), also named as Bag of Visual Words (BoVW) or Bag of 
Keypoints, is a method of representing and clustering features from an image that 

appeared in [72].  
BoF is an extension of the popular Bag of Words (BoW) that is used for text 

categorization [258], [259]. For CV BoF is used in several contexts but one of the 
most common is for CBIR systems [108]. 

 Typically for constructing a BoF several standard steps are involved: (1) 
detection key-points and description of images, (2) Assigning patch descriptors to a 

set of predetermined clusters using a vector quantization algorithm, (3) constructing 
a bag of features, which counts the number of patches assigned, (4) applying a 
classifier by treating the bag of features as the features vector [72], [260], [261]. In 
Figure 5.24 we present a good representation of a generic BoF construction scheme 
found in [262]. 

 
Figure 5.24 Four steps for constructing a BoF [255] 
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 Points or regions of interest are detected in the images and a visual codebook 

is constructed using a technique called quantization. Quantization refers to grouping 
in a vector similar feature together. Each of the groups is represented by centre 
clusters called visual word or codeword. Forward on each new keypoint is added to 
the closest codeword in the codebook, or new ones are created [260]. 

Figure 5.25 Pseudo-code for BOF steps 

 

The steps for BoF creation are described as pseudocode in Figure 5.25. The 
first step is creating features from images and by doing that we create the called 
training dataset. In literature we can find multiple examples of feature detectors used 

for this step like SIFT, SURF, A-KAZE and so on. In our case the feature detector is 
detailed in chapter 5.3.3.2. 

The second step is important for the future clustering and classification using 

BoF. This step consists of adding to the same vector or group all the descriptors 
resulting from images that convey the same object or class. 

In the third step the clusters are created inside the BoF where all the features 
descriptor are clustered in 𝑘 clusters using the K-Means clustering algorithm [81], 

[263]. As stated, this step is also known as the vector quantization step. In this step 
we will create 𝑘 clusters with an associated centroid 𝐶. These centroids represent the 

main features that are present in the whole training dataset. 
The K-means clustering algorithm computes centroids and repeats the steps 

until the optimal centroid is found. This approach is also known as the flat clustering 
algorithm, and it is described in Figure 5.26. 

 

 

Figure 5.26 Pseudo-code for K-Means algorithm 
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There are some difficulties when using the K-means algorithm like choosing 
the correct value for K and the computational cost of clustering when the dataset is 

large [260]. Being one of the simplest unsupervised clustering algorithms it is widely 
used in application and extensions of the algorithm are present in literature that aim 
to mitigate the shortcomings [58], [72]. 

The BoF representation is notable because of its relatively simple and strong 
performance in several vision tasks. Even if the BoF approach may have degraded 

results than other techniques for object detection and localization research is still very 
much an active field. Like in other sub-domains of CV it is a continuous trade-off 

between performances and scalability of proposed solution [264]. 
 

 

5.3.5. Feature matching 
 

One of the most important and complex problems in the CV domain remains 

the matching of features across an image or multiple. Feature matching consists of 
the attempt of finding corresponding features from two different dataset based on a 
search distant algorithm. 

In order to solve this problem, which my system also encountered, to match 
new features with the vocabulary clusters and to find the correct association, the 
nearest neighbour search algorithm (NN) is chosen. This problem of NN is one of 

importance in several other applications like image recognition, data compression, 
pattern recognition and classification. 

The nearest neighbour search problem can be resumed as follows: given a 
set of points 𝑃 = {𝑝1, … , 𝑝𝑛} in a vector space 𝑋, these points must be processed in a 

way that when given a new query point 𝑞 ∈  𝑋 it will be able to find the points in 𝑃 

that are nearest to 𝑞 efficiently [110]. 

Solving this problem in the high dimensional space with better resource 
consumptions and results than the brute force search is hard to achieve. In literature, 
solutions that have proven to be good enough are presented like: Approximate 

Nearest Neighbour kd-tree (ANN-KDT) [265], [266], Approximate Nearest Neighbour 
k-means (ANN-KM) [267], Approximate Nearest Neighbour Hierarchical k-
means(ANN-HKM) [81] or Approximate Nearest Neighbour Local Sensitive Hashing 
(ANN-LSH) [268]. 

For the proposed system we chose to use ANN-KDT with the implementation 

offered by the Fast Library for Approximate Nearest Neighbours (FLANN) [110] that 

offers an image matching algorithm for a fast ANN search in high dimensional spaces.  
By quantitative studies done in [77], [269] resulted that simple linear search 

or brute force outperform space partitioning for high dimensionality (>10 dimensions) 
at the a high cost of run-time resources.  

ANN-KDT is a multi-dimensional search algorithm to find a data point in a k-
dimensional set of data, inspired by the binary search algorithm. From a complexity 
point of view ANN-KDT achieves 𝑂(log 𝑛) search time for sorted data, and 𝑂(nlog 𝑛) for 

unsorted data.  

The idea of the ANN-KDT algorithm is to partition the space using hyperplanes 
orthogonal to the coordinate axes. Each leaf node contains a cluster with a number of 
vectors, the other nodes in the binary kd-tree consist of a splitting dimension 𝑑 and a 

splitting value 𝑣. When a query happens, it has to look at one dimension at each node 

to decide into which subtree to descend. Then the process is repeated for the vectors 
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x in the bucket for the closest one [77]. A useful representation of the search 

algorithm is showed in Figure 5.27 7. 

 
Even if the dimensions of our current dataset would not cause problems in 

term of resources to use the brute for variant, we have chosen to incorporate from 

the begging a more advance search algorithm. 
 
 

5.3.6. GPS filtering 
 

Geo-tagging is fast emerging in the domain of digital photography. The 

presence of geographical relevant information as metadata of images and videos has 
opened new possibilities of processing in the CV domain. Geotagging or geo-
referencing is the action of adding geographical identification metadata to various 
media [270], [271]. 

In our case both reference images or inquiry images have geo-tagged 
metadata information with the scope of enabling us to filter out or refine our search. 

As we can observe in Figure 5.28, where we highlighted available images and 
landmarks, this information can be used to focus on images from a certain radius or 
even filter out from the search images that clearly are not in the scope. In the case 
presented, if we would search for images of landmark 001, we can directly eliminate 
images farther than 150m/200m, as they cannot contain the landmark. 

The shortest path between two points on the earth, if we consider earth as 

being an ellipsoid of revolution, is called a geodesic. We would consider the popular 

Vicenty’s modified indirect problem to calculate the distance between two points on 
the earth [272].  

In order to present the used formulas of the inverse problem, as it is 
presented in [272], we need to define the following: 𝑎 as the length of semi-major 

axis of the ellipsoid; 𝑓 as the flattening of the ellipsoid, 𝑏 = (1 − 𝑓)𝑎 as the length of 

semi-minor axis of the ellipsoid; 𝜙 as latitude of a point; 𝑈 = ((1 − 𝑓) 𝑡𝑎𝑛 𝑡𝑎𝑛 𝜙 )  as the 

reduce latitude; 𝐿 as longitude; 𝜆 as the difference in longitude of the points on the 

auxiliary sphere; 𝛼 as azimuth of a point; 𝑠 as ellipsoidal distance between the two 

points; 𝜎 as angular separation between points. 

 

 
7 https://slidetodoc.com/nearest-neighbor-search-problem-whats-the-nearestaurant-to/ 

Figure 5.27 Example of representation for ANN-KDT search algorithm7 
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Given two points on the map (𝜙1, 𝐿1) and (𝜙2, 𝐿2) the inverse problem consists 

in finding the azimuths 𝛼1 and 𝛼2 together with the ellipsoidal distance 𝑠. To do that 

we need to iteratively evaluate equation (5.22) till (5.28) until 𝜆 converges. 

 

𝐬𝐢𝐧 𝝈 = √(𝐜𝐨𝐬 𝑼𝟐 𝐬𝐢𝐧 𝝀)𝟐 + (𝐜𝐨𝐬 𝑼𝟏 𝐬𝐢𝐧 𝑼𝟐 − 𝐬𝐢𝐧 𝑼𝟏 𝐜𝐨𝐬 𝑼𝟐 𝐜𝐨𝐬 𝝀)𝟐                              (5. 22) 
 

𝐜𝐨𝐬 𝝈 = 𝐬𝐢𝐧 𝑼𝟏 𝐬𝐢𝐧 𝑼𝟐 + 𝐜𝐨𝐬 𝑼𝟏 𝐜𝐨𝐬 𝑼𝟐 𝐜𝐨𝐬 𝝀                                                     (5. 23) 
 

𝝈 = 𝐭𝐚𝐧−𝟏 𝟐(𝐬𝐢𝐧 𝝈 , 𝐜𝐨𝐬 𝝈)                                                                  (5. 24)  
 

𝐬𝐢𝐧 𝜶 =
𝐜𝐨𝐬 𝑼𝟏 𝐜𝐨𝐬 𝑼𝟐 𝐬𝐢𝐧 𝝀

𝐬𝐢𝐧 𝝈
                                                                   (5. 25) 

 

𝐜𝐨𝐬(𝟐𝝈𝒎) = 𝐜𝐨𝐬 𝝈 −
𝟐 𝐬𝐢𝐧 𝑼𝟏 𝐬𝐢𝐧 𝑼𝟐

𝐜𝐨𝐬𝟐 𝜶
= 𝐜𝐨𝐬 𝝈 −

𝟐 𝐬𝐢𝐧 𝑼𝟏 𝐬𝐢𝐧 𝑼𝟐

𝟏 − 𝒔𝒊𝒏𝟐 𝜶
                          (5. 26) 

 

𝑪 =
𝒇

𝟏𝟔
𝐜𝐨𝐬𝟐 𝜶[𝟒 + 𝒇(𝟒 − 𝟑 𝐜𝐨𝐬𝟐 𝜶)]                                                     (5. 27) 

 

𝝀 = 𝑳 + (𝟏 − 𝑪)𝒇 𝐬𝐢𝐧 𝜶{𝝈 + 𝑪 𝐬𝐢𝐧 𝝈[𝐜𝐨𝐬(𝟐𝝈𝒎) + 𝑪 𝐜𝐨𝐬 𝝈(−𝟏 + 𝟐 𝐜𝐨𝐬𝟐(𝟐𝝈𝒎))]}              (5. 28) 

 
When 𝜆 has converged to the degree of accuracy desired we can evaluate 

Equations (5.29) till (5.35). 
 

𝒖𝟐 = 𝐜𝐨𝐬𝟐 𝜶 (
𝒂𝟐 − 𝒃𝟐

𝒃𝟐 )                                                                  (5. 29) 

 

𝑨 = 𝟏 +
𝒖𝟐

𝟏𝟎𝟐𝟒
(𝟒𝟎𝟗𝟔 + 𝒖𝟐[−𝟕𝟔𝟖 + 𝒖𝟐(𝟑𝟐𝟎 − 𝟏𝟕𝟓𝒖𝟐)])                           (5. 30) 

 

𝑩 =
𝒖𝟐

𝟏𝟎𝟐𝟒
(𝟐𝟓𝟔 + 𝒖𝟐[−𝟏𝟐𝟖 + 𝒖𝟐(𝟕𝟒 − 𝟒𝟕𝒖𝟐)])                                        (5. 31) 

Figure 5.28 Geo-tag photograph filtering 
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𝚫𝝈 = 𝑩 𝐬𝐢𝐧 𝝈 {𝐜𝐨𝐬(𝟐𝝈𝒎)

+
𝟏

𝟒
𝑩 (𝐜𝐨𝐬𝛔[−𝟏 + 𝟐 𝐜𝐨𝐬𝟐(𝝈𝒎)] −

𝑩

𝟔
𝐜𝐨𝐬[𝟐𝝈𝒎][−𝟑 + 𝟒 𝐬𝐢𝐧𝟐 𝝈][−𝟑 + 𝟒 𝐜𝐨𝐬𝟐(𝝈𝒎)])} (5. 32) 

 
𝒔 = 𝒃𝑨(𝝈 − 𝚫𝛔)                                                                  (5. 33) 

 

𝜶𝟏 = 𝐭𝐚𝐧−𝟏 𝟐(𝐜𝐨𝐬 𝑼𝟐 𝐬𝐢𝐧 𝝀 , 𝐜𝐨𝐬 𝑼𝟏 𝐬𝐢𝐧 𝑼𝟐 −𝐬𝐢𝐧 𝑼𝟏 𝐜𝐨𝐬 𝑼𝟐 𝐜𝐨𝐬 𝝀)              (5. 34) 
 

𝜶𝟐 = 𝐭𝐚𝐧−𝟏 𝟐(𝐜𝐨𝐬 𝑼𝟏 𝐬𝐢𝐧 𝝀 , −𝐬𝐢𝐧 𝑼𝟏 𝐜𝐨𝐬 𝑼𝟐 + 𝐜𝐨𝐬 𝑼𝟏 𝐬𝐢𝐧 𝑼𝟐 𝐜𝐨𝐬 𝝀)             (5. 35) 
 

A modification occurred later in this process of calculation when Vincety 
proposed new formulas for A and B, that are presented in Equation (5.36) and (5.37). 

 

𝑨 =

𝟏 +
𝟏
𝟒

(
√𝟏 + 𝒖𝟐 − 𝟏

√𝟏 + 𝒖𝟐 + 𝟏
)

𝟐

𝟏 −
√𝟏 + 𝒖𝟐 − 𝟏

√𝟏 + 𝒖𝟐 + 𝟏

                                                                (5. 36) 

 

𝑩 =
√𝟏 + 𝒖𝟐 − 𝟏

√𝟏 + 𝒖𝟐 + 𝟏
(𝟏 −

𝟑

𝟖
(

√𝟏 + 𝒖𝟐 − 𝟏

√𝟏 + 𝒖𝟐 + 𝟏
)

𝟐

)                                             (5. 37) 
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5.4. Benchmark and evaluation 
 

In this chapter, the benchmarking of the proposed algorithm will be presented. 
First I will benchmark the system on the ZuBuD dataset, a popular dataset that 
focuses on street view images. Afterwards we will benchmark on the proposed TMBuD 
dataset. In the end the proposed system will be evaluated on mobile recorded data 
in order to show a real-life scenario behaviour. 

For this chapter, I will use the following notations: A-KAZE descriptor size 
(D_S), A-KAZE number of octaves (D_NO), A-KAZE number of layers (D_NL), A-KAZE 
threshold (D_THR), smoothing dilated filter size (UM_D), UM strength of smoothing 
(UM_S), BOF cluster size (B_S), threshold for distance for feature matching (THR), 
distance in m between GPS tags (D_GPS). 

As stated before, all the simulations done in this section can be reproduced 
using the EECVF, presented in chapter 3. The experiments were done using a desktop 

device AMD Ryzen 5 3600 6-Core Processor 3.95 Ghz, 16GB RAM, GeForce RTX2060. 
 
 

5.4.1. Benchmark on public datasets 
 

First, I would like to evaluate the performances of the proposed algorithm 

on public datasets to have a comparison with other existing algorithms. From the 

analysis done in chapter 2.2, on datasets, and the summary done in Table 2.4 I choose 
to evaluate our proposed system on two popular datasets: ZuBuD and ZuBuD+. 

 As a metric for our evaluation, I have chosen to use the Top1 metric, 
presented in Equation (2.7). If we consider the landmark detection system, more than 
CBIR this metric makes more sense than mAP. 

 

Figure 5.29 ZuBuD detection visual results.  
Rows are as follows: object 113, 001,003,006. 

Columns are left to right: 2 out of 5 train images, test image, ROI selection, feature map 
obtained. 
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For this experiment I scaled all the ZuBuD images to 240x320 size. This 

transformation of the input images was done by other solutions found in literature. 
The scope of this scaling is to ease the processing. 

In Figure 5.29 I extracted images to create an idea about how the system 
works in these situations. The first aspect that I conclude is that the ROI selection 
works well considering that no data from the dataset was used in the training of the 
semantic segmentation. Visually we can observe that the assumptions made about 

the effect of restricting the region in which features should be extracted is valid. As 

we observe features are only created mainly on the buildings targeted. 
As we observe in Table 5.4 we obtain good results on ZubuD and ZuBuD+ 

datasets with our proposed algorithm. For this evaluation of the proposed system the 
GPS tag processing is disabled because the dataset used does not have that 
information. But we experimented with different configurations of pyramid level and 
ROI selection. 

The first experiments were conducted by switching on and off the ROI 

selection. As we can see in Table 5.4 the results get slightly better when using ROI. 
In column Config we have detailed the configuration used for the results.  

The scope of experimenting without the semantic segmentation is to 
eliminate its contribution, which is not ideal. This effect is because of the lack of 
training data provided for this scenario. But as we can observe in Figure 5.29 the 
model predicts rather good the image in given circumstances. 

 
Table 5.4 Top1 results on datasets.  

Solution Config ZuBuD ZuBuD+ 

[17] - 100.00% 100.00% 

Proposed no ROI on L0 
D_S=8, D_NO=5, D_NL=6, 
D_THR=0.0012, UM_D=7, 
UM_S=0.1, B_S=300, THR=0.82 

99.13% 99.80% 

[88] - 99.00% 99.00% 

Proposed on L0 
D_S=8, D_NO=5, D_NL=6, 
D_THR=0.001, UM_D=7, 
UM_S=0.5, B_S=150, THR=0.80 

98.26% 99.60% 

[60] - 98.00% - 

[74] - 95.00% - 

[69] - 94.00% - 

Proposed on L1 
D_S=8, D_NO=4, D_NL=6, 
D_THR=0.001, UM_D=7, 
UM_S=0.5, B_S=45, THR=0.80 

93.91% 98.60% 

Proposed no ROI on L1 
D_S=8, D_NO=4, D_NL=6, 
D_THR=0.001, UM_D=5, 
UM_S=0.9, B_S=30, THR=0.82 

92.17% 98.20% 

[68] - 92.00% - 

[63] - 91.00% - 

[86] - 81.00% - 

[66] - 77.30% - 

 
On the other hand we can conclude that going down on the pyramid scales 

does have benefits on the run-time and resource consumption but affect the 
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recognition results. For L2 the results are very bad and somehow expected, if we 
consider the image to be 60x80 pixels in dimension. 

As a preliminary conclusion, we can state that the proposed algorithm, even 
if tuned for the Timişoara scenario, obtains positive results on a public dataset. The 
results are expected as the proposed algorithm is an extension of the algorithm [108]. 

Further, we wish to investigate the effect of different descriptor sizes upon 
the results. This is an important aspect when thinking about resource consumption. 

In Figure 5.35 we present this analysis, to obtain the results we used the same 
configuration as presented in Table 5.4 for pyramid level 0 (original size) and no ROI 

selection done via semantic segmentation. We observe a positive result regarding this 
aspect, the fact that the results remain the same either for an 8bit size descriptor or 
a 1024-bit size descriptor. 

The second aspect that has an important contribution to resource 
consumption is the cluster size for each landmark in the dictionary. In Figure 5.35 I 
present this analysis, for the results we used the same configuration as presented in 
Table 5.4 for pyramid level 0 (original size) and no ROI selection done via semantic 

segmentation. In this case we had to limit our analysis to a cluster size of 300 because 
above that threshold not all landmarks generated enough unique features. In 
conclusion, we clearly observed that a bigger cluster size brought better results. 

  
For the lower scale pyramid level, I did not continue the investigation 

because the results will scale in the same trend, similar to the Top1 results.  
Future work in this direction can be done in the direction of benchmarking 

the proposed algorithm in other scenarios by using other public datasets. 

 

 

5.4.2. Benchmark on proposed datasets 
 

In this section I want to evaluate the proposed algorithm on the novel 
TMBuD dataset, which is presented in chapter 5.2. In order to have a better 
understanding I use all three configurations available: Dataset 3_2 (3 views for 

training and 2 for evaluating), Dataset 3_5_Night (3 views for training and 5 for 
evaluating that contain night scenarios images), Dataset 3_N (unbalanced number of 
test images). 

In Figure 5.31 I present visual results of the processing done when running 
the proposed algorithm on Dataset 3_N dataset. As we can observe the algorithm 
manages to handle selecting the correct ROI in both circumstances, day and night.  

Another aspect that we can observe is the fact the proposed system can 

handle low quality images. For example the test image for landmark 001 is taken in 

Figure 5.30 Evolution of Top1 metric concerning the descriptor size used (left) and BOF 
dictionary size per cluster (right) 
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a dense fog and snow situation or in case of landmark 047 the test images are a night 

condition with low lighting. 
 

 

To test the algorithm, I did the evaluation on all three provided variants of 

the proposed dataset with two configurations: with GPS tag or without GPS tag. By 
using difference configuration, we would get the chance to observe the effect they 
have on the result. Each version of the dataset will bring forward new challenges in 
which the system needs to handle. 

In Table 5.5 I present all the configurations and Top1 metrics obtained when 
evaluating the proposed dataset on different variants of it. As a first preliminary 

conclusion, I can observe that when introducing the GPS tag results are improved for 
any pyramid level. The second preliminary conclusion is the fact that using L3 pyramid 
level does not obtain good results overall even if the resource consumption is reduced 
dramatically. The lack of results on L3 is not something that we did not expect as the 
input image is only 90x160 pixels in size. 

I can observe that the best result is obtained using GPS on L1 pyramid level. 

The results are sorted upon the metrics obtained in the 3_N dataset which I consider 
being the most complex of the three provided. A positive thing is that the difference 

Figure 5.31 TMBuD detection visual results.  
Rows are as follows: object 001, 018, 047.  

Columns are left to right: 3 train images, test image, ROI selection, feature map obtained 
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between the best result obtained, and the desired L2 with GPS is only 2% which gives 
us confidence to use the configuration further. 

 
Table 5.5 Summary of experiments done with Top1 results 

Configuration Lvl GPS 3_2 3_5_Night 3_N 

D_S=8, D_NO=6, D_NL=3, 
D_THR=0.001, UM_D=7, UM_S=0.9, 
B_S=400, THR=0.8, D_GPS=100 

L1 Yes 93.62% 93.59% 92.05% 

D_S=8, D_NO=6, D_NL=3, 
D_THR=0.001, UM_D=7, UM_S=0.9, 
B_S=400, THR=0.8, D_GPS=100 

L0 Yes 91.91% 91.81% 91.91% 

D_S=8, D_NO=6, D_NL=3, 
D_THR=0.001, UM_D=7, UM_S=0.9, 
B_S=350, THR=0.8, D_GPS=100 

L2 Yes 92.82% 92.17% 90.10% 

D_S=8, D_NO=6, D_NL=3, 
D_THR=0.001, UM_D=7, UM_S=0.9, 
B_S=400, THR=0.8 

L1 No 88.44% 87.90% 85.65% 

D_S=8, D_NO=6, D_NL=3, 
D_THR=0.001, UM_D=7, UM_S=0.9, 
B_S=400, THR=0.8 

L0 No 82.86% 87.90% 84.66% 

D_S=8, D_NO=6, D_NL=3, 
D_THR=0.001, UM_D=7, UM_S=0.9, 
B_S=350, THR=0.8 

L2 No 86.85% 83.27% 79.78% 

D_S=8, D_NO=6, D_NL=3, 
D_THR=0.001, UM_D=7, UM_S=0.9, 
B_S=30, THR=0.8, D_GPS=75 

L3 Yes 74.90% 72.60% 69.59% 

D_S=8, D_NO=6, D_NL=3, 
D_THR=0.001, UM_D=7, UM_S=0.9, 
B_S=30, THR=0.8 

L3 No 48.61% 43.77% 41.42% 

 
Of course, we could further tune and refine the search for the best 

parameters combination. But this is something that is desired but rather hard to 
accomplish if taken into consideration that beside the 13 parameters that we varied 
we need to add the fixed parameters we had for the BOF generation: trees (set at 8) 

and leafs(set at 50). 

 

 
Figure 5.32 Miss detected images for L2 with GPS tag 
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In Figure 5.32 we present an example of miss matched images. As we can 

observe most of the missing examples have the same root cause: low key-point 
matching or ROI selection is not accurate enough. Both of those problems can be 
fixed in a real word application in the late fine-tuning phase. Of course, if we consider 
that the end use case is a real-life application one needs to be aware that not all cases 
can be covered. 

In Figure 5.33 I present with the run-time analysis for each configuration 

evaluated in Table 5.5. When talking about a detection system most of the time the 

decision comes down to a trade-off between resources and performance. First thing 
that we can observe is the fact that for bigger resolution images, like L0 and L1, the 
GPS tag filtering has a visible effect on overall online runtime. If we look at L2, which 
would be our target as we consider a good balance between performance and 
resources. Another aspect that we need to mention is that only by filtering using GPS 
we reduced the BOF inquiry runtime by 70%. 

 
If we look at the online processing runtime, we can observe that the system 

can run around 6 frames per second (total runtime is 160ms without image acquire 
job). We eliminated the job that obtains the image as in a real time system the process 
is different from the one we used in our experiment. If we consider that in this step 
of the development the algorithm is not optimised for real-time conditions, it is a 
decent frame rate to process at. 

Figure 5.33 Runtime analysis of proposed algorithm on different levels and configurations 
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The analysis presented in Figure 5.33 is again a confirmation that choosing 
the L2 level for processing in the proposed system was an inspired decision. The loss 

in accuracy is less harmful for the overall system than the benefits we gain from 
runtime. Another solution in this case would be the processing at different pyramid 
levels of parts of the algorithm 

As we experimented in the public dataset section, section 5.4.1, in Figure 
5.34 we present the evolution of Top1 metric when changing the descriptor size and 

dictionary cluster size. The evolution of the metric is similar to previous similar 
experiments. The fact that the Top1 metric does not change when using a higher sized 

descriptor is a benefit when talking about resource consumption. In the other 
experiment we observe that the metric increases linear with the dictionary cluster 
size, which means that if needed we can use a smaller size without dramatic loss in 
metrics. 

 
 

5.4.3. Evaluation on mobile data 
 

As stated before, I aimed to port the proposed algorithm on a mobile device. 

To get an idea how the system performs in a real live scenario, I captured several 
recordings using a mobile phone and used them as test scenarios. 

If in the last chapters I have benchmarked the proposed algorithm on 
publicly available datasets and in our proposed dataset, in this chapter I test my 
algorithm on mobile recording scenarios. 

I will use two scenarios, both in squares from Timişoara, where landmarks 
are close together and GPS data does not offer a great discrimination capability. The 

scenarios are presented in Figure 5.35, where user position is represented and the 

landmarks available in the dataset. To get a better image of the scenario I represented 
the distance to each landmark from the recording geographical point. 

 

Figure 5.35 Description of capture scenarios with marking of position and distance to 
landmarks that are in the database. First experiment (left) is recorded in “Unirii” Square and 

second (right) in “Traian Square”  

Figure 5.34 Evolution of Top1 metric concerning the descriptor size used (left) and BOF 
dictionary size per cluster (right) 
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In order to do this experiment, a frame tracking was added to make the 

detection more stable. In that sense I implemented a naïve tracker in order to combat 
single frame flickering of detection. The algorithm is detailed in Figure 5.39.  

 

The values I chose for these experiments are decay rate of 25, boost rate 
of 20 and detection threshold of 10 and consider a confidence of 50% to take in 
consideration the object. A decay rate of 25 means that each frame the object is not 
detected it loses 25% percent of its confidence, which translates in the fact that after 
2 frames with no detection the object is discarded. A boost rate of 20 means that we 
need 3 consecutive detections to reach the desired confidence. 

For the experiments, I have trained the algorithms with the landmarks 
available for TMBuD 3_2 dataset. That means the system is aware of 125 unique 

andmarks and it will try to classify between an object(landmark) from the dataset or 
‘None’ if the building is not known. 

In Figure 5.37 I chose 2 frames from the first experiment to show the way 
the system works on completely new data(images). I represented the original image, 
semantic segmented image, A-KAZE features detected features matched between the 

current frame and BOF clusters. In the last image I added the Landmark name and 
confidence of the detection. 

 

Figure 5.36 Detection frame tracker algorithm 
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As I expected, the semantic segmentation works as properly on new data. 

We see a relatively good pixel classification of the images, which represents a good 
baseline for the feature filtration we observe in the second image.  

To better understand in Figure 5.38 I extracted several frames from the 
experiment. As we can observe in the beginning of the experiment the system detects 
correctly that we are looking at landmark object ‘005’, the Bruck House. After a while 
the mobile phone is moved in another orientation. This causes the system to be unable 
to find any landmarks (which is correct), see t=242 image or t=503. But in t=257 we 
see the system manages to detect object ‘039’ even if the transition is fast and, in 
the end, detects landmark ‘007’ with ease. 

 

Figure 5.37 Frames inside the system processing chain 
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In the second experiment, I chose a similar situation with 3 landmarks one 

side the other and numerous descriptors (cars, trees, people). In Figure 5.39 I present 
extractions from the experiment. As we can observe in the image corresponding to 

t=16 no landmark was detected when looking at buildings that are not in the dataset. 
 

Figure 5.38 Frame extraction from the experiment 1 
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5.5. Conclusions 
 

In this chapter, I presented the proposed algorithm, as seen in Figure 5.6 
and detailed in chapter 5.3. The landmark detection system consists of two parts: the 

off-line processing part and on-line processing part. 

Figure 5.39 Frame extraction from the experiment 2 
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The offline path takes the dataset images and generates a vector of A-KAZE 

features that is filtered using a region of interest. Afterwards, the features vectors are 
grouped together in a vector for each landmark which are clustered into BOF structure 
using the KNN clustering algorithm. 

In the on-line phase we mirror the pre-processing part in order to filter out 
the features that are generated from distractors and using ANN classifier we find the 
closest similar landmark vector to the inquiry image. 

In chapter 5.2 the TMBuD landmark detection dataset is proposed as a 

solution to benchmark and fine-tune the landmark detection system to Timişoara use 
case. As we can observe in Figure 5.3, Figure 5.5 and Figure 5.4 the dataset is a 
complex one providing challenging scenarios for benchmarking algorithm. 

In chapter 5.4 we evaluate the proposed detection system on publicly 
available dataset, Timisoara dataset and mobile video stream in order to establish the 
performance. Each benchmark tends to offer a different perspective of use-cases in 
which the proposed system obtains positive results. 

From Table 5.4 and Table 5.5 we can clearly state that the proposed algorithm 
has good results obtaining a value of 99.13% Top1 on ZuBuD dataset and 92.05% on 
TMBuD v3_N dataset. 
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6. CONTRIBUTIONS AND CONCLUSIONS 
 

 

6.1. Conclusions 
 

The background research for this thesis was done as part of the Multimedia 
Research Centre, Faculty of Electronics, Telecommunications, and Information 

Technologies of the Politehnica University of Timişoara. The research activity was 
complemented by volunteer activities and contributed to mobile AR applications 
serving the city of Timişoara for the title of European Capital of Culture in 2023. 

My thesis can be summarized as a proposal for a landmark detection scheme 
tailored for Timişoara’s urban environment. This complex algorithm can be integrated 
in a mobile application that can offer tourists the chance to better discover the urban 

scenario of our city. 
To justify the novelty and actuality of the work done in this thesis I created a 

distribution of the references used over the year of publishing, which is presented in 
Figure 6.1. As we can observe the quantity of cited papers is denser in the last decade 
which is an expected distribution for this kind of manuscript. This distribution shows 

that the novel work done is based on actual materials from literature. 
 

 
First, I focused on reviewing and understanding the CV landmark recognition 

domain in order to organize the existing solutions and challenges that this field faces. 

The critical review revealed that even if the domain is extensively researched in the 
last decades, it is far from being exhausted. Solutions were proposed that use classical 
low-level features such as lines or corners to more complex pixel-wise features as 
SIFT, SURF or A-KAZE. In the last years CNN based solutions emerged with the scope 
to offer solutions to existing problems. 

Even if new solutions appear continuous in these directions they still cannot 
tackle and solve all the new datasets challenges that appear or data encoding 

difficulties.  
We can say that at this moment we are assisting in a three-directions race for 

the perfect landmark recognition system. The system should tackle the image domain 
retrieval problem, mobile resource problem, and information band-width limitation. 
These are interconnected problems, newer and more powerful CV retrieval solutions 

Figure 6.1 The distribution of cited works by year of publication  
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bring with them the need of more data processing, a need that stresses the limits of 

existing resources and bandwidth. 
The continuous trade-off between performances and resources has a double 

role. On one hand it is the hard bottleneck of the system, but on the other hand is 
the catalyst that forces new solutions to appear. 

Secondly, the focus moved on the simulation environment. This topic is a 
crucial and not trivial aspect of any system development. In order to develop any 

software system, one needs a stable simulation environment that offers the user 

capability of resimulation and logging information. In that direction an extensive 
review of existing software frameworks was done to understand what is available at 
this point. 

After the analysis of existing frameworks, I chose to use EECF [7] as a 
framework for development of the proposed recognition system. This decision was 
first dictated of course by the familiarity with this solution, but secondly because it is 
a python-based system that offers the possibility to develop an end-to-end recognition 

chain inside of it.  
The next research problem the thesis tackles is the enhancement of low-

quality images. The diversity of image quality, illumination and resolution is a common 
issue in mobile applications. This context becomes even more important when we 
consider that landmark detection is mostly a CBIR domain problem. In this direction 
I investigated the usage of dilated filters in sharpening algorithms in order to enhance 

the feature extraction process. This step of feature creation is a fundamental step in 
our pursuit. 

In the end the thesis focuses on the main hypothesis of the research: creating 
a tailored landmark recognition system for Timişoara urban environment. Information 
and context of the urban environment is the first thing that needs to be solved. In 
that sense I created a dataset containing only landmarks from Timişoara. The dataset 
respects and concurs easily with other similar sets found in literature. Second aspect 

is the proposal of a novel landmark detection system that is done in chapter 5. The 
proposed system uses features, A-KAZE, which have a low complexity but with fair 
results. This combined with the region of interest filtration and proven clustering 
concept resulted in a stable landmark detection system. 

To correctly ensure assessment of the proposed CBIR system we evaluated 
on several popular landmark recognition dataset and in the Timişoara dataset that 
was provided. From the benchmark results we have confirmed that the proposed 

system obtains promising results. 
Next, I attempted to answer the research questions that I raised at the 

beginning of the thesis, based on my research findings: 
 

1.  What is the state of the art in urban landmark detection using mobile 
cameras imaging? 

An extensive analysis and review of the landmark detection domain is 
provided in chapter 2. In order to be able to consider all the difficulties we 
can encounter, the problem was divided into smaller parts: landmark datasets 
and challenges, urban environment understanding datasets and landmark 
detection solutions. 
 

2. What should a simulation framework offer to be considered as a suitable 
solution for processing systems of this nature? 
A review of existing framework solutions is provided in chapter 3 that focuses 
on highlighting main points of each framework and in which programming 

language they were developed. As criterion for choosing a framework I 
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considered the following: (1) main programming language used; (2) 
Capability of simulating an entire chain of processing; (3) Capability of 

outputting intermediate and debug data; (4) Facile integration of new CV 
algorithms. 
 

3. What image signal processing algorithms enhance the image to obtain a 

better detection in this case? 
In order to answer this question, I turned to the concept of dilated filters, that 

are described in chapter 4. From literature I found that using dilated filters 
can improve the image processing pipeline. This concept was validated from 
filter-based edge detection to CNN semantic segmentation. In that sense I 
successfully applied the dilated concept to image sharpening algorithms and 

obtained better results with the same processing resources needed. 
 

4. What are the challenges in creating an urban landmark detection solution 
tailored for Timişoara use-case? 
This is the fundamental question that was answered in this thesis, and it is 

tackled in chapter 5. As stated, before this is a two-part problem: the specific 
dataset needed for this and the tailored landmark recognition system. Starting 
with the information gathered and structured in chapter 2 I was able to 
provide a Timişoara dataset of landmarks that is easily scalable in the future 
and a landmark recognition system which can be easily adapted for a mobile 
application. 

 

 

6.2. Theoretical contributions  
 

1. Overview of existing CV software frameworks 
 

I present a critical review on CV software frameworks offered in literature. 
The overview is presented in  

Table 3.1 and considers the following information: the year of publication 
(announcement) of the framework, base programming language used (in more 
complex frameworks multiple were used), and the main benefits each framework 
offers to the users. The first contributions to this specific topic were done in previous 
work presented in [6], [7]. 

 
2. Analysis of dilated filters in several CV topics 

 
In chapters 4.2 and chapter 4.3 I presented an analysis upon benefits of 

using dilated filters in CV topics like edge detection, line detection. The analysis is 
quantified in Table 4.1 and it is the basis for the decision of using dilated filters for 

image sharpening. Dilated filters were investigated in my previous work like [8], [9], 
[165]. 

 
3. Analysis on edge detection algorithm focused on urban scenarios 

 
In previous work like [188], [273], [274], the vast domain of edge detection 

was tackled with the scope of analysing which algorithms are most suitable for 

detection of low level edge detection features in urban scenario images for future 

landmark detection algorithms. In [188], a new first order derivative edge detection 
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filter was proposed that was more suitable for detection edges on images that contain 

buildings. 
 

4. Overview of Building (Landmark) recognition datasets 
 

I present a critical review of the existing Landmark recognition dataset that 
is summarized in Table 2.1. The overview of the benchmarks focuses on the year of 

appearance, the number of images provided, the number of unique landmarks offered 

(classes), the number of images for each landmark, if the landmarks offer the GPS 
information, and if the images are from a street-view perspective(view). This work 
was sustained by our previous work done in[108], [188]. 
 

5. Overview of Urban environment understanding datasets 
 

I present a critical review of the existing urban environment understanding 

dataset that is summarized in Table 2.2. The overview contains information about the 
dataset like the year of release, number of images and main resolution and the classes 
that are offered. Examples of each existing dataset can be found Figure 2.2. A first 
inside on this topic was published in our previous paper [39]. 

 
6. Overview of Landmark recognition solutions 

 
I present an extensive overview of the existing Landmark recognition system 

from literature. The generic design of an landmark recognition system is presented in 
Figure 2.3 and Figure 2.4 while specific design decision for each reviewed systems is 
presented in Table 2.3. To better understand the domain at hand, the evaluation 
metrics for several systems are presented in Table 2.4 and Table 2.5.  
 

7. Theoretical bases for Timişoara urban detection  
 
In chapter 5 I proposed a solution tailored for detection of landmarks from 

the Timişoara urban environment. The basis of the system is presented in chapter 2 
and the overall processing pipeline is presented in Figure 5.6. In order to forthfill this 
investigation, we used the knowledge gathered for past work from [4], [39], [108], 
[188]. 

 
 

6.3. Practical contributions  
 

1.  EECVF framework development 

 
In my previous works [6], [7] the End-to-end Computer Vision Framework 

(EECVF) was proposed. The framework was developed with the main target to ease 
further development of myself and other researchers in the field of CV. The framework 
is a functional python-based solution in a modular manner with the clear scope that 
a user can use one or several blocks of the framework. The users are not required to 

handle the interconnections throughout the system. 
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2. Classical Edge detection algorithm 
 

In my previous work [188] I have developed a first order derivative edge 
detection algorithm with the aim of revealing more edges on the 0 and 90 degrees 
angles. In [273] I extended the work on edge detection proposing a new Edge Drawing 
algorithm with an automated parameter choosing step. Following other researched 
was done in this domain be me like [274], [275]. 

 
3. Dilated High Pass and Unsharp Masking  

 
In chapter 4.4 I presented the dilated filter sharpening concept. The dilated 

filters concept is applied to two low computational sharpening algorithms (the High 
Pass filter and Unsharp masking scheme). The result of this new concept is presented 
visually in Figure 4.19 and Figure 4.23, while statistical metrics are presented in Table 
4.2 and Table 4.3. The encouraging results stood at the foundation of the decision to 
use this in the proposed landmark recognition solution. The dilated concept was 

extensively researched in my past works [8], [9], [165], [273]. 
 

4. Implementation in EECVF of the experiments done in the thesis  
 
The analysis and benchmarking of the new dilated sharpening concept and 

proposed landmark recognition algorithm is implemented in the EECVF framework. By 

doing this anyone can re-run and redo all the experiments that were presented in 
chapter 4.4 or chapter 5.4. This can be done by executing the python module from 
EECFV: main_sharpening_dilated for the dilatation experiments and 
main_TMBuD_detection for the detection experiments. 

 
5. TMBuD recognition dataset  

 

extended the TMBuD dataset from an urban understanding dataset into a 
building detection dataset. The new dataset is presented in chapter 5.2. An important 
aspect to specify is that the benchmark comprises mobile photos of urban landmarks 
that aim to include variable quality, blurring, lighting changes, occlusions, and various 
viewing angles. In order to create the dataset, previous work done in [4], [39], [108], 
[188], [274] has offered important inside in the topic at hand. 

 

6. Semantic segmentation training and evaluation for Timişoara urban 
environment   
 
In chapter 5.3.2 I present the tailoring and fine tuning done for training a 

semantic segmentation network based on the ResNet model, that is used for the 
landmark recognition system. From Table 5.3 we can conclude that the process of 

fine-tunning the model for our use case was successful and this is supported by the 
visual results presented in Figure 5.21. 

 
7. Landmark recognition system for Timişoara urban environment   

 
In chapter 5 I proposed a tailored solution for landmarks detection from the 

Timişoara urban environment. In chapter 5.4 I present the results obtained on popular 

landmark datasets and on the proposed TMBuD one. From the results I can conclude 

that the research was successful in proposing a novel recognition system for Timişoara 
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landmarks. Implementing the solution proposal was built upon previous work done in 

[4], [6], [7], [39], [108], [188], [274] which created the basis for this development. 
 
 

6.4. Future work 
 

Several research directions can be derived based upon the research findings 

of this thesis. I will describe them briefly below. 
No “bad” mobile retrieved images. One problem that appears and will 

continue to appear in the mobile CV domain is the quality of images delivered by the 
cameras. The quality can be low from the sensor itself or the user taking the image 
or even because of bandwidth limitations. In this concern as future work, I will concern 
myself with investigating the usage of dilated filters in more complex sharpening 

algorithms.  
Better understanding of the input image. In terms of the semantic 

segmentation used for the proposed system we could investigate the usage of a more 
light-weight guided network like CGNet [276], ERFNet [277], RTSeg [278] or MobilNet 
[279]. The run-time was not an issue for this step of creating a prototype, but this 
would become more strident when creating an actual mobile application. 

CNN based landmark recognition. As we concluded from the literature 

review, like any other CV domain, AI solutions appear in order to solve the problems 

at hand. In future research I would undergo the modification of the proposed system 
in a way of utilizing CNN models like R-MAC [99], SqueezeNet [112] or NU-LiteNet 
[55]. 

Landmark recognition using Semantic Segmentation. A new concept 
can change the way we tackle this problem, in one network to semantically 

understand the environment and detect the landmark. Similar concepts of fusing 
together in the same model semantic segmentation and image classification was 
proposed in literature in papers like [280], [281].  
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