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Abstract: 

In the field of digital communications, a remarkable development had 
happened in the last years as new technologies and applications had 
emerged daily and FPGAs became an essential part in implementing DSP 
systems.  
This work presents the use of reconfigurable computing devices (FPGAs) in 
digital communication systems implementation due to the fact that FPGAs 
have the ability to realize high-speed parallel operations, being ideal for high-

performance digital signal processing.  
Designs of the Binary Phase Shift Keying and Quadrature Phase Shift Keying 
systems were the subject of simulation, testing and experimental 
implementations on FPGAs. The results lead to the conclusion that such 
systems are suitable, both in common area applications for data transmission 
and in more specific fields like underwater communication. 
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1. MOTIVATION 
 

 

1.1. Introduction 
 

We live in the era of communication. Everything is audio or video and any 
information is transformed into analog or digital signal. The design of a 

communication system depends on the type of the used signal. The major 
advantage of using digital modulation techniques is that, the use of digital signals 
reduces the hardware utilization of any system, reduces the noise in any equipment 
and also reduces the interferences problems as compared to the analog signals.  
 In the object of digital communications, a remarkable development had 
happened in the last 20 years. Due to this grown, newer technologies and 

applications had emerged daily. The existing modulation/demodulation techniques 
need to be modified according to the new technologies. 

Being a new field, the first FPGA implementations of the BPSK and QPSK 
techniques were quite recent and also made the subject of this thesis. 
 In the last years, FPGAs became an essential part in implementing DSP 
systems, especially in areas such as digital communications, since FPGAs have the 
ability to realize high-speed parallel operations, ideal for high-performance digital 

signal processing device. Since Xilinx has introduced System Generator, a system 
level tool for FPGA programming based on Matlab/Simulink environment, the gap in 
the DSP community had been reduced considerable since System Generator can be 
used in many ways: to explore an algorithm without translating the design into 
hardware, to simulate a design which is a part of something bigger or to implement 
any design in hardware. After reviewing the FPGA architecture and its functionality 
for DSP implementation, typical DSP applications that can be mapped to FPGA 

devices are: image processing [93], [107], video processing [93], [108], [139], 
audio and speech processing [76], [109], coding and wireless communications [23], 
[29], [45], [60], [95], [96],  [111], [130], [144], and more recently in biomedical 
applications (wireless implants) [39], [182]. 

Advances in technology and new demands on the existing system have now 
led to use Matlab/ Simulink environment in simulating a GPS (Global Positioning 

System) system [15], [21], [25], [26], [45], [69] from a satellite transmitter to a 
receiver [138]. This kind of application was also done on FPGAs [25], [90]. Recent 

studies also show that Phase Shift Keying, especially BPSK achieves a better signal-
to-noise ratio (SNR) and thus it is a frequently applied technique for underwater 
communications [7], [38], [87] [112], which also make the subject of my future 
work. The capabilities offered by the reconfigurable FPGA platform were promising 
for a robust communication system.  

In the last few years, more studies about implementation of the BPSK 
technique on FPGA had appeared, but also of the QPSK technique. More details can 
be found later in this work. 
 A new technique, called Hardware Co-Simulation using FPGA appeared in 
the last two years. Studies using this new technique can be found in [50], [86], 
[98], [107], [137], [139]. The objective of the Hardware Co-Simulation technique is 
to accelerate an application. Therefore, an application is distributed in two or more 
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hardware and software parts. Those parts of the application which are not critical for 
the process are kept in software, while the critical parts are implemented in 

hardware [107].  
The results for the compiled area are generated in hardware. This allows the 

compilation area to be tested in actual hardware and can speed up the simulation 

dramatically. This method enables building a hardware version of the model and 

several tests can be performed in order to verify the functionality of the system in 

hardware. The results can be verified by comparing the simulation output to the 

expected output.  

As FPGA devices have become larger and faster, verifying functionality of 

costly ASIC designs in FPGAs has become an effective and economical method of 

verification. However, some ASIC structures cannot be directly implemented in an 

FPGA efficiently. At the same time, the development cost of an ASIC is increasing 

rapidly, making it less feasible to use ASIC devices for many cost-sensitive 

applications without extensive testing and simulation. Precision Synthesis helps ease 

the transition from ASIC to FPGA design by allowing the same HDL code and 

constraint syntax to be used. To obtain optimal performance, automatic conversions 

of ASIC design structures are utilized. 

 
 

1.2. Thesis Outline 
 

This thesis is organized as follows: 
 Chapter 2 presents the resources, the methods and the ways used in this 

research. In this chapter is also presented an overview of reconfigurable 

computing and the reasons why digital signal processing is well suited for 

reconfigurable computing. 

 Chapter 3 presents the backgrounds of a digital communication system, 

including its components, the communication channels and the criteria of 

choosing a modulation technique. Also, the backgrounds of the digital 

modulation techniques, underlining the BPSK and QPSK modulation 

schemes, are also discussed.     

 Chapter 4 presents the proposed BPSK modulator and system. Here are 

presented, in detail, all implementation steps of the designs. The BPSK 

modulator and system were simulated, tested and finally implemented on 

FPGA. 

 Chapter 5 presents the proposed QPSK modulator and system, which were 

the subject of simulation, testing and implementation on FPGA.  

 Chapter 6 describes the hardware implementation of the BPSK modulator 

and system, and also of the QPSK modulator and system using the 

hardware co-simulation technique.  

 Chapter 7 presents the contributions and conclusions of this work. 
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2. RESOURCES. METHODS. WAYS. 
 

 

2.1. Reconfigurable Computing 
 

2.1.1. A Brief Overview of Reconfigurable Computing 

 
A central preoccupation has always been the research in architecture of 

computer science. The investigation goals vary according to the target applications, 
the programmability of the system, the environment in which processors will be 
deployed and many others. The multiplicity of goals has led to the development of 
several processing architectures, each optimized according to a given goal.  

Traditionally, computing was classified into general-purpose computing 
performed by a General- Purpose Processor (GPP) and application-specific 
computing performed by an Application-Specific Integrated Circuit (ASIC). 
Reconfigurable computing (RC) has combined the advantages of both. A comparison 
of the characteristics of the three different architectures is given in table 2.1 [68], 
[162], [164].  
 

Table 2.1 Comparison of representative computing architecture [68] 

 
 
According to table 2.1, reconfigurable computing has the combined 

advantages of configurable computing resources, called configware, as well as 
configurable algorithms, called flowware. Further, the performance of reconfigurable 
systems is better than general-purpose systems and the cost is smaller than that of 
ASICs. Only recently the power consumption of reconfigurable systems has been 

improved such that it is now either comparable with ASICs or even smaller. The 
main advantage of the reconfigurable system is its high flexibility, while its main 
disadvantage is the lack of a standard computing model. The design effort in terms 
of non-recurring engineering (NRE) cost is between that of general-purpose 
processors and ASICs [43], [68]. At a fundamental level, reconfigurable computing 
is the process of best exploiting the potential of reconfigurable hardware [65]. 

In the past years, studies were made in order to demonstrate that 

reconfigurable computing can be well suited for DSP. In [162] survey, the 
reconfigurable computing platforms offer functional efficiency of hardware and 
programmability of software. A good hardware platform is when the balance 
between performance and flexibility is almost equal. According to [93], a good 
hardware platform should provide high computation throughput, low power 
consumption and small design area. It should also be easy to program and flexible 
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to changes [113]. These tradeoffs resulted in a four implementation solution that 
includes: ASIC, DSP, GPP and RC [93], [162]. Each of them has its place in the 

spectrum of DSP systems and applications and is represented in table 2.2. 
 
Table 2.2 Qualitative comparison of several DSP implementation technologies [46] 

 
  

Reconfigurable computing became popular in the mid 1980s due to the 

availability of FPGA, although the concept of reconfigurable computing has existed 
since the 1960s, when Gerald Estrin proposed a new concept of a computer made of 
a standard processor and an array of "reconfigurable" hardware [40]. This gap was 
due to ignorance of the new technology and studies were made almost two decades 
later [14], [61] - [64], [153], [154], [165], [166]. So, at the end of 1990s and 
beginning of 2000s, the reconfigurable computing field was at its beginning [28], 

[162], [163].  
 The application fields in which reconfigurable computing had been applied 
are embedded systems, network security applications, multimedia applications, 

scientific computing. More detailed applications are presented in [46]. 
 

2.1.2. Field Programmable Gate Array (FPGA) 
 
Field-programmable gate arrays (FPGAs) are truly revolutionary devices that 

blend the benefits of both hardware and software. They provide huge power, area, 
and performance benefits over software and can be easily reprogrammed to 
implement a wide range of tasks. Just like computer hardware, FPGAs implement 
tasks simultaneously, computing millions of operations in resources distributed 
across a silicon chip and can be hundreds of times faster than microprocessor-based 

designs [65]. The innovative development of the FPGAs is that it can be 
reprogrammed an unlimited number of times [46]. FPGAs provide nearly all of the 
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benefits of software flexibility and development models, and nearly all of the 
benefits of hardware efficiency. Compared to a microprocessor, these devices are 

typically several orders of magnitude faster and more power efficient, but creating 
efficient programs for them is more complex. Typically, FPGAs are useful only for 
operations that process large streams of data, such as signal processing, networking 
[65]. Compared to ASICs, they may be 5 to 25 times worse in terms of area, delay, 
and performance. However, while an ASIC design may take months to years to 
develop and have a multimillion-dollar price tag, an FPGA design might only take 
days to create and cost tens to hundreds of dollars.  

In most FPGAs, the logic components can be programmed to duplicate the 
functionality of basic logic gates or functional intellectual properties. FPGAs also 
include memory elements composed of simple flip-flops or more complete blocks of 
memories [14]. Hence, FPGA has made possible the dynamic execution and 
configuration of both, hardware and software, on a single chip [68], [163] which 
made the FPGA the computational unit for reconfigurable computing systems [46]. 
 FPGAs are programmed using a logic circuit diagram or a source code in a 

hardware description language (HDL) to specify how the chip will work. A hardware 
description language is any language from a class of computer languages used for 
description of digital logic. The HDL describes the circuits’ operation, its design and 
behavior by simulating.   
 The most common HDLs are VHDL and Verilog [152]. Other programming 
languages used to program the FPGA are LabVIEW, MATLAB/Simulink [18], [52], 

[53], [79], [80].  A lot of work has been done in targeting existing programming 
languages like C, C++ and Java as the next hardware description language [167]. 

But, VHDL, Verilog, MATLAB/Simulink remain the popular ones.  
 

2.1.2.1. FPGA Architecture 
 

The architecture of an FPGA is based on the three main building blocks: 
configurable logic blocks (CLB), input-output blocks (IOB) and communication 
resources, illustrated in fig. 2.1. The FPGAs used throughout this work are all 
manufactured by Xilinx, so the following architectural details apply to the chips 
produced by this company [68]. 

 
Fig. 2.1 Generic FPGA architecture [68] 
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CLBs are the main components of an FPGA. They can have one or more 
function generators realized with look-up tables (LUT) and can implement an 

arbitrary logic function according to their configuration. The result of the function is 
stored for every possible combination of the inputs, such that a 4-bit LUT will 
require 16 memory cells to store the function, no matter its complexity. Around the 
LUT there is the interconnect logic that routes signals to and from the LUT, 
implemented using standard logic gates, multiplexers, and latches. Therefore, 
during the configuration process of an FPGA, the memory inside the look-up tables 
is written to implement a required function, and the logic around it is configured to 

route the signals correctly in order to build a more complex system around this 
basic building block. In Xilinx FPGAs a single CLB contains a set of four slices that in 
turn contain two look-up tables and the necessary interconnect hardware [68]. 

The input output blocks (IOBs) have the function of interconnecting the 
signals of the internal logic to an output pin of the FPGA package. There is one and 
only one IOB for every I/O pin of the chip package. The IOBs have their own 
configuration memory, storing the voltage standards to which the pin must comply 

and configuring the direction of the communication on it, making it possible to 
establish mono-directional links in either way or also bidirectional ones [68]. 

The interconnection resources within an FPGA allow the arbitrary connection 
of CLBs and IOBs. The main modes of interconnections are direct and segmented 
and are illustrated in fig. 2.2. Direct interconnection (fig. 2.2a) is made of groups of 
connections that cross the device in all its dimensions. Logic blocks put data on the 

most suitable channel according to data destination. Segmented interconnection 
(fig. 2.2b) is based on lines that can be interconnected using programmable switch 

matrices.  

 
Fig. 2.2 FPGA using (a) the direct interconnection model and  

  (b) the segmented interconnection model. [68] 

 

Also in this kind of interconnection there are lines that cross the entire 
device, in order to maximize the speed of communication and limit signal skew. The 
main advantage of direct interconnection is that parasite resistance and capacitance 
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are almost constant, resulting in an improved predictability of the propagation times 
of the signals. Segmented interconnections offer reduced power dissipation because 

resistance and capacity of the interconnection lines are only those of the 
interconnection length between the blocks [68]. 

 

2.1.2.2. FPGA Families and Models 
 
The FPGAs used in this research belong to two distinct families with different 

architectures and features. Table 2.3 lists the FPGA models used in my research. 

 
Table 2.3 FPGA families, models, boards and reference manual used in my research. 

Family Board Model 

Spartan 3E  Nexys 2  XC3S500E 

Spartan 3E Starter Kit 

Virtex II Pro Virtex II Pro XC2VP20 
XC2VP30 

 
The two boards from the Spartan 3E FPGA family used in this research are 

Nexys2 [33] and Spartan 3E Starter Kit [176] and are illustrated in fig. 2.3. 

  
Fig. 2.3 Boards of the Spartan 3E FPGA family 

a) Nexys2 b) Spartan 3E Starter Kit 

 
The Spartan-3E family is built on the earlier success of Spartan-3 family by 

increasing the amount of logic per I/O, significantly reducing the cost per logic cell. 

The Spartan-3E family of FPGAs is specifically designed to meet the needs of high 
volume, cost-sensitive consumer electronic applications. Because of their 
exceptionally low cost, Spartan-3E FPGAs are ideally suited to a wide range of 
consumer electronics applications, including broadband access, home networking, 
display/projection, and digital television equipment [178]. 

The XUP Virtex-II Pro Development System provides an advanced hardware 

platform that consists of a high performance Virtex-II Pro Platform FPGA surrounded 
by a comprehensive collection of peripheral components that can be used to create 
a complex system and to demonstrate the capability of the Virtex-II Pro Platform 
FPGA [174], [175]. The board can be seen in fig. 2.4. 
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Fig. 2.4 Virtex-II Board 

 

2.1.2.3. FPGA Design Flow 
   
  FPGAs are programmed using a logic circuit diagram or a source code in a 

HDL to specify how the chip will work. A hardware description language is any 
language from a class of computer languages used for description of digital logic.  
HDL design is supported with simulation, as with circuit schematic design entry, and 
with logic synthesis (normally referred to simply as synthesis), which converts 
(synthesizes) the HDL design description into a circuit netlist consisting of the 
required logic gates and interconnection wiring [48]. The HDL describes the circuit’s 
operation, its design and behavior by simulating. The most common hardware 

language is VHDL (VHSIC-Very High Speed Integrated Circuits Hardware Description 
Language). 

 The key advantage of VHDL when it is used for systems design is that it 
allows the behavior of the required system to be described (modeled) and verified 
(simulated) before synthesis tools translate the design into real hardware (gates 
and wires). The gates and wires are mapped into a programmable logic device such 
as a CPLD (Complex Programmable Logic Devices) or FPGA [117]. Another benefit is 

that VHDL allows the description of a concurrent (parallel) system and this is the 

reason why VHDL is usually referred to as a code rather than a program [75], [89], 
[115].   

A fundamental motivation to use VHDL is that VHDL is a standard and 
therefore it is portable and reusable. The two main applications of VHDL are in the 
field of PLD (Programmable Logic Devices) and ASIC [115].  

In order to program an FPGA device in VHDL code, the ISE Web Pack 
software from Xilinx is used in all experiments from this work.  

The steps followed during a project are illustrated in fig. 2.5.  
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Fig. 2.5 FPGA Design Flow 

 

Top-level Source: can be Schematic, Hardware 
Description Language and combination of both. 
The selection of a method depends on the 

design and designer. In this work, we are going 
to deal with the HDL based design entry. 
Simulations are performed when the HDL code is 
completed and the designer is ready to simulate 

the design [89]. 
Synthesis: is the process which translates 
VHDL code into a device netlist format. The 
resulting netlist is saved to a *.NGC (Native 
Generic Circuit) or *.EDIF (Electronic Data 
Interchange Format) file. The synthesis process 

checks the code syntax and analyzes the 
hierarchy of the design which ensures that the 
design is optimized for the design architecture.  
Implementation: consists of a sequence of 
three steps 

      1. Translate 
      2. Map 

      3. Place and Route 
1. Translate process combines all the input 
netlists and constraints to a logic design file. 
This information is saved as a *.NGD (Native 
Generic Database) file. Defining constraints 
involves assigning ports in the design in order to 
be physical elements (e.g. pins, switches, 

buttons) of the targeted device and specifying 
time requirements of the design. 
 

 
Fig. 2.6 FPGA Design Flow with files 
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The constraints information is stored in a file named *.UCF (User Constraints File).  
2. Map process divides the whole circuit into logical sub blocks so that they can be 

fit into the FPGA logic blocks. That means map process fits the logic defined by the 
NGD file into the targeted FPGA elements (CLB, IOB) and generates a *.NCD (Native 
Circuit Description) file which physically represents the design mapped to the 
components of FPGA. 
3. Place and Route  process places the sub blocks from the  map process into logic 
blocks according to the constraints and connects the logic blocks. Following this 
process, the input mapped *.NCD file becomes a completely routed *.NCD output 

file. 
Device Programming: after all the above steps, the design can almost be loaded 
on the FPGA. In order to program the FPGA, the design must be converted into a 
format so that the FPGA can accept it. The BITGEN program deals with this 
conversion: the routed *.NCD file is given to the BITGEN program to generate a bit 
stream, a *.BIT file, which can be used to configure the target FPGA device. 
Design Verification: can be done at different stages of the process steps. 

 1. Behavioral Simulation is the first of all simulation steps. This simulation is 
performed before the synthesis process to verify the RTL behavioral code and to 
confirm that the design is fully functional as it was intended. Behavioral simulation 
can be performed on either VHDL or Verilog designs. In this process, signals and 
variables are observed, procedures and functions are traced and breakpoints are 
set, but without timing information. The behavioral simulation is the fastest 

simulation but provides the least design information. It also allows the designer to 
change the HDL code if the required functionality is not met with in a short time 

period.  
2. Functional simulation (Post Translate Simulation) gives information about the 
logic operation of the circuit. The functionality of the design can be verified using 
the functional simulation process after the translate process. If the functionality is 
not as desired, then changes have to be made in the code and again follow the 

design flow steps. 
3. Static Timing Analysis can be done after the map and post-and-route processes. 
The post-map-timing report lists signal path delays of the design derived from the 
design logic and the post-place-and-route timing report incorporates timing delay 
information to provide a comprehensive timing summary of the design. 

If the system is supposed to be composed of three parallel parts: the 
hardware (HW), the reconfigurable (RHW) and the software (SW) sides, the design 

flow is illustrated in fig. 2.7. 
The HDL Core Design and the IP-Core Generation are the first steps that have to be 
performed in the hardware and reconfigurable hardware sides. Here, the core 

functionalities of the original specification are translated in a hardware description 
language and extended with a communication infrastructure that makes it possible 
to interface them with a bus-based communication channel. After implementing 

these steps, the design of the static architecture is realized with the static 
components of the system, while the reconfigurable components are handled as 
reconfigurable IP-Cores (RFU). In order to implement the correct communication 
infrastructure between the static component and the reconfigurable ones, the 
component placement constraints need to be executed. Although the system 
description and the design synthesis and placement constraints assignment phases 
are shown separate, they are extremely interrelated; the system description phase 

is needed to generate the HDL architectural solution while the design synthesis and 
placement constraints assignment is needed in the identification and in the 
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corresponding assignment of the physical placement constraints of the final 
architectural solution.  

 
Fig. 2.7 The overall view of the described design flow [68] 
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In the reconfiguration management software part, there is the need to develop a set 
of drivers to handle both the reconfigurable and the static components of the 

system, in addition to a control application that is able to manage the 
reconfiguration tasks. All these software applications are compiled for the processor 
of the target system. Then, the compiled software is integrated in the Software 
Integration phase, with the bootloader, with the Linux OS and with the Linux 
Reconfiguration Support, which extends a standard operating system, making it 
possible for both to perform reconfigurations of the reprogrammable device and to 
manage the reconfigurable hardware as well as the static hardware, in order to 

allow component runtime plug-in. The following step is the Bitstreams Generation. 
This step is necessary to obtain the bitstreams that will be used to configure and to 
partially reconfigure the reprogrammable device. Finally, the last step of the design 
flow is the Deployment Design phase. Its goal is to create the final solution that 
consists of the initial configuration bitstream, the partial bitstreams, the software 
part and the deployment information that will be used to physically configure the 
target device [68]. 

 
 

2.2. Simulation Capabilities on Nexys2 and Virtex-II Boards. 
Case Study. 

 
The goal of this study was to investigate the simulation capabilities of 

modern FPGA post-layout simulator (ISE from Xilinx) compared to real life behavior 
on two boards from Digilent: Nexys2 and Virtex-II. For this study, the test circuit 

was a simple ring counter as a phase generator and the delays between the outputs 

have been evaluated. The test circuit was a six-phase generator implemented for the 
Nexys2 board and an eight-phase generator implemented on the Virtex-II board 
[117], [118]. 

In order to verify the limits of the ISE Web Pack Suite, a sample design has 
been simulated, implemented and tested. ISE WebPACK from Xilinx is a software for 
FPGA design solution for Linux and Windows. ISE WebPACK is used for FPGA and 
CPLD design offering HDL synthesis and simulation, implementation, device fitting, 

and JTAG programming.  The sample design is the six-phase generator for the 
Nexys2 board [117] and an eight-phase generator for the Virtex-II board [118].  

The six/eight-phase generator is an application of shift registers  in ring 
counters. A shift register is a group of flip flops set up in a linear fashion which have 
their inputs and outputs connected together in such a way that the data is shifted 
down the line when the circuit is activated. The ring counter illustrated in figure 2.8 

is a type of counter composed of a circular shift register. The output of the last shift 

register is fed to the input of the first register. The VHDL programs of the six/eight 
phase generator are presented in [117] and [118]. 

 
Fig. 2.8 A n bits ring counter  
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An internal active-high signal vector, R_W, is used for reading and writing 
what eventually becomes the circuit’s output; this internal signal is conveniently 

inverted in the last statement to obtain the required active-low output signal vector 
[168]. Aux is an auxiliary state bit to keep track of the two states within each 
phase. The OUTi and Aux signals are all outputs from the flip-flops clocked by the 
same clock CLK. OUT2 goes low before Aux goes high. 

This design is simulated, first behavioral, then post-route. 
 

2.2.1. Simulations on Nexys2 board 

 
To test the design functionality, the behavioral simulation is used. The 

signals obtained in the behavioral simulation are shown in figure 2.9.  Signal CLK is 
the clock and the signals:  Reset, Start and Restart are control inputs. The OUT 
signals are active-low phase outputs [176]. 

 

 
Fig. 2.9 Behavioral Simulation of the six-phase generator [117] 

 
The signals in the rectangle are zoomed and show below, in figure 2.10.  

 

 

Fig. 2.10 Zoomed aria of the Behavioral Simulation [117] 
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As expected, the signals from figure 2.10 show that the behavioral 
simulation does not emphesize any delays. 

In the post-route simulation, unlike the behavioral simulation, the delays 
became visible. Fig. 2.11 illustrates the post-route simulation and fig. 2.12 shows 
the delay between two known signals. 
 

 
Fig. 2.11 The post-route simulation of the six-phase generator [117] 

 

 
Fig. 2.12 Zoomed delayed detail between out[3] and out[4] [117] 

 
The delays between every two consecutive signals are listed in Table 2.4. 

 
Table 2.4 Delays between consecutive signals of the six-phase generator [117]. 

Signals 1_2 2_3 3_4 4_5 5_6 6_1 

Delays[ps] 32 254 418 645 56 459 

 
After computing the delays from the post-route simulation, the purpose was 

to estimate  these delays with a LeCroy WaveSurfer Xs Series Oscilloscope, a high 
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performance digital oscilloscope [88]. For this, the output signals were routed to one 
of the four 6-pin header connectors from de Nexys2 board. Each connector provides 

Vdd, GND and four unique FPGA signals. All four 6-pin header circuits have short 
circuit protection resistors and ESD protection diodes. The first measurement was, 
with the signals routed to the first 6-pin connector. For example, fig. 2.13 illustrates 
the delay between the third and the fourth output signal. The delay is calculated 
with the function skew of the digital oscilloscope. The skew function is defined as: 
time of clock1 edge minus time of the nearest clock2 edge which represents exactly 
the delay between the two signals. To make this possible, one of the signals is 

inverted.   
 

 

Fig. 2.13 The measured delay between the third and the fourth signal [117] 

 
After measuring different delays between consecutive signals and after 

routing the signals to different 6-pin connectors, in table 2.5  are illustrated some of 
the most effective delays. 

 

Table 2.5 Delays at different 6-pin connectors [117] 

Delay 
 

 
Signals 

Post-Route 
Simulation 

[ps] 

First 6-pin 
connector 

[ps] 

Different 
first 6-pin 

connector 
[ps] 

Second 
6-pin 

connector 
[ps] 

3_4 418 579 405 405 

4_5 645 670 516 1040 

 

The measured rise time is commonly related to the system rise time and the 

signal rise time using the formula [1], [2], [161]: 

222

rsignalmeasured ttt   
(2.1) 

The risetime is a measured parameter that provides considerable insight 
into the potential pitfalls in performing a measurement or designing a circuit. 
Risetime is defined as the time it takes for a signal to rise (or fall for falltime) from 
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10% to 90% of its final value. The relationship between the rise time and the 
bandwidth of an oscilloscope is given by: 

 for an analog oscilloscope: 

][

35.0
][

MHzB
str   

 
(2.2) 

 for a digital oscilloscope: 

5.04.0,
][

][ toN
MHzB

N
st r   

(2.3) 

 

The relationship (2.3) is useble only if . Otherwise, the 

errorsmake the correction useless. Sometimes this relationship is used to estimate 
the actual signal rise time when the oscilloscope’s system rise time is not sufficiently 

faster than the signal’s rise time to make an accurate measurement [1], [2], [161].  
From the technical manual of the LeCroy digital oscilloscope [88] that we 

used, N is 0.4, which means that the rise time is 400ps.  The real rise time is shown 
in table 2.6. 
 
Table 2.6 Real Rise Time for the six-phase generator [117]. 

Delay [ps] 
 

Signals 

Measured Rise 
Time 
[ps] 

Oscilloscope 
Rise Time 

[ps] 

Real Rise 
Time 
[ps] 

3_4 579 400 418 

4_5 670 400 537 

 

After simulating the six-phase waveform generator and implementing it on 
the Nexys2 board, the summary is illustrated in fig. 2.14 [117]. 

 
Fig.2.14 Design Summary of the six-phase generator [117] 
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2.2.2. Simulations on Virtex-II Board 
 

The same experiments were made on the Virtex-II board, but for an eight-
phase generator. 

The simulation for the behavioral test is illustrated in fig. 2.15, in order to 
test the design functionality.  The signals in the selected aria are zoomed and shown 
in fig. 2.16. 

 

 
Fig. 2.15 Behavioral Simulation of the eight-phase generator [118] 

 

 
Fig. 2.16 Zoomed aria of the Behavioral Simulation [118] 

 
As demonstrated in the six-phase generator, the behavioral simulation of 

the eight-phase generator does not point out any delays.  
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Unlike the behavioral simulation, in the post-route simulation, the delays 
became noticeable. The encirclements from figure 2.17 are the delays introduced by 

the post-route simulation. One of these delays is shown in figure 2.18, namely the 
delay between the third and the fourth signal. 

 

 
Fig. 2.17 The Post-Route Simulation of the eight-phase generator [118] 

 

 
Fig.2.18 Zoomed delayed detail between out[3] and out[4] [118] 

 
The delays between every two consecutive signals are listed in table 2.7. 

 
Table 2.7 Delays between consecutive signals for the eight-phase generator [118]. 

Signals 1_2 2_3 3_4 4_5 5_6 6_7 7_8 8_1 

Delays[ps] 238 527 104 376 117 208 106 176 
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In order to obtain results, the eight signals were routed to the two 40-pin 
right angle connectors and measured with a LeCroy oscilloscope. The first 

measurement was with the eight signals routed to the left expansion connector and 
the second measurement was with the signals routed to the right connector. Fig. 
2.19 illustrates the delay between the third and the fouth signal. The delay is 
estimated with the skew function of the digital oscilloscope.  

  

Fig. 2.19 The measured delay between the third and the fourth signal [118] 
 

Computing all the delays between every two consecutive signals, table 2.8 
illustrates some of the most effective delays. And after using formula (2.3), the real 
rise time is shown in table 2.9. 

 
Table 2.8 Delays at the two 40-pin connectors [118] 

Delay [ps] 
 

Signals 

Post-Route 
Simulation 

[ps] 

First 40-pin 
connector 

[ps] 

Second 40-pin 
connector 

[ps] 

3_4 104 606 451 

5_6 117 438 1051 

 
Table 2.9 Real Rise Time for the eight-phase generator [118] 

Delay [ps] 
 

Signals 

Measured Rise 
Time 
[ps] 

Oscilloscope 
Rise Time 

[ps] 

Real Rise 
Time 
[ps] 

3_4 606 400 456 

5_6 438 400 178 

 
The simulation report of the eight-phase generator is illustrated in figure 

2.20 [118]. 
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Fig.2.20 Design Summary of the eight-phase generator 

 
In managing short times, extra care should be taken. The oscilloscope’s 

bandwidth should be at least five times higher than the fastest clock rate in the 
design. Otherwise, in order to make accurate edge-speed measurements on the 
signals, you will need to determine the maximum practical frequency present in the 
signal [118]. 
 

 

2.3. Reconfigurable Computing’s Suitability for Digital Signal 
Processing 
 
2.3.1. Digital Signal Processing 

 
Nowadays, there is an increasing need to process, interpret and understand 

information (e.g. speech, music, image, video). In a lot of cases, the aim is to 
process data in order to obtain parts of a signal. 

In the early days of electronics, signals were transmitted in their typical 

form, analog. The signals created form an analog source, were converted into 
electrical signals and then transmitted across a channel [19]. For a long time, 
analog techniques were the methods of choice when processing signals, but as 
computers and digital hardware have advanced, the use of DSP techniques replaced 
the analog ones [46].  The algorithms used in image and signal processing, 

multimedia, telecommunications, cryptography, networking and computation 
domains in general were first used on Digital Signal Processors (DSPs) or General 

Purpose Processors (GPPs) [132]. Digital signal processing is all about mathematics, 
algorithms and techniques, used to manipulate all signals after they have been 
converted into digital form. 

The digital techniques replaced the analogs’ for a many of reasons, such as 
[46], [105]:  

 the increased immunity to changes in external parameters such as age and 

temperature as well as to variations in circuit components; 
 the ease of reproducing DSP systems; 
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 an internal active-high signal vector, R_W, is used for reading and writing 
what the flexibility in precision through changing word lengths and/ or 

numeric representation; 
 the ability to use a single processing element to process multiple incoming 

signals through multiplexing; 
 the case with which signals digital approaches can adjust their processing 

parameters, such as with adaptive signal processing; 
 the ideal characteristics that are only possible through digital techniques. 

Also, digital hardware is more reliable and superior than its’ analog counterpart 

which is prone to ageing and give uncertain performance in production [19]. 
 In contrast, the disadvantages of using digital techniques over analog 
techniques include: system complexity, power consumption and frequency range 
limitation. For many applications, the advantages of DSP make up for the 
disadvantages [46]. The substitution of the analog techniques by the digital ones 
has been driven by the cheap hardware which can be interfaced with computers or 
even implemented on computers [19]. 

 DSP functions are commonly implemented on two types of programmable 
platforms: DSPs and FPGAs. While DSPs are a specialized form of microprocessor, 
FPGAs are a form of highly configurable hardware [8], [183]. Specialized DSPs can 
implement many applications, such as: 3G wireless, multimedia systems, medical 
systems radar and satellite systems, consumer electronics, image-processing 
applications. Although DSPs are programmable through software, their hardware 

architecture is not flexible. The DSPs’s fixed hardware architecture is not suitable for 
some applications that require customized DSP function implementations. On the 

other hand, FPGAs provide a reconfigurable solution for implementing DSP 
applications, higher DSP throughput, and more raw data processing power than 
DSPs. FPGAs are configured in hardware, therefore they offer complete hardware 
customization while implementing various DSP applications [9]. 
 Some of the common operations used on digital or analog techniques are 

[46], [83]:  
 elementary time-domain operations: amplification, integration, 

differentiation, addition of signals, multiplication of signals; 
 filtering; 
 transforms; 
 convolution; 
 modulation and demodulation; 

 signal generation. 
Also, some combinations of these operations can be used to remove noise from 
signals, prepare signals for wireless transmission, extract signals from wireless 

transmissions or select signals of interest from a larger collection of signals [46]. 
 

2.3.2. System Level Tools for DSP in FPGAs 
 
In the last years, FPGAs became an essential part in implementing DSP 

systems, especially in areas such as digital communications, since FPGAs have the 
ability to realize high-speed parallel operations, ideal for high-performance digital 
signal processing device. The VHDL programming language is different from serial 
programming on microprocessor, so the developers often use the MATLAB language 

for system modeling and simulation. Xilinx has introduced a system level FPGA 
development tool based on Matlab/Simulink, which is System Generator [5], [31], 
[32], [181].  
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Simulink is a graphical environment, integrated with MATLAB [70], [85], 
which provides immediate access to a large range of tools that develop algorithms, 

analyze and visualize simulations, create batch processing scripts, customize the 
modeling environment, and define signal, parameter, and test data. Signals are 
time-varying quantities represented by the lines connecting blocks and parameters 
are coefficients that help define the dynamics and behavior of any system. Simulink 
provides tools for hierarchical modeling, data management and subsystem 
customization, making it easy to create concise, accurate representations, 
regardless of the system's complexity. Every system in Simulink can be simulated in 

order to see its dynamic behavior and to view the results. A variety of time-varying 
systems can be designed, simulated, implemented and tested, in many fields, 
including communications, controls, signal processing, video processing and image 
processing.  

System Generator is a DSP tool from Xilinx based on the Matlab/Simulink 

environment and is used for FPGA design. System Generator is actually a library in 
Simulink which translates a Simulink model into a hardware realization of the same 
model. It also maps the system parameters defined in Simulink into entities and 
architectures, ports and signals in a hardware realization. In addition, System 

Generator produces command files for FPGA synthesis, HDL simulation and 
implementation tools in order to obtain the hardware model. Only the subsystems 
and blocks from the Xilinx Blockset are translated by System Generator into 
hardware realization. All implementation steps, including synthesis, place and route 
are automatically performed to generate the FPGA programming file [129]. System 
Generator supports bit and cycle true modeling, and automatically generates an 

FPGA implementation from a system model. In addition, it provides access to 
auxiliary tools for filter design, data analysis, visualization, and testbench creation 
[12], [71], [86], [146], [179]. 

The System Generator design flow is shown in the fig.2.21. 

 
Fig.2.21 System Generator design flow 
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In order to program the FPGA, two distinct software packages are used: 
Matlab and Xilinx ISE. Matlab/Simulink is the software where the system 

functionality is verified and where the programming takes place and ISE is where 
the program will be configured to run on the FPGA. The main bridge between the 
two packages is System Generator, the part of Matlab, which converts the Simulink 
math code into VHDL code that is recognized by the ISE software [129].  System 
Generator models the algorithm in the environment of Matlab/Simulink and 
generates the corresponding ISE project. The generated project is simulated and 
synthesized in ISE environment. Finally a bit stream file is generated for FPGA 

programming. The details of the development process are shown in fig. 2.22. 

 

 
Fig.2.22 FPGA development process based on System Generator 

 

Working with System Generator, some of advantages and disadvantages of 
this environment were established and are presented in table 2.10. 
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2.4. Application in Matlab/Simulink and System Generator 
 
The following application was achieved in order to introduce and understand 

the basic concepts of creating a design using System Generator within the model 
based design flow provided through the Matlab/Simulink environment, in order to 
understand the future applications. 

The tested design is a simple circuit which adds a constant and a sinus 

generator. 
The input signals are: 

 constant:                      (2.5) 

 sinus:                            

                                          where:      – amplitude of the signal 

      – initial phase of the signal 

      – frequency of the signal 
                                    (2.6) 

 The output signal adds the sinus and the constant: 

 (2.7) 

 First, the application is designed, simulated, implemented and tested in the 
Matlab/Simulink environment with only Simulink blocks. Afterwards, the same  
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application is modified in the same Matlab/Simulink environment, but with Xilinx 
blocks which makes the model implemented in System Generator. 
 

2.4.1. Adder in Simulink 
 
This design is an executable specification creating in Simulink using the 

standard blockset. It is a simple adder circuit, but serves to demonstrate many of 

the key concepts of model based design.  
Fig. 2.23 illustrates the Simulink 

model of the adder and fig. 2.24, the 
corresponding signals.  
The constant waveform  from equation 

(2.5) and shown in fig. 2.24 is added with 
the sinus waveform, exactly as the one 

from the equation (2.6) and shown in fig. 
2.24, obtaining the  output signal 

represented in fig. 2.24. 

 
 

Fig. 2.24 Corresponding signals 
Fig.2.23 The Simulink model of the adder 

 
1-constant waveform   2-sinus 
waveform   3-output waveform 

 

2.4.2. Adder in System Generator 
 
 The same principle of the adder is applied in System Generator, but with 
Xilinx blocks. Four implementations of the design were made in order to 
demonstrate the system modeling concept. 
 The first implementation of the adder, fig. 2.25, is made out of both 

Simulink and System Generator blocks. Both, the constant waveform and the sine 
waveform are generated external, outside the FPGA, and then passed through the 
Gateway Out ports in order to be seen on the scope. 
 

 
Fig. 2.25 First implementation of the System Generator adder 
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The Simulink blockset contains: 
 the Constant block – used to define a real or complex real value. The output 

of the block has the same dimension and elements as the constant value 
parameter, which here is 1. 

 the Sine Wave block – generates a sine waveform.  
 the Scope – displays its input with respect to simulation time. The scope can 

adjust  the amount of time and the range of input values displayed.  
The System Generator blockset contains: 

 the Gateway In blocks: the inputs into the Xilinx portion of the Simulink 

design;  
 the Gateway Out blocks: the outputs from the Xilinx portion of the Simulink 

design;  
 the AddSub block: implements an adder; 
 the Wavescope: allows the signals to be viewed without the use of the 

Gateway Out ports. 
 Fig. 2.26 and 2.27 illustrate the corresponding signals. Fig. 2.26 represents 

the signals from the scope block, while fig. 2.27 represents the signals from the 
wavescope block and both are the same.  

  
Fig. 2.26 The corresponding signals from the 

scope block: 
a – constant waveform    b – sine waveform 

c – output signal 

Fig. 2.27 The corresponding signals from the 
waveform block: 

a – constant waveform    b – sine waveform 
c – output signal 

 
The sine waveforms have square edges. This is because the System 

Generator blockset forces a discrete sampling of the input signals which represents 

the behavior of the actual hardware which operates on synchronous clock edges. 
In the second implementation of the adder, fig. 2.28, the Simulink blockset 

is made only of the Sine Wave and the Scope block. The System Generator contains 
the blocks from the first implementation and the Constant block. The Constant block 
is similar to the Simulink constant block, but can be used to directly drive the inputs 
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on Xilinx blocks. Fig. 2.29 illustrates the corresponding signals of the design from 
the wavescope block. 

 
 Fig. 2.28 Second implementation of the System Generator adder 

 

 
Fig. 2.29 The corresponding signals:  a – constant waveform     

b – sine waveform           c – output signal 

 
The third implementation of the adder is illustrated in fig. 2.30.  

 
Fig. 2.30 The third implementation of the System Generator adder 
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The third implementation is made in the reverse order of the blocks: the 
constant block is in the Simulink environment, while the sine wave block is made in 

System Generator with the help of the DDS block. The DDS Compiler Block is a 
direct digital synthesizer and it uses a lookup table scheme to generate sinusoids. 
 

 
Fig. 2.31 The corresponding signals: 

 a – constant waveform    b – sine waveform    c – output signal 

 
The sine signals do not have anymore the square edges because the signals 

are generated internal, in the FPGA. 
The fourth implementation of the adder is illustrated in fig. 2.32. All blocks 

are generated internal in System Generator, which means that in the FPGA.  
 

 
Fig. 2.32 The fourth implementation of the System Generator adder 
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The corresponding signals are also illustrated, in fig. 2.33.  

 
Fig. 2.33 The corresponding signals: 

a – constant waveform    b – sine waveform    c – output signal 

 

 

2.5. Conclusions and Contributions 
  

Chapter 2 presents the resources, the methods and the ways used in the 
research. 

In the first part of chapter 2, an overview of reconfigurable computing was 
presented. Reconfigurable computing became popular due to the availability of field 
programmable gate arrays. The main architectures of the FPGAs were investigated; 
also the software tools used in implementing and simulating a design and 
programming the FPGAs were presented. These tradeoffs let to the decision/ 
conclusion to use the Xilinx FPGA boards (Nexys2 and Spartan 3E) and the software 
tool (ISE Webpack) provided by the same corporation. 

The simulation capabilities of the FPGA simulator were investigated and also 
compared to real life behavior. The exploitation and dissemination of the 
experiments were further investigated in two scientific papers: [117] and [118]. 

In the second part of chapter 2, the reasons why DSP is suitable for 

reconfigurable computing were brought up. The most useful DSP tool used for FPGA 
design is System Generator, a software tool from Xilinx based on the 
Matlab/Simulink environment. System Generator produces command files for FPGA 

synthesis, HDL simulation and implementation tool, all with the purpose of obtaining 
a hardware model. Also, the advantages and disadvantages of System Generator 
were outlined. 

For understanding the implementation steps, a simple design, an adder 
made up of a constant and a sine generator, was simulated. First, only in the 
Simulink environment, and then, the design was implemented in System Generator, 

in four different ways:  
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 the constant and the sine generator were both Simulink blocks and pass 
through the GatewayIn blocks into the FPGA boundary which represents the 

System Generator environment; 
 The constant in System Generator and the sine generator in Simulink; 
 The constant in Simulink and the sine generator (DDS compiler) in System 

Generator; 
 Both, the constant and the sine generator implemented in System 

Generator. 
The signals of the simulated blocks were more accurate if Xilinx blocks had been 

used. Otherwise, the waveforms had square edges. 
 

 

Contributions: 

 An overview of reconfigurable computing was presented, outlining the 
strengths and the advantages of FPGAs in contrast to ASIC and GPP. 

 A common but accurate methodology on an FPGA, simulations 
checked by measurements, was followed. 

 The capabilities of the FPGA simulator, the Xilinx ISE, were analysed 
and compared with practical results: 

o The delays of the post-route simulation were investigated 
and also compared with measured delays; 

o Corrections had been made to results according to the type of 
their use. 

 The advantages and disadvantages of the System Generator were 
outlined. 

 A simple design was simulated in Simulink and System Generator in order to 
introduce and understand the basic concepts of the MATLAB simulator: 

o To test the design functionality, the adder was simulated in 

Simulink; 
o To test the functionality as an FPGA design, the Simulink blocks 

were translated in dedicated Xilinx blocks from System Generator, 
obtaining four different designs of the adder. 

 Different implementations of the same model were compared: the signals of 
the simulated blocks were more accurate if Xilinx blocks were used. 

 Experimental results proved the precision of the two simulators: the Xilinx 

ISE and MATLAB/Simulink and System Generator.   

BUPT



                                                     3.1. – Digital Communication System     45 

 
 

 

3. MODULATION IN DIGITAL AGE PROSPECTION 
 

 

3.1. Digital Communication System 
 

As it was mentioned in the previous chapter, two of the most common 
operations used in digital signal processing were modulation and demodulation. 

These operations make the topic of the chapter. 
Communication represents information transfer between different points in 

space or time and requires a sender, a message and a receiver. In digital 
communication, the information is represented in digital form, as binary digits or 
bits. Today, most communication systems used for transferring information are 
either digital or are being converted from analog to digital. 

 

3.1.1. General Assumptions for the Digital Communication System 
 
Fig. 3.1 illustrates the block diagram of a typical digital communication 

system.  

 
Fig. 3.1 Block diagram of a typical digital communication system 

 

Functionalities of the Transmitter  
Typically, the message to be sent is from an analog source (e.g. voice) or 

digital (e.g. computer data). Since analog messages are characterized by data 
whose values vary over a continuous range, the output of an analog communication 
system can assume an infinite number of possible waveforms [110]. In digital 

communication, the information is represented in a digital form, as binary digits or 
simply bits. Today, most of the communication systems are either digital, or are 
converted from analog to digital [94], [158]. 

The analog to digital converter A/D is a device which converts the analog 
signals to a digital form, a sequence of binary digits. Ideal, is to represent the 
message into a shorter digital signal. 
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The process of efficiently converting the output of either an analog source or 
digital source into a sequence of binary digits is called source encoding or data 

compression [131]. The task of the source encoder is to reduce the redundancy in 
the original information in a manner that takes into account the end user’s 
requirements [94]. While the source encoder eliminates unwanted redundancy in 
the information to be sent, the channel encoder introduces redundancy in order to 
combat errors that may arise from channel imperfections and noise, so that some of 
the errors caused by noise or interference through the channel can be corrected at 
the receiver [94], [131], [180].   The binary information obtained at the output of 

the channel encoder is than passed to a digital modulator which serves as interface 
with the communication channel. The main purpose of the modulator is to translate 
the discrete symbols into an analog waveform that can be transmitted over the 
channel [41], [74], [94], [131], [170]. 

Fig. 3.2 represents the modulator scheme with the signals related, where:    
  is the message/ information signal;  

  is the carrier signal;  

  is the modulated/ transmitted signal.   

 
Fig. 3.2 The modulator scheme 

 
The carrier is a waveform, a sinusoidal signal, which is modulated with an 

input signal for the purpose of conveying information, given by [10]: 

 (3.1) 

where:      represents the amplitude of the carrier; 

                  represents the frequency of the carrier; 

                 represents the phase of the carrier. 

After examining the carrier , the three parameters which can vary are: 

the amplitude, the frequency and the phase. These parameters can be varied either 

in analog form or in digital form. When varying in digital form, it is referred to as 

“Shifting and Keying”. 
 Fig. 3.2 is part of a more detailed scheme, fig. 3.3, which is the block 
diagram of a binary digital communication system. The binary digit bk (0 or 1) is 
represented by one of two electrical waveforms  or . These waveforms are 

transmitted through the channel and perturbed by noise. At the receiving side, the 

receiver needs to make a decision, on the transmitted bit based on the received 

signal . The performance of the receiver is measured in terms of error 

probability. 
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Fig. 3.3 The block diagram of a binary digital communication system 

 
A channel model of infinite bandwidth with AWGN is assumed. Other 

assumptions and the notation which pertain to the discussion of the communication 
system in fig. 3.3 are as follows [110]: 

 The bit duration of  is  second, or the bit rate is    . 

 Bits in two different time slots are statistically independent. 

 The probabilities of bk are as follows: 

 (3.2) 

 (3.3) 

where . Most often, we will assume that the bits are equally likely, 

. 

 The bit bk is mapped by the modulator into one of the two signals  and 

. Each signal is of duration  seconds and has a finite energy: 

 

(3.4) 

 

(3.5) 

 
 The channel is sufficiently wideband that the signal  and  pass 

through without any distortion. Essentially, this means that there is no inter 
symbol interference (ISI) between successive bits. 

 The noise  is stationary Gaussian, zero-mean, white noise, which means 

that: 

 

(3.6) 

The two electrical signals  and  must me represented as linear 

combinations of two orthonormal basis functions  and  used to represent 

the signals exactly. The two functions  and  are said to be orthonormal if 

the following two conditions are satisfied [110]:  
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1. Orthogonality: 

 

 

(3.7) 

2. Normalize: 

 

(3.8) 

 

After computing these data, [110] gives the formula for these orthonormal 
functions: 

 

 

(3.9) 

  

 

(3.10) 

  

where ρ is named correlation coefficient and is defined by the formula below: 

 

(3.11) 

The orthonormal set { } is selected to represent the two signals exactly. 

This representation is expressed geometrically in a signal space plot. 
In any bit interval we receive the noise-corrupted signal. The received signal 

is [110]:  

 

 

 

 (3.12) 

  

The probability of making an error is given by [110]: 

 

 

 

(3.13) 

 
Channel 

To transmit the signal (message) from the source to the receiver, a 
communication channel is used. Modulation techniques are chosen or designed 

according to channel characteristics in order to optimize their performance. The 
characteristics of a communication channel can vary widely and good channels are 
critical to the design of efficient communication systems [131]. Whatever the 
medium used for transmission is, the signal is corrupted with thermal noise. The 
channel also has a limited frequency bandwidth so that it can be viewed as a filter 
[74], [180]. 
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In studying, choosing and designing modulation schemes an important 
factor is the channel characteristic. An Additive White Gaussian Noise (AWGN) 

channel model is a basic assumption made about the corrupting noise in most 
communication systems performance analysis and is assumed in the present work. 
This assumption corresponds to the fact that the channel does nothing but add a 
white gaussian noise to the signal passing through the channel. It was further 
assumed that the modulated signals passing through the channel does not suffer for 
amplitude loss and phase distortion. 

The AWGN channel does not exist since no channel can have an infinite 

bandwidth. Nevertheless, when the signal bandwidth is smaller than the channel 
bandwidth, many practical channels are approximately with an AWGN channel.  
 
Functionalities in the Receiver 
 In the receiver, the reverse signal processing happens. First, the weak 
signal is amplified and demodulated [180]. One of its key tasks is synchronization: 
the demodulator must account for the fact that the channel can produce phase, 

frequency, and time shifts, and that the clocks and oscillators at the transmitter and 
receiver are not synchronized a priori. Another task may be channel equalization, or 
compensation of the inter-symbol interference induced by a dispersive channel. The 
ultimate goal of the demodulator is to produce tentative decisions on the 
transmitted symbols to be fed to the channel decoder [41], [94].  Then, the added 
redundancy is taken away by the channel decoder. Next, the source decoder 

recovers the signal to its original form and sends it to the user. For an analog 
source, a digital to analog converter D/A is used [180].  

 In order to transmit a signal over long distances, carrier modulation is used. 
This modulation uses a sequence of digital symbols to alter the parameters of a 
high-frequency sinusoidal signal called carrier.  
 
 

 

3.1.2. Criteria of Choosing Modulation Schemes 
 
The essence of digital modem design is to transmit digital bits from the 

transmitter to the receiver through a channel and recover these bits from 
corruptions from noise and other imperfections of the channel. There are three 

primary criteria of choosing modulation schemes: power efficiency, bandwidth 
efficiency and system complexity, all documented from [180]. 

 

3.1.2.1. Power Efficiency 
 

The Power efficiency of a modulation scheme is defined straightforwardly as 

the required for a certain bit error probability ( ) over an AWGN (Additive White 

Gaussian Noise) channel, where  is the average bit energy, is the noise power 

spectral density.  is usually used as the reference bit error probability. In 

other words, power efficiency is a measure of how much received power is needed 
to achieve a specified bit error rate (BER). As the bit error rate increases, the power 
efficiency decreases since transmitted power is wasted on more bad data. 
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3.1.2.2. Bandwidth Efficiency 
 
The bandwidth efficiency of a communication system is typically a measure of 

how well the system is using the bandwidth resource [41]. 
The bandwidth efficiency is defined as the number of bits per second that 

can be transmitted in one hertz of system bandwidth.  

 

(3.14) 

 

where R is the ratio of the bit rate and B is the signal bandwidth. 
Bandwidth efficiency depends on the requirement of system bandwidth for a certain 
modulated signal. 

Three bandwidth efficiencies are listed in literature [180] as follows: 
(a) Nyquist Bandwidth Efficiency: ideal case. 
Assuming the system uses Nyquist filtering at baseband which has the minimum 
bandwidth required for inter symbol interference – free transmission of the digital 

signals, the bandwidth efficiency for a M-ary modulation is: 

 

(3.15) 

              where  represents the bit rate and B the bandwidth of the signal. 

(b)  Null-to-Null Bandwidth Efficiency: to define the bandwidth as the main spectral 
lobe. 

(c) Percentage Bandwidth Efficiency: In the case that the modulated signal does not 

have nulls, energy percentage bandwidth may be used. Usually, 99% is used. 
 

3.1.2.3. System Complexity 
 
System complexity refers to the amount of circuits involved and the 

technical difficulty of the system. Associated with the system complexity is the cost 
of manufacturing, which is of course a major concern in choosing a modulation 
technique. Usually the demodulator is more complex than the modulator. Coherent 

demodulator is much more complex than non coherent demodulator since carrier 
recovery is required.  
 
 

3.2. Basics of Digital Modulation Techniques 
 

3.2.1. Introduction in Digital Modulation 
 
All modulation techniques are known as M-ary modulations. In a M-ary 

modulation, two or more bits are grouped together to form symbols and signals, 
and one of the possible signals obtained is transmitted. Normally, the number of 
possible signals is , where n is an integer [10]. 

The basic modulation techniques have , so in another words, they are 

called binary modulations. M-ary modulation techniques are attractive for use in 
band limited channels, because these techniques achieve better bandwidth 
efficiency at the expense of power efficiency. M-ary signaling results in poorer error 
performance because of smaller distances between signals in the constellation 

diagram. In another words, M-ary schemes increase the bandwidth efficiency but  
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require higher transmission power to keep the same bit error rate. Several 
commonly used M-ary signaling schemes are discussed in the present work, but 

before of doing this, an overview of the digital modulation schemes is presented.  
 

3.2.2. Overview of Digital Modulation Techniques 
 

In order to describe the digital modulation techniques, [180] listed the 
abbreviations and names of these techniques in table 3.1 and then, arranged them 

in a tree diagram listed in fig. 3.4. 

The modulation schemes listed in the table 3.1 and in fig. 3.4 are classified into two 
large categories: constant envelope and non constant envelope.  
 
Table 3.1 Abbreviations and names of the digital modulation techniques [180] 

Abbreviation Alternative 
Abbreviation 

Descriptive name 

CONSTANT ENVELOPE MODULATIONS 

Frequency Shift Keying (FSK) 

BFSK FSK Binary Frequency Shift Keying 

MFSK  M-ary Frequency Shift Keying 

Phase Shift Keying (PSK) 

BPSK PSK Binary Phase Shift Keying 

QPSK 4PSK Quadrature Phase Shift Keying 

OQPSK SQPSK Offset QPSK, Staggered QPSK 

π/4-QPSK  π/4 Quadrature Phase Shift Keying 

MPSK  M-ary Phase Shift Keying 

Continuous Phase Modulations (CPM) 

SHPM  Single-h (modulation index) Phase Modulation 

MHPM  Multi-h Phase Modulation 

LREC  Rectangular Pulse of Length L 

CPFSK  Continuous Phase Frequency Shift Keying 

MSK FFSK Minimum Shift Keying, Fast FSK 

SMSK  Serial Minimum Shift Keying 

LRC  Raised Cosine Pulse of Length L 

LSRC  Spectrally Raised Cosine Pulse of Length L 

GMSK  Gaussian Minimum Shift Keying 

TFM  Tamed Frequency Modulation 

NON CONSTANT ENVELOPE MODULATIONS 

Amplitude and Amplitude/Phase Modulations 

ASK  Amplitude Shift Keying (generic name) 

OOK ASK Binary ON-Off Keying 

MASK MAM M-ary ASK, M-ary Amplitude Modulation 

QAM  Quadrature Amplitude Modulation 

Other Non constant Envelope Modulations 

QORC  Quadrature Overlapped Raised Cosine 
Modulation 

SQORC  Staggered QORC 

QOSRC  Quadrature Overlapped Squared Raised Cosine 
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Modulation 

Q2PSK  Quadrature Quadrature Phase Shift Keying 

IJF-OQPSK  Inter symbol-Interference/Jitter-Free OQPSK 

TSI-OQPSK  Two-Symbol-Interval OQPSK 

SQAM  Superposed-QAM 

XPSK  Cross correlated QPSK 

 

 
Fig. 3.4 Digital Modulation Tree 
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3.2.3. M-ary Phase Shift Keying (MPSK) 
 

Phase Shift Keying is an efficient, in terms of signal power, digital 
modulation method. It is widely used in modern in modern communication systems, 
such as satellite links, wideband microwave radio relay systems [110]. The digital 
information is coded in the phase function of a constant – amplitude carrier signal in 
which the phase of the transmitted signal is varied to convey information. 

The motivation behind MPSK is to increase the bandwidth efficiency of the 

PSK modulation schemes. In BPSK, a symbol represents a data bit. In MPSK, a 
symbol is represented by   data bits so the the bandwidth efficiency is 

increased to n times [159]. Among all MPSK schemes, QPSK is the most used since 
it does not suffer from BER degradation while the bandwidth efficiency is increased 
[180]. The advantage of QPSK over BPSK is evident: QPSK transmits twice the data 
rate in a given bandwidth compared to BPSK, at the same BER. 

 

3.2.3.1. Binary Phase Shift Keying (BPSK) 
 
 BPSK is the simplest form of phase shift keying and it uses two phases 
which are separated by 180°. This modulation is the most robust of all the PSKs 
since it takes the highest level of noise or distortion to make the demodulator reach 

an incorrect decision. It is, however, only able to modulate at 1 bit/symbol and this 
is the reason why is unsuitable for high data-rate applications. 
 

 
Fig. 3.5 PSK modulation [180] 
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A BPSK signal is generated by modulating the amplitude of the sinusoidal 
carrier with a digital signal [22]. The transmitted/modulated BPSK signal is 

, so the signal set is given by equation (3.16) with a resultant phase of 

either 0 or π radians: 

 

(3.16) 

In other words, in BPSK, a symbol “1” is transmitted as a burst of carrier 

with a 0° initial phase, while a symbol “0” is transmitted as a burst of carrier with 
180° initial phase shown in fig. 3.7. 

The signals constellation is illustrated in fig. 3.6. 

 
Fig. 3.6 Signal space plot of BPSK [34], [110] 

 
The BPSK modulator is quite simple and is illustrated in fig. 3.7. The binary 

sequence or modulating signal is multiplied with a sinusoidal carrier and the 

BPSK modulated signal  is obtained.  

 
Fig.3.7 BPSK Modulator [180] 

 
To demodulate the signal, it is necessary to reconstitute the carrier. This 

process is made in the Carrier Recovery Circuit. Next, the BPSK modulated signal is 
multiplied with the carrier, pass through an integrator and a decision circuit to 
obtain in the end the modulating signal. 

 
Fig.3.8 BPSK Demodulator [180] 

 
Each signal is of duration Tb and has the same energy [110]:  

 

(3.17) 
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Only one of the two orthonormal basis function is needed in representing the two 
signals [110]: 

 

 

(3.18) 

For , the error probability is [110]: 

 

 

(3.19) 

 A simple application of the BPSK modulation has been made in the MATLAB 
environment. The modulating and modulated signals are shown in the figure below: 

 

 
Fig.3.9 Application of the BPSK Modulation 

 
 

3.2.3.2. Quadrature Phase Shift Keying (QPSK) 
 
 The basic idea behind QPSK exploits the fact that  and  are 

orthogonal over the  interval, where  and k is an integer. This leads to 

the transmission of two different messages over the same frequency band. In order 
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to accomplish this, the bit stream is taken two bits at a time and mapped into 
signals as shown in table 3.2. 

 
Table 3.2 QPSK signals and a mapping to the messages 

Bit pattern Message Signal transmitted 

00    

01    

11    

10    

 
 Since each bit occupies  seconds, the signals corresponding to the „dibits‟ 

or symbols: 00, 01, 11, 10, last for a symbol duration of  seconds. The 

symbol signaling rate is therefore halved:  

 

(3.20) 

Since the bandwidth requirement is proportional to , it can also be reduced by half 

for a given bit rate, . In opposites, for a fixed bandwidth the bit rate  can be 

doubled [110]. 
 Since QPSK is a special case of MPSK [150], the signals of the QPSK 

modulation are defined in equation (3.21):  

 (3.21) 

and  

 The initial phases of the signals are   

Equation (3.21) can be rewritten as: 

 

 

(3.22) 

where: 

 

 

(3.23) 

 

 

(3.24) 

 (3.25) 

 (3.26) 
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and   is the symbol energy and . 

In a M-ary modulation, two or more bits are grouped together to form 
symbols and signals, and one of the possible signals obtained is transmitted. 
Normally, the number of possible signals is , where n is an integer. For QPSK, 

M is 4, which means that n is 2 bits per symbol. There are four possible cases of 

dibits: 00, 01, 10 and 11. Each of the four QPSK signals is used to represent one of 
them. The coordinates of signal points are illustrated in table 3.3. In the table, the 

logic „1‟is mapped into  and the logic „0‟ into  [180].  

 
Table 3.3 QPSK signal coordinates 

Dibit Phase    

11 
 

  

01 
 

  

00 
 

  

10 
 

  

 
Also, the odd bits were mapped to  and the even bits into  and the 

original information is , where the I and Q are mnemonics for inphase and 

quadrature [149]. The individual bits in each stream occupy  seconds and 

modulate the inphase carrier, , and respectively the quadrature carrier 

. 

The transmitted signal from equation (3.22) can be written as: 

 (3.27) 

 

 

 

(3.28)  

where the phase  is determined as follows: 
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(3.29) 

 Fig. 3.10 shows how the QPSK transmitted waveform is generated from its 

inphase and quadrature components from the bit sequence. 
 

 
Fig.3.10 QPSK waveforms [180] 

  

The four signals can be represented in terms of the two orthonormal basis 
functions,  and  as shown in fig. 3.11. 
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Fig.3.11 Representing QPSK signals as phases of the sinusoidal carrier [110] 

  
The QPSK modulator illustrated in fig. 3.12 is based on equation (3.27). The binary 
sequence  is separated by the serial-to-parallel converter into odd-bit-sequence 

for the I channel and even-bit-sequence for the Q channel. The channel modulated 

with cosine is called inphase (I) and the channel modulated with sine is called 
quadrature (Q). The odd-bit-sequence is multiplied with  and the even-bit-

sequence with . It is obvious that the I-channel and Q-channel signals are 

BPSK signals with a symbol duration of . Finally, an adder brings the two 

waveforms together producing the modulated QPSK signal, all seen in fig. 3.10. 

 
Fig.3.12 QPSK Modulator 

 
 In the demodulator, the reverse operation happens. The I-channel and the 
Q-channel are demodulated separately as two different BPSK signals. The I-channel 

is demodulated with a cosine waveform and the Q-channel, with a sine waveform. A 
parallel-to-serial-converter is used to combine the two sequences into a single one 
which represents the modulating signal. 
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Fig.3.13 QPSK Demodulator 

 
The phase of each signal point is relative to the  axis and is proportional to 

. The energy of each QPSK signal is: 

 (3.30) 

 To obtain the minimum-error-probability, the even and odd bit sequences 
must be treated separately since  does not have a component along  and 

 does not have a component along . Thus the QPSK signal can be 

considered to consist of two separate BPSK signals. For equally likely signals, the bit 
error rate probability is the same with that of the BPSK modulation and is given by 

[110]: 

 

 

(3.31) 

 The above expression is identical to that of (3.19) when expressed in terms 
of , the energy bit. 

 The energy of each QPSK signal is given by (3.30), and hence: 

 

(3.32) 

 Substituting the expression (3.32) into (3.31), the expression of the bit 
error probability of the QPSK modulation becomes: 

 

 

(3.33) 

A simple application of the QPSK modulation has been made in the MATLAB 
environment. The binary sequence and the QPSK modulated signals are shown in 
the figure below: 
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Fig. 3.14 Application of the QPSK Modulation 

 
The error performances of the BPSK and QPSK modulation schemes are 

illustrated in fig.3.15: 

 
Fig. 3.15 Error performance of the BPSK and QPSK modulation schemes 
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3.3. A Literature Survey 
 
 We live in the era of communication. Everything is audio or video and any 
information is transformed into analog or digital signal. The design of a 
communication system depends on the type of the used signal. The choice of digital 
communication technique over its analog counterpart was discussed in detail in 
chapter 2. The major advantage of using digital modulation techniques is that, the 

use of digital signals reduces the hardware utilization of any system, reduces the 
noise in any equipment and also reduces the interferences problems as compared to 

the analog signals.  
The key feature of a digital communications system is that it sends only a 

finite set of messages, in contrast to an analog communications system, which can 
send an infinite set of messages. In a digital communications system, the objective 
at the receiver is not to reproduce a waveform with precision, but to determine a 

finite set of waveforms that had been sent by the transmitter [151].  
 In the object of digital communications, a remarkable development has 
happened in the last 20 years. Due to this grown, newer technologies and 
applications have emerged daily. The existing modulation techniques need to be 
modified according to the new technologies. 
 The two major digital modulation techniques used in this research are the 

Binary Phase Shift Keying (BPSK) and the Quadrature Phase Shift Keying (QPSK). 
 Early works in the field of digital modulation have been published in the 
literature. Some of the most papers are remembered, starting with [169], where 
frequency domain parameters were defined and used in order to distinguish 

between six modulation types. One of the early papers treating digital modulation 
types was [91], where results based on a statistical analysis of various signals 
parameters to discriminate between Amplitude Shift Keying (ASK), Frequency Shift 

Keying (FSK) and PSK were presented. Other early works of techniques using signal 
parameters were reported in [6], [24], [56], [66], [82] and recently in [20], [57], 
[58], [59]. 
 A combination of techniques including pattern recognition is used in [35], 
[77] and more recently in [111]. 

In [116], a new method for automatic modulation recognition of MPSK was 
used, with M=2, 4 and 8. In [147], coherent and noncoherent performance in terms 

of error rate and false-alarm rate for PSK/QAM modulations were evaluated. 
Comparing [116] with [147], the performance obtained with this new method is 
comparable with coherent maximum-likehood approach and is better than the 
noncoherent one [120]. In [13], more techniques for modulation identification were 
explained. Using the wavelet transform, different modulation techniques were 

identified in [67], [100] and [114]. 

The authors from [81] used a truncated series approximation of the likehood 
ratio function to distinguish a BPSK from a QPSK only in low SNR cases. A PSK 
classification technique with improved sensitivity to parametric degradation is 
presented in [142].  

Different reviews of digital modulation techniques are presented in [34], 
[145], [151], but the PSK modulation technique is pointed out in [73], [120], [121], 
[141].  

Innovative approaches in the design and simulation of digital communication 
systems were made recently and can be found in [49] and [158], in which basic 
components of a digital communication system were simulated complete with 
channel and noise models. 
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Different papers, [103] and [104], written years later, provide estimations 
of different digital modulation techniques via computer simulation using Matlab 

software, and using the Matlab/Simulink environment, studies have been made [3] 
for complex communication systems, such as BFSK, BPSK, QPSK and QAM in 
universities, integrating these studies within the laboratory exercises made by 
students. 

Although reconfigurable computing became popular in the mid 1980s due to 
the availability of FPGA, studies were made almost two decades later [14], [61] - 
[64], [153], [154], [165], [166]. So, at the end of 1990s and beginning of 2000s, 

the reconfigurable computing field was at its beginning [28], [85], [162], [163].  
Paper [85] had been concentrated on the analysis of the Matlab/Simulink 

environment and its similarity to the VHDL language. It was the first time when a 
parallel between the two was made and pointed out that Matlab/Simulink could 
convert a structure into VHDL code which could lead to great effort and time savings 
in the design cycle. The disadvantage of that version of the program was that it was 
able to perform only direct mapping of the Simulink structures to VHDL. 

In the middle of the 2000s, Matlab has successfully bridged the gap between 
the system developer and the researcher [52], [53]. In [18], an efficient design flow 
from Matlab to FPGA is presented. The proposed design flow was well suited for 
FPGA implementation and reduced the time for algorithm development. In the same 
period, System Generator appeared and restrictions as inaccuracy, slowness, and/or 
high complexity of any design, disappeared [146].  

Thanks to the advances in FPGAs and many other factors suggested that 
students preparing to enter industry specializing in the fields of signal processing or 

computer architecture need to have a minimum knowledge of hardware digital 
signal processing implementations, different courses for teaching FPGA and DSP 
concepts, including HDL language and Matlab toolbox, had been introduced in 
universities curricula [54], [55], [78], [101], [133], [167].   

After reviewing the FPGA architecture and its functionality for DSP 

implementation, typical DSP applications that can be mapped to FPGA devices are: 
image processing [93], [107], video processing [93], [108], [139], audio and 
speech processing [76], [109], coding and wireless communications [23], [29], 
[45], [60], [95], [96],  [111], [130], [144], and more recently in biomedical 
applications [39], [182]. 

In the last years, FPGAs became an essential part in implementing DSP 
systems, especially in areas such as digital communications, since FPGAs have the 

ability to realize high-speed parallel operations, ideal for high-performance digital 
signal processing device. Since Xilinx has introduced System Generator, a system 
level tool for FPGA programming based on Matlab/Simulink environment, the gap in 

the DSP community had been reduced considerable since System Generator can be 
used in many ways: to explore an algorithm without translating the design into 
hardware, to simulate a design which is a part of something bigger or to implement 

any design in hardware. Considerable work about System Generator can be found in 
[51], [71], [95], [106], [134], [181]. 

Advances in technology and new demands on the existing system have now 
led to use Matlab/ Simulink environment in simulating a GPS (Global Positioning 
System) system [15], [21], [25], [26], [45], [69] from a satellite transmitter to a 
receiver [138]. This kind of application was also done on FPGAs [25], [90]. The GPS 
system has been widely used recently in life, such as automobile and mobile phone. 

The GPS is a space-based satellite navigation system that provides location and 
time information in all weather, anywhere on or near the Earth, where there is an 
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unobstructed line of sight to four or more GPS satellites.  To verify the received 
function of GPS receiver, the authors from [90] proposed a simplified four-channel 

GPS Digital Satellite Signal baseband system using a low-cost FPGA prototyping 
which included the design of C/A code generator, the navigation messages 
processing and the BPSK baseband modulation. Experiments had shown that their 
proposed baseband system used only 10% percent of the FPGA resources [90]. 
Another GPS experiment was done using the QPSK modulation technique in [60], 
since several communication standards use this modulation as a main modulation 
scheme for its robustness against noise and very high data rate. The proposed 

design was capable of operating at a maximum data rate of 77 Mbps on Xilinx Virtex 
II-Pro FPGA board.  
 Since only the BPSK and QPSK modulation make the subject of this work, I 
will talk about only related work about these two modulation techniques. 
 Being a new field, the first FPGA implementations of the BPSK technique 
were quite recent and can be found in papers [11], [4] and [42]. All three works are 
based on implementing a BPSK detector, but I will speak only about [4] since it was 

my starting point in this direction. 
The simulation system from fig. 3.16a contains two read-only memories. 

ROMA is used as a data source of the reference signal, equivalent to , define in 

equation (3.18). ROMB is used as a data source of the transmitted signal and can be 
either  or , from equation (3.16). The signal from ROMB is further processed 

by inverting the phase conforming to the simulated data signal from the PN 
generator. The PN generator illustrated in fig.3.16b is a Linear Feedback Shift 
Register (LFSR) [172], [173].  

 
Fig. 3.16 (a) Arhitecture of digital implementation and simulation system 

(b) Logic diagram of the PN generator 
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The LFSR has as the input bit, a linear function depending on its previous 
states. Because of the finite number of possible states, the register will enter in a 

repeating cycle. So, the PN generator is used to generate a random sequence of bits 
that would be available at the receiver.  

The sample carrier signal from ROMB and the random sequence of bits from 
the PN generator are fed to a two’s complement circuit which generates sampled 
data which represents the BPSK modulated carrier. The two’s complement circuit 
creates the BPSK carrier sampled data phase inversion when the PN generator 
signal indicates phase inversion.  

Fig. 3.17 illustrates the BPSK carrier signal (dotted line) and the PN source 
data (solid line). For this experiment only eight samples have been taken. If the 
input data is “1”, the transmitted signal is unchanged, but if the input data is “0”, 
the transmitted signal is yielded with 180º phase shift. 

The BPSK detector (fig. 3.16a) includes a Booth multiplier, an accumulator 
and a comparator. The Booth multiplier is a serial, signed multiplier. At the input of 
the multiplier, the data have 16 bits length, but because the multiplier requires 32 

clock times to obtain the result, the output has 32 bits. The accumulator stores the 
32 product samples from the multiplier. If the input data is “1”, the reference signal 
and the transmitted signal have the same phase which means that the product 
value  is positive and the accumulator value is positive. If the input data is “0”, 

the two signals are out of phase with each other which means that the product 
value is negative and so, the accumulator value is negative.  

The accumulator stores the sum of the product value. The accumulator 
represents the integral: 

 

(3.34) 

where S is the accumulator value. 

 
Fig. 3.17 BPSK carrier signal and PN source data 

 

If the accumulator value is positive, “1” is transmitted. Otherwise, “0” is 
transmitted. In the real world, the poor signal quality indicates a low confidence in 
the data coming from the detector.  
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The process of deciding which symbol is transmitted, is called a detection 
process, illustrated in fig.3.18. 

 
Fig. 3.18 Arhitecture of computational section of digital BPSK detector 

  
In the last 5 years, more studies about implementation of the BPSK 

technique on had appeared [23], [27], [30], [37], [73], [84], [92], [97], [143], 
[155], [160].  
In [23], an all digital wireless transceiver was presented, with a proposed technique 

for data recovery. A modified BPSK was used, with longer periods of phase change 
to enable data recovery in the circuit and without clock recovery. The transceiver 
was implemented and tested on FPGA and was connected to coils to perform actual 
short range wireless communication. 
The design and implementation of DSP-based BPSK transmitter using FPGA was 
recommended in [27], and also HDL configurations of the expansion module (DAC) 

and of the clock synthesizer that controlled the FPGA system clock frequency. The 
DSP-based design of BPSK transmitter was developed in Xilinx System Generator 

and the verification of real-time result (DAC output signal) was done via observation 
from oscilloscope. 

 
Fig. 3.19 BPSK Transmitter using FPGA [27] 
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The motivation for the research in [84] was to develop a customized digital 
communication system, based on the BPSK modulation principle, which determine 

relatively low BER under low SNR conditions. BPSK modulation is widely used 
approach in industrial telemetry systems for digital communication over noisy 
channels due to inherent high noise immunity and low BER.  
In order to design a BPSK modulator and demodulator on FPGA, the method 
presented in [155] had used DSP Builder to substitute the VHDL programming and 
had been implemented on the Cyclone II DSP development board using QuartusII 
software and also used a new technology of frequency synthesis named DDS (Direct 

Digital Synthesis) [47]. 
In [160], a hybrid DSP/FPGA architecture of a BPSK transceiver was discussed with 
implementation is System Generator.  
 Recent studies also show that Phase Shift Keying, especially BPSK achieves 
a better signal-to-noise ratio (SNR) and thus it is a frequently applied technique for 
underwater communications [7], [38], [87] [112], which also make the subject of 
my future work. Among these work, paper [112] examined in detail the design of a 

new underwater acoustic modem targeted for high frequency communications. The 
FPGA modem was designed to modulate and demodulate a BPSK signal, which had 
been shown to be suitable for underwater communications. The capabilities offered 
by the reconfigurable FPGA platform were promising for a robust communication 
system.  

 
Fig. 3.20 An underwater acoustic experiment platform [87] 

 
 Since not only the BPSK modulation scheme make the subject of this work, 
but also the QPSK technique, important studies were made in this field recently and 

can be found in [16], [17], [30], [36], [39], [50], [60], [92], [102], [135], [136], 
[140], [148], [156].  
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In [39], a new simple direct QPSK digital modulator model in MATLAB/Simulink 
environment was proposed. The modulator was successfully designed with VHDL 

programming code by Altera development kit. The experimentally measurements 
were obtained at 12.50 MHZ carrier frequency and data rate 2Mbps, which also 
presented better performance with high data rate. 
Paper [60] was based on the design and development of a programmable baseband 
modulator that perform the QPSK modulation schemes and as well as its other three 
commonly used variants to satisfy the requirement of several established 2G and 3G 
wireless communication standards: IS-95 (Interim Standard 95), UMTS (Universal 

Mobile Telecommunications System), GPS, DVB-S (Digital Video Broadcasting-
Satellite) and SDARS (Satellite Digital Audio Radio Service). 
In [136], a software-defined radio with QPSK modulation scheme has been 
successfully designed using Xilinx tools. Software simulation and hardware 
implementation procedures had shown that this type of hardware/software design 
methodology was well suited to a broad range of applications in communication and 
signal processing, including the digital wireless communication industry. 

In [140], a new simple direct QPSK digital modulator model in MATLAB software was 
simulated and successfully designed using VHDL programming code. The modulator 
generated QPSK signal directly from binary digital data. The carrier frequency had 
been 5MHz and the input frequency, 500 KHz. The results were verified by 
testbench generated by the FPGA.  
The method presented in [156], in order to design a QPSK modem on FPGA, used 

the DSP Builder to substitute the VHDL programming and was implemented on the 
Cyclone II DSP development board using QuartusII software. A new technology of 

frequency synthesis named DDS (Direct Digital Synthesis) [47] was also introduced. 
 A new technique, called Hardware Co-Simulation using FPGA appeared in 
the last two years. Studies using this new technique can be found in [50], [86], 
[98], [107], [137], [139]. The objective of the Hardware Co-Simulation technique is 
to accelerate an application. Therefore, an application is distributed in two or more 

hardware and software parts. Those parts of the application which are not critical for 
the process are kept in software, while the critical parts are implemented in 
hardware [107].  

The Hardware Co-Simulation is provided by System Generator, based on the 
Matlab/Simulink environment, and makes possible the incorporating of a running 
design in FPGA directly into a Simulink simulation. The Simulink environment is 
used in order to verify the system functionality. When the design is made in 

Simulink, the results for the compiled portion are generated in hardware. This allows 
the compilation portion to be tested in actual hardware and can speed up the 
simulation dramatically. This method enables building a hardware version of the 

model and, using Simulink environment, several tests can be performed in order to 
verify the functionality of the system in hardware. Hardware co-simulation supports 
FPGAs from Xilinx on boards that support JTAG or Ethernet connectivity. When the 

compilation is complete, a new library, formed by a single block, encapsulates the 
hardware implementation of the DSP system. The block has inputs and outputs 
according with the number of the GatewayIn and GatewayOut ports. This new block 
includes all the functionality required for the system to be implemented on FPGA 
and is linked to a bitstream that will be downloaded into the FPGA during co-
simulation. After starting the co-simulation, the System Generator will first 
download the associated bitstream. When the download is completed, System 

Generator reads the inputs from Simulation environment and sends the bitstream to 
the board using the JTAG connection. System Generator reads the output back from  
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JTAG and sends it to Simulink in order to be displayed. The results can be verified 
by comparing the simulation output to the expected output. VHDL code can also be 

generated from System Generator. System Generator not only generates the HDL 
and netlist files for any model during the compilation process, but it also runs the 
downstream tools necessary to produce an FPGA configuration file [129]. The 
Hardware Co-Simulation of the BPSK and QPSK systems will be also discussed in 
this work, in chapter 6. 
 
 

3.4. Conclusions and Contributions 
 
Chapter 3 begins with basics about digital communication systems. The 

components of these systems are presented, but also the functionalities in the 
receiver and the transmitter. Besides the components of a DCS, the three main 

criteria of choosing a modulation schemes make the subject of the first part of this 
chapter 

The second part presents the backgrounds of the digital modulation 
techniques, underlining the BPSK and QPSK modulation schemes. Among all MPSK 
schemes, QPSK is the most used since it does not suffer from BER degradation while 
the bandwidth efficiency is increased. The advantage of QPSK over BPSK is obvious: 

QPSK transmits twice the data rate in a given bandwidth compared to BPSK, at the 
same BER. Two applications of the BPSK and QPSK modulation techniques were 
developed in the Matlab software. 

In the third and last part of chapter 3, a survey about the BPSK and QPSK 

was presented. The survey begins with early work in the field of digital modulation. 
Although FPGA technology appeared in the mid 1980s, because of the gap between 
the existing software tools and the develop circuits, at the end of 1990s and first 

part of the 2000s, this filed was at its beginning. Matlab was the software 
environment who reduced the gap and made possible the FPGA implementation 
using System Generator. The study continued with different papers where the FPGA 
technology can be found, like image, video, audio and signal processing, coding and 
wireless communications, biomedical applications, including FPGA implementations 
of the BPSK and QPSK modulation techniques. The Hardware Co-Simulation 
technique was also mentioned and it would be later presented in this work. 

 

Contributions: 

 A review of the BPSK and QPSK, two very important modulation techniques, 

was made. 
 MATLAB is generally used in research and development. In order to 

thoroughly analyse the efficiency of the simulator, two applications were 

developed, studied and compared. 
 A literature survey regarding the main previous work and general 

practice in phase modulation, of the BPSK and QPSK modulations, on 
FPGA had been conducted and summarized in table 3.4. 
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Table 3.4 Main previous work and practice in phase modulation 

Modulation 
scheme 

Reference Board Resource Utilization 

Flip-
Flops 

LUTs Slices 

 

B 

P 

S 

K 

[27] Virtex-4 1% 1% 1% 

[30] Virtex-4 6% 27% 25% 

[97] Spartan 3E 13% 13% 16% 

[143] Virtex-II 1% 9% 10% 

[160] Virtex-4 11% 11% 15% 

Q 

P 

S 

K 

[30] Virtex-4 1% 16% 17% 

[60] Virtex-II 1% 2% 2% 

[135] Virtex-II 1% 13% 13% 
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4. ARGUMENTED BPSK MODULATION FROM 
FPGA PRESPECTIVE 

 
 

To simulate, test and implement the actual process of the BPSK modulation 

technique is the subject of this chapter.  Matlab/Simulink and System Generator are 
used for the theoretical study and two FPGA boards and Xilinx ISE software tool for 
the hardware implementation of the BPSK modulation technique.  

The chapter is divided in three parts: 
 The study, analysis and implementation of a BPSK system, made of a modulator 

and demodulator, on the same FPGA; 

 
Fig. 4.1 First step in implementing the BPSK modulation technique 

 
 The simulation, testing and implementation of a BPSK modulator on a single 

FPGA; 

 
Fig. 4.2 Second step in implementing the BPSK modulation technique 

 
 The third step in simulating, testing and implementation of a BPSK digital 

system on two FPGAs. 

 
Fig. 4.3 Third step of implementing the BPSK modulation technique 
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4.1. BPSK Detector 
 
The first step taken in designing a BPSK system was the implementation of 

both the modulator and demodulator on the same FPGA board. The starting point 
was [4], which was presented in detail in chapter 3, and an improvement of the 
detector was made and materialized into [122]. 

The newness of the detector, illustrated in fig. 4.4, was made by modifying 

the LFSR which had improved the randomness sequence of the signal. Analysis and 
comparison were made on a Nexys2 board from Digilent [33]. The Spartan-3E FPGA 

[178] from the Nexys2 board has dedicated 18x18 bits hardware multiplier and so, 
there was no need for a relatively slow Booth multiplier. 

 

 
Fig. 4.4 The diagram of the BPSK detector 

 

The main blocks of the improved BPSK Detector are: the two ROMs which 
generate the two sine signals, the PN Generator, the two’s complement circuit, the 
dedicated multiplier, the accumulator, the comparator and the decision circuit.   

The original architecture of the detector, fig.3.18, was kept but two changes 
were made in it. The modifications were resumed in modifying the LFSR and thanks 
to the dedicated multiplier on the Nexys2 board, the Booth multiplier was not 
necessary anymore.  

The simulation system from fig. 4.4 contains two read-only memories. 

ROMA is used as a data source of the reference signal, equivalent to )(1 t  given by 

equation (3.18) and would be replaced, in real life, by a carrier-recovery circuit. 

ROMB is used as a data source of the transmitted signal and can be either )(1 ts  or 

)(2 ts , which also were defined in equation (3.16). The ROMA and ROMB are 

sinusoids, but in this work are represented discontinuous, by instantaneous samples 

of 16 different values.  The signal from ROMB is further processed by inverting the 
phase conforming to the simulated data signal from the PN generator. The PN 
generator is a LFSR and it is used to generate a random sequence of bits that would 
be available at the receiver. The sample carrier signal from ROMB and the random 
sequence of bits from the PN generator are fed to a two’s complement circuit which 
generates sampled data which represents the BPSK modulated carrier. The two’s 

BUPT



                                                                             4.1. – BPSK Detector      73 

complement circuit creates the BPSK carrier sampled data phase inversion when the 
PN generator [173] signal indicates phase inversion [4]. The PN circuit is used to 

generate a random data pattern according to fig. 4.5.  

 
Fig. 4.5 BPSK carrier signal and PN source data 

 

If the input data is “1”, the transmitted signal is unchanged, same as the 
carrier waveform, but if the input data is “0”, the transmitted signal is yielded with 
180º phase shift.  

The detector also includes an accumulator that stores the product samples 
from the multiplier, but the final decision is made depending upon the final 

numerical value of the accumulator. The accumulator is represented by the integral 
defined in (3.34). According to the computational architecture of the BPSK Detector, 
if the input data is “1”, the reference signal and the transmitted signal have the 

same phase which means that the product value )(ip  is positive and the 

accumulator value is positive. If the input data is “0”, the two signals are out of 

phase with each other which means that the product value )(ip  is negative and so, 

the accumulator value is negative.  
The principle of the experiment is shown in fig. 4.6. The Setup Lab 

measurement used for realizing the BPSK Detector is illustrated in fig. 4.7 

 

 
Fig. 4.6 Principle of the BPSK Detector 
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The resources used are the Nexys2 board, a computer with the Xilinx 
WebPack ISE on it and a monitor. The ISE WebPack from Xilinx is a fully featured 

front-to-back FPGA design solution and it offers HDL synthesis and simulation, 
implementation, device fitting and JTAG programming. The hardware language used 
from the ISE software was VHDL. The modulated signal obtained by programming 
the board, was routed to the VGA port. The monitor was attached to the VGA port of 
the board and the modulated signal could be seen on it. 

 

 
Fig. 4.7 Test bench lab [122] 

 
After implementing the BPSK Detector on the Nexys2 board, the signals 

were routed to a monitor. Fig. 4.8 and 4.9 are pictures taken with a photo after 
routing the signals to the monitor. The BPSK modulation can be seen in them. If the 
input data is “1”, the transmitted signal to the monitor is unchanged and has a 

green border on the right of the figure, but if the input data is “0”, the transmitted 
signal is yielded with 180º phase shift and has a red border on the right of the 
figure. 

 Fig. 4.8 The transmitted signal if the input is 1  Fig. 4.9 The transmitted signal if the input is 0 
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A module selection optimization of the resources map as an indicator of the 
FPGA architecture, in which, balancing FPGA resource utilities is treated as a 

constraint, is illustrated. Using fewer FGPA resources such as FPGA slices, block 
RAMs, and block multipliers is a desirable process in many FPGA applications.  

Fig. 4.10 represents the design summary which represents the utilization of 
flip-flops, LUTs, slices used from the capabilities of the FPGA from the Nexys2 board 
while fig. 4.11 represents the resources map of the BPSK detector on the Nexys2 
board. 

 
Fig. 4.10 Design Summary of the BPSK Detector 

 

 
Fig. 4.11 The resources map of the BPSK Detector on the Nexys2 board 
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4.2. BPSK Modulator 
 

The second experiment was to implement a digital communication system 
based on the BPSK modulation technique on two identical boards, the first board 
comporting as a modulator and the second one, as a demodulator. The information 
was sent from the transmitter to the receiver through a communication channel 
affected by AWGN noise.  

In order to implement the BPSK system, first the modulator [123], [184] 
was simulated, tested and implemented on a Spartan 3E board. To test the 

modulator functionality, Matlab/Simulink environment was used. Afterwards, the 
design was tested using FPGA blocks in System Generator [177], [179]. System 
Generator is a software tool for modeling and designing FPGA-based DSP systems in 
Simulink. It extends Simulink in many ways to provide a modeling environment that 
is well suited to hardware design and it produces command files for FPGA synthesis 

and HDL simulation. The final step was to implement the BPSK modulator on the 
Spartan 3E board using Xilinx ISE 12.3 software tool. 
 
 

4.2.1. BPSK Modulator in Simulink 
 

Fig. 4.12 shows an implementation of a BPSK modulator in the Simulink 
environment and fig. 4.13 the waveforms generated by the corresponding blocks. 
By convention, the figures from top to bottom are numbered starting with a. 

The Simulink block set contains:  

 the sine wave block (fig.4.12) which generates a sine waveform (fig. 4.13a);  
 the gain block (fig.4.12) which introduce a 180º phase difference of the sine 

waveform (fig.4.13b); 
 the random source block (fig.4.12); 
 the rounding function block (fig.4.12); 
The random source block and the rounding function block generate the binary 
sequence or the modulating signal (fig. 4.13c). 
 the switch (fig. 4.12) which will choose between the first or third output 

depending on the value of the second input. If the second input is “1”, the 

output value will be sinus, but if the second input is “0”, the output will be –
sinus (fig. 4.13d).   
 

 
Fig. 4.12 BPSK Modulator in the Simulink environment 
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Fig.4.13 The waveforms on the scope:  

(a) Sine;   (b) –Sine;   (c) Modulating signal;   (d) Modulated signal 

 
Fig. 4.14 represents a second implementation of the modulator in the same 

Simulink environment. The Simulink block set contains approximately the same 
blocks, the main difference been the embedded Matlab function. This block contains 

a Matlab language function in a Simulink model. The block accepts multiple inputs 
and produces multiple outputs [79]. The Matlab code of the embedded Matlab 
function is shown in table 4.1 [123], [184]. The waveforms of the second simulation 
are the same as the ones in fig. 4.13. 

 

 

 

Table 4.1 Matlab code of 
the embedded function 

function out = BPSK(bit, 

no_shift, shift) 

if bit==1 

        out=no_shift; 

   else out=shift; 

end 

Fig. 4.14 Second implementation of the BPSK Modulator in 
Simulink 
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4.2.2. BPSK Modulator in System Generator 
 

Fig. 4.15 illustrates an implementation of the BPSK modulator in System 
Generator.  

 
Fig. 4.15 BPSK Modulator in System Generator 

 

The Simulink Blockset contains: 
 the sine wave block; 
 the gain block;  
 the random source block; 
 the rounding function block;  

 the scope.  
The System Generator Blockset contains:  

 the gateway in blocks which are the inputs into the Xilinx area of the 
Simulink design; 

 the mux which implements a multiplexer; 
 the gateway out block which is the output from the Xilinx area of the 

Simulink design. 
The carrier as well as the modulating signal is generated external and the 

modulated signal is created inside the board and then routed to be seen on the 
scope as indicated in fig. 4.16. 

 
Fig. 4.16 The modulating and modulated signals 

BUPT



                                                                           4.2. – BPSK Modulator      79 

In fig. 4.17, the carrier is generated external, but the modulating signal is 
generated internal by a LFSR. Fig. 4.18 illustrates the carrier signal, the sine and –

sine waveforms, as well as the modulating signal from the LFSR and the modulated 
signal obtained inside the FPGA.  
The Simulink Blockset contains: 

 the sine wave blocks;  
 the scopes.  

The System Generator Blockset contains:  
 the gateway in blocks; 

 the mux; 
 the gateway out blocks; 
 a LFSR. 

 
Fig.4.17 A second implementation of the BPSK Modulator in System Generator 

 

  

Fig. 4.18 The waveforms: (a) Sine; (b) –Sine;  
(c) Modulating signal generated by the LFSR; (d) Modulated signal 
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The third implementation of the BPSK Modulator, illustrated in fig. 4.19 
consists of signals generated internal. The carrier is generated internal by DDS 

blocks from System Generator and the modulating signal can be generated internal 
by the LFSR or external. Fig.4.20 illustrates the signals obtained after testing the 
modulator. 

 
Fig.4.19 The third model of the modulator 

 
The Simulink Blockset contains: 

 the random source;  
 rounding function;  
 the scope. 

The System Generator Blockset contains: 
 the gateway in blocks; 

 the mux blocks; 
 the gateway out block 
 the LFSR block; 
 two DDS compiler blocks.  

The DDS Compiler Block is a direct digital synthesizer and it uses a lookup 
table scheme to generate sinusoids. The principle of the DDS block is described in 

detailed in [155]. A digital integrator generates a phase that is mapped by the 

lookup table into the output waveform [177]. The sinusoids can be seen in fig. 4.20 
(c) and (d). 

The mux block implements a multiplexer. It has one select input and a 
configurable number of data inputs that can be defined by the user [177]. The d0 
and d1 inputs of mux1 represent the modulating signal. The sel input of mux1 
selects between the d0 and d1 inputs. Because in the System Generator 

environment, a switch cannot be represented, it was replaced with a random 
sequence of bits. The same thing happened in mux2, where depending on the 
output of mux1, either sinus or –sinus was chosen. 

With the System Generator WaveScope, the user can view the waveforms 
generated in a design. It is well suited for analyzing and debugging System 
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Generator designs. The wavescope allows the user to observe the time-changing 
values of any wires in the design after the conclusion of the simulation [177].  

 

 
Fig. 4.20  The waveforms: (a) The modulated signal; (b) The modulating signal;  

(c) Sine;  (d) –Sine;  (e) The output of the LFSR;    
(f) The signal obtained external, from a function generator 

 

A fourth implementation of the BPSK modulator is illustrated in fig.4.21. The 

modulating signal (fig. 4.22c) is generated internal by the LFSR from fig.4.21. The 
carrier is also generated internal by DDS blocks from System Generator (fig. 4.21). 
The DDS Compiler Block is a direct digital synthesizer and it uses a lookup table 
scheme to generate sinusoids. A digital integrator generates a phase that is mapped 
by the lookup table into the output waveform [79], [80]. The sine waveforms can be 
seen in fig.4.22 (a) and (b). The mux block implements a multiplexer. It has one 
select input and a configurable number of data inputs that can be defined by the 

user. The d0 and d1 inputs of mux represent the sine waves. The sel input of mux 
represents the modulating signal and selects between the d0 and d1 inputs. If LFSR 
generates a „1‟, the modulated signal remained same as the carrier, but if „0‟ was 
transmitted, the yielded carrier is transmitted. 

 

 
Fig. 4.21 The fourth implementation of the BPSK Modulator in System Generator 
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Fig. 4.22 The waveforms:  (a) Sine;  (b) –Sine;   (c) The modulating signal;    

 (d) The modulated signal 

 

4.2.3. BPSK Modulator on FPGA via VGA 
 

The first implementation of the BPSK modulator has, as a model, the third 
implementation in System Generator with the signals routed to a VGA monitor. The 

carrier is generated internal, but in a ROM and that is the reason of which the sinus 
signal is represented discontinuous, by instantaneous samples of 16 different values 
[4], [121]. The only thing that is different is that a switch has been used that 
replaced the mux1 block. The switch behaves as a random sequence of bits which 
introduces either “1” or “0” depending on its position. 

Fig. 4.23 represents the test bench lab used in implementing the BPSK 
Modulator on the Spartan 3E Starter Kit Board. The experimental setup consists of a 
computer, a monitor, an oscilloscope, a pulse generator and the Spartan 3E board. 
The ISE Web Pack runs on the computer and it programs the Spartan 3E board. 

 
Fig. 4.23 Test bench lab of the BPSK modulator on VGA 
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The pulses of the generator are fed to an entry of a connector on the board. 
Depending on the position of a slide switch, the modulating signal is acquired either 

external, from the pulse generator or internal, from the LFSR. Opposite to System 
Generator, the switch can be represented or can be configured in VHDL language. 
The modulated signal obtained is routed to the VGA port of the board, in order to be 
seen on the monitor. 

The waveforms of the BPSK modulator can be seen in fig.4.24 and fig.4.25. 
If the input data is “1”, the transmitted signal to the monitor is unchanged and has 
a green border on the right of the figure, but if the input data is “0”, the transmitted 

signal is yielded with 180º phase shift and has a red border on the right of the 
figure. 

  
Fig. 4.24 The transmitted signal if  

the input is 1 
Fig. 4.25 The transmitted signal if  

the input is 0 

 
Fig. 4.26 represents the design summary which represents the utilization of 

flip-flops, LUTs, slices used from the capabilities of the FPGA from the Spartan 3E 
board, while fig. 4.27 shows the resources map inside the board. 

 

 
Fig. 4.26 Design Summary of the first implementation of the BPSK Modulator on FPGA 
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Fig. 4.27 The resources map of the BPSK Detector on the Spartan 3E board 

 
 

4.2.4. BPSK Modulator on FPGA via oscilloscope  
 

The second implementation of the BPSK modulator has, as a model, the 
fourth implementation in System Generator, illustrated in fig.4.21. The experimental 
setup consisted of a computer, a Spartan 3E board and an oscilloscope. The Matlab/ 
Simulink, System Generator and Xilinx ISE packages run on the computer, and the 

Xilinx ISE programs the Spartan 3E board. 
Fig.4.28 illustrates the Spartan 3E board which comports as a modulator. 
 

 
Fig. 4.28 BPSK Modulator board 
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The modulating signal is generated internal, in the modulator, by a LFSR. 
The carrier is also generated internal, and is made of 16 different values kept in a 

ROM memory [4]. The yielded carrier with 180º phase shift is obtained by reading 
the ROM memory later with 8 samples. If LFSR was „1‟, the modulated signal 
remained same as the carrier, but if „0‟ was transmitted, the modulated signal 
became the yielded carrier. The modulated signal is then sent to the DAC on the 
board in order to be sent through a channel. The principle of the BPSK modulator 
implemented on the FPGA [127], [128], [184] is illustrated in fig.4.29. 

 
Fig. 4.29 The principle of the BPSK modulator on the FPGA 

 
In the validation and data collecting part of the implementation, the signals 

were routed to a LeCroy WaveSurfer Xs Series oscilloscope. Fig. 4.30 illustrates the 
signals from the modulator. The first one represents the modulating signal 
generated by the LFSR, the second one, the carrier and the third, the modulated 
signal.  

 

 
Fig. 4.30 The waveforms: (a) The modulating signal; (b) Sine;  (c) The modulated signal 

 
Due to the limitations of the serial DAC on the board, relatively slow data 

rates of the carrier and modulated signals were obtained. The carrier was generated 
at 31,25 KHz and the output frequency of BPSK modulated signal was obtained at 
the same frequency. In order to obtain higher frequencies, the slow DAC must be 

replaced with external devices for a complete wireless/underwater system. 
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Fig. 4.31 illustrates the design summary of the modulator board. The design 
summary shows the various synthesizer options that were enabled and some device 

utilization and timing statistics for the synthesized design, while fig. 4.32 represents 
the resources map of the BPSK modulator on the Spartan 3E board. 

 

 
Fig. 4.31 The Design Summary of the second implementation of the BPSK Modulator. 

 

 
Fig. 4.32 The resources map of the BPSK modulator on the Spartan 3E Board 

 
 

4.3. BPSK System 
 
 The final step in implementing a digital communication system based on the 
BPSK modulation technique was to simulate and test the demodulator part. In order 
to test the demodulator, in every design the modulator had to appeared. The 

modulator part will not be the subject of this topic and it will be represented as a 
block. Its functionalities were described in the previous topic and remained the 
same in this topic also. 
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The demodulator functionality was simulated using Matlab/Simulink 
environment. Afterwards, the design was tested using FPGA blocks in System 

Generator. The final step was to implement the BPSK system [128], the modulator  
and demodulator parts, on two Spartan 3E boards using Xilinx ISE 12.3 software 
tool. 
 
4.3.1. BPSK System in Simulink 
 

Fig. 4.33 represents a communication system implemented in the 

Matlab/Simulink environment that uses the BPSK modulation technique. The system 
[128] is composed of the binary data source, a modulator, a channel and a 
demodulator. The previous chapter made the subject of the binary data source and 
the modulator part. 

 
Fig. 4.33 BPSK System 

 
The modulated signal from fig. 4.13 is then pass through a channel where 

noise is added. The channel also has a limited frequency bandwidth so that it can be 
viewed as a filter (fig.4.34). The corresponding signals are shown in fig.4.35. 

 
Fig.4.34 Band Limited Noisy Channel 

 

 
Fig. 4.35 The waveforms shown on the scope: (a) the modulated signal;   (b) the noise;    

 (c) the noise added to the modulated signal 
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The modulated signal added with noise arrives at the input of the 
demodulator. The first block in the demodulator is saturation (fig.4.36). The 

saturation block [79] establishes upper and lower bounds for an input signal. If the 
input signal is within the limits of upper and lower bounds, the input signal passes 
through unchanged, otherwise the signal is clipped to the upper and/ or lower 
bounds (fig.4.37). 

 
Fig. 4.36 BPSK demodulator 

 

 
Fig. 4.37 The signal at the output of the saturation block 

 
After limiting the signal to the upper and lower bounds, it is multiply by a 

sine waveform, which is the carrier obtained in theory from the carrier recovery 
circuit and then passed through the transfer function block which implements a 
transfer function between the input and the output. The signal obtained is illustrated 

in fig.4.38. 

 
Fig. 4.38 The signal at the output of the transfer block 

 

The obtained signal enters the pulse shaper block and at its output the 
demodulated signal is found (fig.4.39).  

 
Fig. 4.39 (a) The modulating signal;    (b) The demodulated signal 
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4.3.2. BPSK System in System Generator 
 

The modulator part is the same as the fourth implementation illustrated in 
fig. 4.21. The modulating signal (fig.4.22c) is then pass through the same channel 
(fig. 4.34) where noise is added and arrives at the input of the demodulator 
(fig.4.40). 

The carrier is recovered due to the DDS compiler and then multiplied with 
the modulated signal affected by noise. The obtained signal is then added with all 

the samples, multiplied, from a period. This operation takes place in the 

accumulator. Once we have a result, it is compared with a threshold. If the 
compared signal is positive, the demodulator take the decision that „1‟ was 
transmitted, otherwise, „0‟. 

 
Fig. 4.40 BPSK Demodulator in System Generator 

 
Fig.4.41 illustrates the modulating signal generated in the modulator and 

the demodulated signal obtained after the demodulation operation. 

 
Fig. 4.41 (a) The modulating signal;    (b) The demodulated signal 
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4.3.3. BPSK System on FPGA  
 

The BPSK System (fig.4.42) = Modulator (fig.4.28) and Demodulator 
(fig.4.44) implemented on the Spartan 3E board is, exactly, the implementation in 
System Generator. The carrier is generated internal, in a ROM [128]. 

The BPSK system (fig.4.42) consists of two Spartan 3E boards, first behaves 
as a modulator and the second one, as a demodulator. The connections between the 
two boards are made of three wires: first comports as a communication channel, the 

second as an asynchronous reset signal and the last one for the synchronization of 

the two boards. 
 

 
Fig. 4.42 BPSK System 

 
The yellow cable represents the communication channel, the red one is the 

reset and the green one makes possible the synchronization between the two 
boards. The experimental setup of the BPSK system is shown in fig. 4.43 and in fig. 

4.44 the demodulator board. 
 

  
Fig. 4.43 BPSK System – experimental setup Fig. 4.44 BPSK Demodulator board 

 
The principle of the BPSK demodulator implemented on the FPGA is 

illustrated in fig.4.45. The modulated signal affected with noise arrives at the second 
board which behaves as a demodulator. The signal enters the demodulator with the 
help of a pmod AD1 which transforms the analog signal into a digital one.  This 
digital signal is then multiply with the recovered carrier, generated internal in a ROM 
memory, practically an integration was achieved.  The result is kept in an 

accumulator and compared with a decision threshold and so, the demodulated signal 
is obtained (fig. 4.45).  
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Fig. 4.45 The principle of the BPSK demodulator on the FPGA 

 
After implementing the BPSK System made of a modulator and demodulator 

on the two Spartan 3E Starter Kit boards, the signals were routed to the LeCroy 
WaveSurfer Xs Series Oscilloscope. Fig. 4.46 illustrates the signal on the 
demodulator board: the modulated, the modulating and the demodulated signals.  

 
Fig. 4.46 The waveforms: (a) The modulated signal; (b) The modulating signal;  

(c) The demodulated signal. 

 
Due to the limitations of the ADC, relatively slow data rates of the signals 

were obtained, of same order as in the modulator part. In order to obtain higher 
frequencies, the slow ADC must be replaced with external devices for a complete 
wireless/underwater system. 

Fig. 4.47 illustrates the design summary of the demodulator board, while 
fig. 4.48 shows the schematic representation of the board.  

 
Fig. 4.47 Design Summary of the BPSK Demodulator 
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Fig. 4.48 The resouces map of the BPSK demodulator on the Spartan 3E Board 

 
 

4.4. Conclusions and Contributions 
 

Chapter 4 describes the actual process of the BPSK modulation technique, 
as well as the implementation of the hardware itself. The Simulink and System 
Generator, included in the Matlab software, were used for the theoretical study and 

simulation, and for implementation the Nexys2 and Spartan 3E development boards 
and the Xilinx ISE software tool. 

In the first part of the chapter, a BPSK Detector, all digital, was 

implemented, both the modulator and demodulator on the same FPGA board, and 
successfully designed with VHDL programming code.  The BPSK detector had as a 
starting point paper [4] and an improvement of the detector was made. The 
newness of the detector was made by modifying the LFSR which had improved the 
randomness sequence of the signal. Analysis and comparison were made on a 
Nexys2 board. The Spartan-3E FPGA from the Nexys2 board has dedicated 18x18 

bits hardware multiplier and so, there was no need for a relatively slow Booth 
multiplier. 

In the second part of the chapter, a BPSK digital modulator was simulated, 
tested and implemented. In terms of the simulation process, two implementations of 
the BPSK Modulator in the Matlab/Simulink environment have been proposed, the 
first with simple blocks and the second, with a block in which we wrote Matlab code. 

In the testing part, a proposal of four implementations of a BPSK modulator in 

System Generator was conducted. In the first, the three signals:  the carrier and the 
modulating signal were generated external, and the modulated signal was obtained 
internal. In the second scheme, the carrier is generated external, and the 
modulating signal is generated internal by a LFSR. In the third scheme, all three 
signals were generated internal with the exception of the modulating signal which 
can be obtained either internal by the LFSR, or external by a pulse generator and in 
the fourth implementation, all signals were obtained internal. Two implementation of 

the BPSK modulator on the Spartan 3E were designed, in the implementation part. 
The first one was based on the third proposal of the modulator made in System 
Generator and the signals were routed to a VGA monitor. If “1” was transmitted, the 
modulated signal remained same as the carrier, but if “0” was transmitted, the 
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modulated signal was yielded with a 180º phase. The second implementation had as 
a model the fourth proposal of the modulator in System Generator and the signals 

were routed to an oscilloscope. Comparing the designs summary obtained with the 
summary of the BPSK detector, the logic utilization of the board was lower in terms 
of the slice flip-flops and LUTs used. All of these make the design suitable in terms 
of propagation, implementation and logic utilization of the Spartan 3E boards used 
in this work. 

A comparison in terms of the logic utilization between the implementation of 
the BPSK modulator via VGA and the implementation via oscilloscope is illustrated in 

fig. 4.49 and table 4.2 represents a comparison between previous works in the field 
of BPSK modulation on FPGA and this work. 

 
Fig. 4.49 Comparison of the logic resources  

 
Table 4.2 Comparison of previous work and practice in BPSK modulation on 
FPGA 

Modulation 

scheme 

Reference Board Resource Utilization 

Flip-
Flops 

LUTs Slices 

 
 
 

B 
P 
S 
K 

[27] Virtex-4 1% 1% 1% 

[30] Virtex-4 6% 27% 25% 

[97] Spartan 3E 13% 13% 16% 

[143] Virtex-II 1% 9% 10% 

[160] Virtex-4 11% 11% 15% 

[122] Spartan 3E 7% 10% 16% 

[123] Spartan 3E 

(modulator) 

1% 1% 2% 

[128] Spartan 3E 
(demodulator) 

1% 2% 3% 

 
 In the third part of the chapter, a BPSK System, made of a modulator and 
demodulator, was the subject of simulation, testing and implementation. The 
simulation of the BPSK System was made in the Matlab/Simulink environment. The 
testing part of the system was made in System Generator. The modulating signal 
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and the carrier were generated internal, the modulating signal by a LFSR and the 
carrier by a DDS Compiler. The modulated signal was obtained at the output of a 

mux block and, then, passed through a communication channel where noise is 
added. In the demodulator, the carrier was recovered due to another DDS compiler 
and then multiplied with the modulated signal affected by noise. The obtained signal 
was then added with all the multiplied samples from the carrier in a period. The 
operation took place in the accumulator. Once the result had been obtained, it was 
compared with a decision threshold. If the compared signal was positive, the 
demodulator took the decision that ‘1’ was transmitted, otherwise, ‘0’. The BPSK 

System implemented on the Spartan 3E board had the same principle as the 
implementation in System Generator. Although System Generator has an option to 
generate the VHDL code, for this design the code was made from the beginning 
because the generated code was hard to read. The only difference was the carrier 
which was indeed generated internal, in a ROM memory, but made of 16 different 
values. The yielded carrier with 180º phase shift was obtained by reading the ROM 
memory later with 8 samples. Comparing the design summary obtained with other 

works in this field [12], [27], [37], [49], [84], [155], [160], the logic utilization of 
the board was lower in terms of the slice flip-flops and LUTs used. All of these make 
the design suitable in terms of propagation, implementation and logic utilization of 
the Spartan 3E boards used in this work. 

 

Contributions: 

 An improvement of a BPSK detector was made: the LFSR inside the 

detector was modified which improved the randomness sequence of 
the signal. Also, it was no need for a relatively slow Booth 
multiplier, since the board had a dedicated 18x18 bits hardware 
multiplier.  

 Two implementations of a BPSK Modulator in the Matlab/Simulink 

environment had been proposed, first with simple Simulink blocks and the 
second with an embedded Matlab function. 

 Four implementations of a BPSK modulator in System Generator were also 
proposed: 

o the carrier and the modulating were generated external and the 
modulated signal was obtained internal; 

o the carrier is generated external and the modulating signal is 

generated internal by a LFSR; 
o all three signals were generated internal with the exception of the 

modulating signal which can be obtained either internal by the LFSR, 
or external by a generator; 

o all signals were generated internal. 
 Two new implementation of the BPSK modulator were made:  

o The first method was a visual one, in which two different 
colored rectangular were displayed on a VGA monitor; 

o In the second implementation, the signals were routed to an 
oscilloscope in order to be measured. 

 A comparison in terms of the logic utilization between the 
implementation of the BPSK modulator via VGA and the 
implementation via oscilloscope was made and presented in 

fig.4.49. 
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 In order to test the functionality principle of the BPSK System, simulations 
were made in the Matlab/Simulink environment. 

 Simulations were made in System Generator to test the hardware part of 
the BPSK System: the modulating signal was generated internal by a LFSR 
and the carrier, also internal, by a DDS Compiler. The modulated signal 
obtained was passed through a communication channel where noise was 
added. In the demodulator, the carrier was recovered due to another DDS 
compiler and then multiplied with the modulated signal affected by noise. 
The obtained signal was then added with all the multiplied samples from the 

carrier in a period. The operation took place in the accumulator. Once the 
result had been obtained, it was compared with a decision threshold. If the 
compared signal was positive, the demodulator took the decision that ‘1’ 
was transmitted, otherwise, ‘0’. 

 A new architecture proposal of a digital communication system 
based on the BPSK modulation technique had been introduced and 
optimized as a pair. 

 An optimization chart emphasizing the quality measures of the 
resources map was conducted for all FPGA designs. 

 A comparison between previous works in the field of BPSK 
modulation on FPGA and this work in terms of the logic utilization is 
illustrated in table 4.2. 
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5. ARGUMENTED QPSK MODULATION FROM 
FPGA PRESPECTIVE 

 
 

To simulate, test and implement the actual process of the QPSK modulation 

technique is the subject of this chapter.  Matlab/Simulink and System Generator are 
used for the theoretical study and two FPGA boards and Xilinx ISE software tool for 
the hardware implementation of the QPSK modulation technique.  

The chapter is divided in two main parts: 
 The simulation, testing and implementation of a QPSK modulator on a single 

FPGA; 

 
Fig. 5.1 First step in implementing the QPSK modulation technique 

 
 

 The second step in simulating, testing and implementation of a QPSK digital 

system on two FPGAs. 

 
Fig. 5.2 Second step of implementing the QPSK modulation technique 
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5.1. QPSK Detector 
 
The main purpose was to implement a digital communication system based 

on the QPSK modulation technique on two identical boards, the first board 

comporting as a modulator and the second one, as a demodulator.  
For implementing a QPSK system [125], first the modulator [124] was 

simulated, tested and implemented on a Spartan 3E board. To test the modulator 
functionality, Matlab/Simulink environment was used. Afterwards, the design was 

tested using FPGA blocks in System Generator [177], [179]. The final step was to 
implement the QPSK modulator on the Spartan 3E board using Xilinx ISE 12.3 
software tool. 

 
 

5.1.1. QPSK Modulator in Simulink 
 

Fig. 5.3 shows an implementation of a QPSK modulator in the Simulink 
environment and fig. 5.4 the waveform generated by the corresponding blocks. By 

convention, the figures from top to bottom are numbered starting with a. 

 

 
Fig. 5.3 QPSK Modulator in the Simulink environment 

 
The Simulink block set contains: 

 the random source block (fig. 5.3); 
 the rounding function blocks (fig. 5.3) which generate the binary sequence 

or the modulating signal (fig.5.4a); 
 the sample-and-hold block which separates the binary sequence into an 

odd-bit-sequence I (from the sample-and-hold1 block) and an even-bit-
sequence (from the sample-and-hold2 block), illustrated in fig. 5.3. The 

Sample and Hold block acquires the input when it receives a trigger event at 
the trigger port (rising, falling or either edge). The block then holds the 
output at the acquired input value until the next triggering event occurs. 
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The odd-bits are acquired at the rising edge triggers: when the trigger input 
rises from a negative value or zero to a positive value and the even-bits are 

acquired at the falling edge triggers: when the trigger input falls from a 
positive value or zero to a negative value [79]. Because the I sequence (fig. 
5.4b) is read first, it has been delayed with  the Transport Delay block (fig. 
5.3) in order to be synchronized with the Q sequence (fig. 5.4d); 
 

 
Fig. 5.4 The waveforms on the scope: (a) The modulating signal;  (b)   (c)    

 (d)           (e)   (f)  The QPSK modulated signal 

 
 the cosine wave block (fig. 5.3) which generates a cosine waveform for the 

I-channel; 
 the gain block (fig. 5.3), which determines a cosine waveform with 180º 

phase difference also for the I-channel;  
 the sine wave block (fig. 5.3) which generates a sinus waveform for the Q-

channel; 
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 the gain block, a sinus with phase difference of 180º  also for the Q-
channel; 

 the switch blocks (fig. 5.3) which will choose between the first or third 
output depending on the value of the second input. In the case of the I-
channel, if the second input is “1”, the output value will be cosine, but if the 
second input is “0”, the output will be –cosine (fig. 5.4c); and for the Q-
channel, if the second input is “1”, the output value will be sinus, but if the 
second input is “0”, the output will be –sinus (fig. 5.4e); 

 the sum block (fig. 5.1) which combines the two modulated signals into the 

QPSK modulated signal (fig. 5.4f). 
 
 

5.1.2. QPSK Modulator in System Generator  
 

Fig. 5.5 illustrates the implementation of a QPSK Modulator using System 

Generator tools in Simulink. 

 
Fig. 5.5 QPSK Modulator in System Generator 
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The Simulink Blockset contains: 
 the sine wave blocks; 

 the cosine wave blocks; 
 the scope block. 

The System Generator Blockset contains: 
 the gateway in blocks: the inputs into the Xilinx area of the Simulink design; 
 the gateway out blocks: the outputs from the Xilinx area of the Simulink 

design; 
 the LFSR block: implements a Linear Feedback Shift Register and it was 

used to create the binary sequence or modulating signal internal; 
 the Time Division Demultiplexer block: accepts input serially and presents it 

to multiple outputs to a slower rate. In another word, this block divides the 
modulating signal into the odd-sequence I and even-sequence Q, illustrated 
in fig. 5.6.  

 
Fig. 5.6 The waveforms: (a) the modulating signal;   (b) ;     (c)  

 
 the Mux block: implements a multiplexer. It has one select input and a 

configurable number of data inputs that can be defined by the user. The d0 
and d1 inputs of the mux represent cosine and –cosine for the I sequence 
and sine and –sine for the Q sequence. The sel input selects between d0 and 
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d1 depending on the odd-sequence for mux1 and the even-sequence for 
mux; 

 the AddSub: implements an adder. 
In order to see any signal on the scope, the signal must be passed through a 
gateway out.  
Fig 5.7 shows the inphase and quadrature channels; the inphase channel was 
modulated with a cosine waveform, while the quadrature channel was modulated 
with a sine waveform, as well as the modulated QPSK signal. 
 

 
Fig. 5.7 The waveforms in the modulator 

(a) The modulating signal;        (b)         (c) ; 

(d)           (e) ;     (f)  The modulated signal 
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5.1.3. QPSK Modulator on FPGA  
 

The QPSK Modulator implemented on the Spartan 3E board has, as a model, 
the implementation in System Generator. The only difference is that the sine and 
cosine signals are generated internal, in a ROM. The experimental setup consists of 
a computer, a Spartan 3E board and an oscilloscope.  The ISE Web Pack runs on the 
computer and it programs the Spartan 3E board.  

The principle of the QPSK modulator implemented on the FPGA is illustrated 

in fig. 5.8 [124]. 

 
Fig. 5.8 The principle of the QPSK modulator on the FPGA 

 
The binary sequence or the modulating signal is generated internal by a 

LFSR and is divided into two sequences: the odd-bit-sequence for the I-channel and 
the even-bit-sequence for the Q-channel. The sine signal is also generated inside 
the board and is made of 16 different values kept in a ROM memory. Knowing that 

the phase differences between the cosine and sine signal is 90°, we obtaine the 
cosine from the sine reading it later with 4 samples. The I-channel is modulated 
with the cosine waveform and the Q-channel with the sine waveform which is a 
BPSK modulation. Adding the two modulated signals, the QPSK modulated signal is 
obtained. In order to transmit the QPSK modulated signal, it is routed to the DAC 
(Digital-to-Analog Converter) on the board.  

In the validation and data collecting part of the implementation, the signals 

were routed to a LeCroy WaveSurfer Xs Series oscilloscope. Fig. 5.9, fig. 5.10 and 
fig. 5.11 show different scenarios of the modulating signal, the I-channel, the Q-
channel and the modulated signal. 

Due to the limitations of the serial DAC on the board, relatively slow data 
rates of the carrier and modulated signals were obtained. The frequency of the 
QPSK carrier is 31,250 kHz and the output QPSK frequency is 62,50 kbps. In order 
to obtain higher frequencies, the slow DAC must be replaced with external devices 

for a complete wireless/underwater system. 
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Fig. 5.9 The waveforms: (a) the modulating signal (LFSR) ;   (b) the modulated signal 

 

 
Fig. 5.10 The waveforms: (a) I-channel;    (b) Q-channel;      (c) the modulated signal 

 

 
Fig. 5.11 The waveforms: (a) the modulating signal (LFSR); (b) I-channel;   

(c)  Q-channel; (d) the modulated signal  

 
Fig. 5.12 represents the design summary which represents the utilization of 

flip-flops, LUTs, slices used from the capabilities of the FPGA from the Spartan 3E 
board and fig. 5.13 illustrates the resources map of the FPGA from the same board. 
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Fig. 5.12 Design summary of the QPSK modulator 

 

 
Fig. 5.13 The resources map of the QPSK modulator on the Spartan 3E Board 

 

 

5.2. QPSK System 
 
 The second and final step in implementing a digital communication system 

based on the QPSK modulation technique was to simulate and test the demodulator 
part. The demodulator functionality was simulated using Matlab/Simulink 

environment. Afterwards, the design was tested using FPGA blocks in System 
Generator. The final step was to implement the QPSK system [125], the modulator 
and demodulator parts, on two Spartan 3E boards using Xilinx ISE 12.3 software 
tool. 

 

5.2.1. QPSK System in Simulink 
 

Fig. 5.14 represents a communication system implemented in the Matlab/ 

Simulink environment that uses the QPSK modulation technique. The system [128]  
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is composed of the binary data source, a modulator, a channel and a demodulator. 
The previous chapter made the subject of the binary data source and the modulator 

part. 

 
Fig. 5.14 QPSK System 

 
The modulated signal from fig. 5.4f is then pass through the same channel 

from fig. 4.34 where noise is added. The channel also has a limited frequency 
bandwidth so that it can be viewed as a filter. The corresponding signals are shown 
in fig.5.15. 

 
Fig. 5.15 The waveforms shown on the scope: (a) the modulated signal;   (b) the noise;    

 (c) the noise added to the modulated signal 

 
The modulated signal added with noise arrives at the demodulator (fig. 

5.16) and is divided into two channels. The first channel is modulated with a cosine 
waveform and the second with a sine as well as in theory. At the outputs, the I and 

Q channels are found and put together to obtain the initial binary sequence (fig. 
5.17).    
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Fig. 5.16 QPSK demodulator in Simulink  

 

 
Fig. 5.17 The waveforms in the demodulator: 

(a) The modulated signal with noise; (b) The I-channel; (c) The Q-channel; (d) The 
demodulated signal 
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5.2.2. QPSK System in System Generator 
 

The modulator part is the same as the one in fig. 5.5. The modulating signal 
(fig.5.7f) is then pass through the same channel (fig. 4.34) where noise is added 
and arrives at the input of the demodulator (fig. 5.18). 

 
Fig. 5.18 QPSK Demodulator in System Generator 

 
In the demodulator, the modulated signal with noise is multiplied once with 

sine, and the second time with cosine. The sine and cosine waveforms are recovered 
in Simulink with the sine and cosine blocks. 

The two signals obtained are kept in two accumulators and then compared 

with a threshold. If the compared signal is positive, the demodulator takes the 
decision that ‘1’ was transmitted, otherwise, ‘0’, obtaining the demodulated I and Q 
channels (fig. 5.19b and fig. 5.19c). The multiplexer is the one who puts the I and Q 
channels together obtaining the demodulated signal which is the initial modulating 
signal (fig. 5.20). 
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Fig. 5.19 The waveforms: (a) the modulated signal with noise;     

(b) the demodulated I-channel;   (c) the demodulated Q-channel 

 

 
Fig. 5.20 The waveforms: (a) the modulating signal;    (b) the demodulated signal. 
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5.2.3. QPSK System on FPGA 
 

The QPSK System implemented on the Spartan 3E board has as a model the 
implementation in System Generator with the only difference that the sine and 
cosine signals are generated internal, in a ROM. 

The digital communication system based on the QPSK modulation technique 
consists of two Spartan 3E boards, the first board behaves as a modulator and the 
second one, as a demodulator.  

 

 
Fig. 5.21 QPSK System – experimental setup 

 
The connections between the two boards are made of three wires: the green 

wire comports as a communication channel, the red wire represents the 
synchronization between the two boards and the black one comports as an 

asynchronous reset signal. 
The principle of the QPSK modulator as the one described in topic 5.1.3: the 

modulating signal is generated internal, in the modulator, by a LFSR and is divided 
into two sequences: the-odd-sequence or the I-channel and the-even-sequence or 
the Q-channel. The I-channel is modulated with cosine and the Q-channel with sine. 
The sine and cosine are also generated internal, and are made of 16 different values 

kept in a ROM memory [4]. The cosine is obtained from sine by reading the values 

later with 4 samples [125]. By adding the two modulated signals, the QPSK 
modulated signal is obtained. The modulated signal is then sent to the DAC (Digital-
to-Analog Converter) on the board in order to be sent through the channel.  

The principle of the QPSK demodulator implemented on the FPGA is shown 
in fig. 5.22. 
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Fig. 5.22 The principle of the QPSK demodulator on the FPGA 

 
The modulated signal affected with noise arrives at the second board which 

behaves as a demodulator. The signal is converted into a digital form with the help 
of a pmod AD1. This digital signal is then multiply with both signals, the sine and 

cosine generated internal in a ROM memory.  The results are kept in an accumulator 
and compared with a decision threshold and so, the demodulated I-channel and Q-
channel are obtained and in the end the demodulated signal.  

After implementing the QPSK System made of a modulator and demodulator 
on the two Spartan 3E boards, the signals were routed to an oscilloscope. Fig. 5.23 

illustrates two signals: the modulating signal from the LFSR and the demodulated 

QPSK signal.  
 

 
Fig. 5.23 The waveforms: (a) The modulating signal; (b) The demodulated signal 

 

Fig. 5.24 illustrates the design summary of the demodulator board and fig. 
5.26 shows the post and route implementation of the QPSK demodulator the 
Spartan 3E board. 
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Fig. 5.24 Design Summary of the QPSK Demodulator 

 

 
Fig. 5.25 The resources map of the QPSK demodulator 

 
 

5.3. Conclusions and Contributions 
 

Chapter 5 describes the actual process of the QPSK modulation technique, 
as well as the implementation of the hardware itself. The Simulink and System 
Generator, included in the Matlab software, were used for the theoretical study and 
simulation, and for implementation the Nexys2 and Spartan 3E development boards 

and the Xilinx ISE software tool. 
In the first part of the chapter, an implementation of the QPSK Modulator in 

the Matlab/Simulink environment as well as a proposal of a QPSK modulator in 
System Generator was presented. The modulating signal is generated internal by a 
LFSR and is divided into two sequences: the odd-sequence for the I-channel and the 
even-sequence for the Q-channel. The sine and cosine waveform are generated 
outside the FPGA. The odd-sequence is modulated with the cosine waveform and the 
even-sequence with the sine waveform which is a BPSK modulation.The QPSK 
modulated signal is obtained by adding the two modulated signals. The same 

principle is applied in implementing the modulator on the board, with the difference 
that the sine and cosine signals were generated inside the board. The sine signal 
was made of 16 different values kept in a ROM memory. The phase differences 
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between the cosine and sine signal is 90°, and so the cosine was obtained from the 
sine by reading it later with 4 samples. The odd-sequence was modulated with the 

cosine waveform and the even-sequence with the sine waveform.  Adding the two 
modulated signals, the QPSK modulated signal was obtained. The design has been 
written in the VHDL programming code by Xilinx software. 

In the second part of the chapter, an implementation of a QPSK System 
(Modulator and Demodulator) in the Matlab/Simulink environment as well as a 
proposal of a QPSK System in System Generator is studied. The binary sequence is 
generated internal by a LFSR and is divided into two sequences: the odd-sequence 

(I-channel) and the even-sequence (Q-channel). The odd-sequence is modulated 
with the cosine waveform and the even-sequence with the sine waveform, 
waveforms obtained outside the board. The QPSK modulated signal is obtained by 
adding the two modulated signals. The QPSK modulated signal is then passed 
through the same channel used in Simulink where noise is added. In the 
demodulator, the modulated signal with noise is multiplied twice, once with sine, 
and the second time with cosine. The two signals are kept in two accumulators and 

then compared with a threshold. If the compared signal is greater than the 
threshold, the demodulator takes the decision that ‘1’ was transmitted, otherwise, 
‘0’, obtaining the demodulated I and Q channels. The multiplexer is the one who 
puts the I and Q channels together obtaining the demodulated signal which is the 
initial modulating signal. The same principle is applied in implementing the 
modulator and the demodulator on the two boards, with the difference that the sine 

and cosine signals were generated inside the board. The sine signal was made of 16 
different values kept in a ROM memory and the cosine was obtained reading the 

ROM memory later with 4 samples. The odd-sequence was modulated with the 
cosine waveform and the even-sequence with the sine waveform.  Adding the two 
modulated signals, the QPSK signal was obtained. The modulated signal is then sent 
to the DAC on the board in order to be sent through the channel. The modulated 
signal affected with noise arrives at the demodulator. The signal is converted into a 

digital form with the help of an AD board. This digital signal is then multiply with 
both signals, the sine and cosine generated internal in the ROM memory from the 
second board.  The results are kept in an accumulator and compared with a decision 
threshold and so, the demodulated I-channel and Q-channel are obtained and in the 
end the demodulated signal.  

Fig. 5.26 summarizes the resources of the two boards used in implementing 
the QPSK modulator and demodulator. 

 
Fig. 5.26 Comparison of the logic resources of the QPSK modulator and demodulator 
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Table 5.1 illustrates a comparison between previous works in the field of 
QPSK modulation on FPGA and this work. 

 
Table 5.1 Main Comparison of previous work and practice in QPSK 
modulation on FPGA 

Modulation 

scheme 

Reference Board Resource Utilization 

Flip-
Flops 

LUTs Slices 

 

Q 
P 
S 
K 

[30] Virtex-4 1% 16% 17% 

[60] Virtex-II 1% 2% 2% 

[135] Virtex-II 1% 13% 13% 

[124] Spartan 3E 
(modulator) 

1% 1% 2% 

[125] Spartan 3E 
(demodulator) 

2% 2% 2% 

 

 Contributions: 

 The design of a QPSK Modulator in the Matlab/Simulink environment had 
been proposed. 

 A QPSK modulator in System Generator, based on the Simulink design, was 
also proposed: the modulating signals was generated internal by a LFSR and 
divided in an odd and an even sequence. The odd sequence was modulated 

with sine and the even one with cosine. The sine and cosine signals were 
generated inside the board. The sine signal was made of 16 different values 
kept in a ROM memory and the cosine was obtained from the sine by 
reading it later with 4 samples. The odd-sequence was modulated with the 

cosine waveform and the even-sequence with the sine waveform.  Adding 
the two modulated signals, the QPSK modulated signal was obtained. 

 The QPSK modulator was implemented on FPGA with the signals routed to 
an oscilloscope in order to be measured. 

 Simulations of the QPSK System were made in the Matlab/Simulink 
environment for verifying the functionality principle; 

 The hardware part of the QPSK system was tested in System Generator: the 
modulated signal affected with noise arrives at the demodulator. The signal 
is converted into a digital form with the help of an AD board. This digital 
signal is then multiply with both signals, the sine and cosine generated 
internal in the ROM memory from the second board.  The results are kept in 

an accumulator and compared with a decision threshold and so, the 
demodulated I-channel and Q-channel are obtained and in the end the 

demodulated signal. 
 A new architecture proposal of a digital communication system 

based on the QPSK modulation technique had been introduced and 
optimized as a pair. 

 An optimization chart emphasizing the quality measures of the 
resources map was conducted for all FPGA designs. 

 A comparison between previous works in the field of QPSK 

modulation on FPGA and this work in terms of the logic utilization is 
illustrated in table 5.1. 
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6. HARDWARE CO-SIMULATION OF  
THE BPSK AND QPSK SYSTEM 

 
 

A new technique, called Hardware Co-Simulation using FPGA appeared in 

the last few years. Studies using this new technique can be found in [50], [86], 
[98], [107], [137], [139]. The objective of the Hardware Co-Simulation technique is 
to accelerate an application. Therefore, an application is distributed in two or more 
hardware and software parts. Those parts of the application which are not critical for 
the process are kept in software, while the critical parts are implemented in 
hardware [107].  

System Generator provides hardware co-simulation which makes possible to 
incorporate a design running in a FPGA directly into a Simulink simulation. The 
Simulink environment is used in order to verify the system functionality. When the 
design is made in System Generator, the results for the compiled area are 
generated in hardware. System Generator converts the Simulink math code into 
VHDL code that is recognized by the ISE software. The method is called 

Hardware/Software Co-Simulation and allows the compilation area to be tested in 
actual hardware and can speed up the simulation dramatically. The System 
Generator design flow for the hardware co-simulation technique is shown in fig. 6.1.  

 
Fig. 6.1 System Generator design flow for the hardware co-simulation technique 
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This method enables building a hardware version of the model and, using 
Simulink environment, several tests can be performed in order to verify the 

functionality of the system in hardware. Hardware co-simulation supports FPGAs 
from Xilinx on boards that support JTAG or Ethernet connectivity. Several boards 
are predefined on System Generator for co-simulation, but not the Spartan 3E 
board, so in order to use it, it must be define.  

When the compilation is complete, a new library, formed by a single block, 
encapsulates the hardware implementation of the DSP system. The block has inputs 
and outputs according with the number of the GatewayIn and GatewayOut ports. 

This new block includes all the functionality required for the system to be 
implemented on FPGA and is linked to a bitstream that will be downloaded into the 
FPGA during co-simulation. After starting the co-simulation, the System Generator 
will first download the associated bitstream. When the download is completed, 
System Generator reads the inputs from Simulation environment and sends the 
bitstream to the board using the JTAG connection. System Generator reads the 
output back from JTAG and sends it to Simulink in order to be displayed. The results 

can be verified by comparing the simulation output to the expected output. VHDL 
code can also be generated from System Generator. System Generator not only 
generates the HDL and netlist files for any model during the compilation process, 
but it also runs the downstream tools necessary to produce an FPGA configuration 
file [129].  

The hardware co-simulation technique is used to validate the designs used 

in previous chapters. The designs are the BPSK modulator and system, respectively, 
the QPSK modulator and system.  

 

 
Fig. 6.2 Organization of the chapter 

 

The experimental setup used for the hardware co-simulation technique 
consists of a computer, a Spartan 3E board and an oscilloscope. The Matlab/ 

Simulink, System Generator and Xilinx ISE packages run on the computer, and the 
Xilinx ISE programs the Spartan 3E board. 
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6.1. BPSK Modulator 

 
The purposed design is illustrated in fig. 6.3.  The design is the same as the 

one in fig. 4.17 [128], [184], completed with the new block, the BPSK modulator 
hwcosim obtained after the hardware co-simulation.  

 
Fig.6.3 BPSK hwcosim modulator 

 

The new BPSK modulator (hwcosim block) has two inputs and two outputs 

according to the number of the GatewayIn and GatewayOut ports. The block 
includes all the functionality required for the design to be implemented on the FPGA 
and is linked to a bitstream that will be downloaded into the FPGA during the co-
simulation. 

After the simulation is completed, the results are displayed as shown in fig. 
6.4. The results can be verified with the results from fig. 4.18.  

 
Fig. 6.4 The modulating and the modulated signals 
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After computing the VHDL code generated by System Generator, the summary of 

our design is illustrated as in fig. 6.5. 

 
Fig. 6.5 The design summary of the BPSK modulator 

 

Comparing the design summary obtained by generating the VHDL code 

directly from System Generator and the design summary in fig. 4.31, the logic 
utilization of the board was lower in terms of the slice flip-flops, LUTs and occupied 
slices used. Fig. 6.6 illustrates a parallel between the resources used in 
implementing the BPSK modulator in the two versions (the first described in topic 
4.2.4, and the second using the hardware co-simulation technique). 

 
Fig. 6.6 Parallel between the resources used in implementing the BPSK modulator 

 
 

6.2. BPSK System 

 

The purposed design is illustrated in fig. 6.7 [128]. The design was 

completed with the new block, named bpsk_system hwcosim, obtained after the 
hardware co-simulation.  
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The bpsk_system hwcosim block has four inputs and three outputs 
according to the number of the GatewayIn and GatewayOut ports. The hwcosim 

block includes all the functionality required for the design to be implemented on the 
FPGA.  

 
Fig. 6.7 The BPSK hwcosim system 
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After the simulation is completed, the results are displayed in fig. 6.8. The 
results obtained after the hardware co-simulation can be verified with the results 

from fig. 4.41. The design summary is illustrated in fig. 6.9.  

 
Fig. 6.8 The modulating signal, the BPSK modulated signal and the demodulated signal 

 

 
Fig.6.9 The design summary of the BPSK system 

 
Comparing the design summary from fig. 6.9 with the results from fig. 4.31 

and fig. 4.47, the logic utilization is lower and is illustrated in fig. 6.10. The first 
column represents a mean between the resources from fig. 4.31 and fig. 4.47, and 

the second column represents the resources used in the hardware co-simulation 
technique. Also, by generating automatically VHDL code, the system is implemented 
on a single board, not on two boards like it was shown in chapter 4. 
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Fig. 6.10 Parallel between the resources used in implementing the BPSK system 

 
 

6.3. QPSK Modulator 

 

The proposed design, a QPSK modulator is illustrated in fig. 6.11 [124]. 

The design is the same as in fig.5.5, but completed with the QPSK modulator 
hwcosim generated by the hardware co-simulation. The block has four inputs and 
three outputs like in the original design. 

 
Fig. 6.11 The QPSK hwcosim modulator 
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The simulation results are shown in fig. 6.12 and are the same like in fig. 

5.7. The signals shown in fig. 6.12 represent the I-channel which is modulated with 
a cosine waveform, the Q-channel which is modulated with a sine waveform and the 
QPSK modulated signal. 

 
Fig. 6.12 I-channel, Q-channel and the QPSK modulated signals 

 
The design summary is illustrated in fig. 6.13. Same as before, the 

utilization resources are lower if we generate VHDL code from System Generator, in 

terms of the slice flip-flops, LUTs and occupied slices used. If in this case, the 
number of the slice flip-flops was 41 and the number of LUTs was 67 from a total of 
9312, in fig. 5.12, these numbers are higher: 95 for flip-flops and 157 for LUTs. A 
comparison between the two implementations is illustrated in fig. 6.14. 

 

 
Fig.6.13 The design summary of the QPSK modulator 
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Fig. 6.14 Parallel between the resources used in implementing the QPSK modulator 

 

 

6.4. QPSK System 
 

The proposed QPSK system is illustrated in fig. 6.15 [125]. The hardware 

co-simulation was run in order to obtain the sist_qpsk hwcosim block, necessary in 
implementing the system on FPGA. The new block has seven inputs and three 
outputs. By generating automatically VHDL code, the system is implemented on a 
single board, not on two boards as we did in our previous work. 

After the hardware co-simulation, the results are illustrated in fig. 6.16.  

 
Fig. 6.16 The modulating signal, the QPSK modulated signal and the demodulated signal 
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Fig. 6.15 The QPSK hwcosim system 
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In fig. 6.17, the design summary is shown. Same as in the other designs, 
the logic utilization of the Spartan3E board was lower in comparison with previous 

work. And also, the system is implemented on a single board, not on two like in 
chapter 5. 

 

 
Fig. 6.17 Design summary of the QPSK system 

 

Comparing the design summary from fig. 6.17 with the results from fig. 

5.12 and fig. 5.25, the logic utilization is lower and is illustrated in fig. 6.18. The 
first column represents a mean between the resources from fig. 5.12 and fig. 5.25, 

and the second column represents the resources used in the hardware co-simulation 
technique. Also, by generating automatically VHDL code, the system is implemented 
on a single board, not on two boards like it was shown in chapter 5. 

 

 
Fig. 6.18 Parallel between the resources used in implementing the QPSK system 
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6.5. Conclusions and Contributions 

 
Chapter 6 describes the hardware co-simulation technique which allows the 

compilation portion to be tested in actual hardware. 
Original hardware digital designs, the BPSK modulator and BPSK system as 

well as the QPSK modulator and QPSK system were validated in this chapter. Each 
design made in Simulink/ System Generator was implemented into hardware using 
two software packages: Matlab/Simulink and Xilinx ISE. The bridge between the two 
packages is represented by the Xilinx System Generator which converts the 

Simulink math code into VHDL code, recognized by the ISE software. The time used 
to simulate the designs with components from the Xilinx Blockset is longer than the 
time taken to simulate in Simulink. Still, using System Generator inside Simulink for 
bit and cycle time simulations is an order of magnitude faster than running the 
same simulation through an HDL simulator. Also, the time for designing a DSP 
system in the System Generator environment is smaller than the time used for 
writing VHDL code. A main advantage for a design made in System Generator is 

that it can be validated through simulations before implementing it in hardware. 
The logic utilization of the board used in the hardware co-simulation 

technique is smaller if the generated VHDL code from System Generator is used, not 
writing the code from the beginning. 

 

Contributions: 

 Four unique implementations (BPSK modulator and system, 
QPSK modulator and system) were proposed and tested in 
actual hardware, using the hardware co-simulation 

technique.  

 A comparison between the resources used in implementing 
the designs in the two versions was underlined (the first 
described in chapter 4 and 5, and the second using the 

hardware co-simulation technique). 
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7. CONCLUSIONS AND CONTRIBUTIONS 
 

 

7.1. Conclusions 
 

The purpose of this thesis was to implement two digital communication 
systems. The two digital communication systems were based on the BPSK and QPSK 

modulation/demodulation techniques and were tested and implemented on FPGAs. 
Chapter 2 presents the resources, the methods and the ways used in the 

research. 
In the first part of chapter 2, an overview of reconfigurable computing was 

presented. Reconfigurable computing became popular due to the availability of field 
programmable gate arrays. The main architectures of the FPGAs were investigated; 

also the software tools used in implementing and simulating a design and 
programming the FPGAs were presented. These tradeoffs let to the decision/ 
conclusion to use the Xilinx FPGA boards (Nexys2 and Spartan 3E) and the software 
tool (ISE Webpack) provided by the same corporation. 

The simulation capabilities of the FPGA simulator were investigated and also 
compared to real life behavior. The exploitation and dissemination of the 
experiments were further investigated in two scientific papers: [117] and [118]. 

In the second part of chapter 2, the reasons why DSP is suitable for 
reconfigurable computing were brought up. The most useful DSP tool used for FPGA 
design is System Generator, a software tool from Xilinx based on the 
Matlab/Simulink environment. System Generator produces command files for FPGA 
synthesis, HDL simulation and implementation tool, all with the purpose of obtaining 
a hardware model. Also, the advantages and disadvantages of System Generator 
were outlined. 

For understanding the implementation steps, a simple design, an adder 
made up of a constant and a sine generator, was simulated. First, only in the 
Simulink environment, and then, the design was implemented in System Generator, 
in four different ways:  

 The constant and the sine generator were both Simulink blocks and pass 
through the GatewayIn blocks into the FPGA boundary which represents the 

System Generator environment; 
 The constant in System Generator and the sine generator in Simulink; 

 The constant in Simulink and the sine generator (DDS compiler) in System 
Generator; 

 Both, the constant and the sine generator implemented in System 
Generator. 

The signals of the simulated blocks were more accurate if Xilinx blocks had been 

used. Otherwise, the waveforms had square edges. 
Chapter 3 began with basics about digital communication systems. The 

components of these systems were presented, but also the functionalities in the 
receiver and the transmitter. Besides the components of a digital communication 
system, the three main criteria of choosing a modulation schemes made the subject 
of the first part of this chapter. 
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The second part presented the theoretical backgrounds of the digital 
modulation techniques, underlining the BPSK and QPSK modulation schemes. 

Among all MPSK schemes, QPSK is the most used since it does not suffer from BER 
degradation while the bandwidth efficiency is increased. The advantage of QPSK 
over BPSK is obvious: QPSK transmits twice the data rate in a given bandwidth 
compared to BPSK, at the same BER. Two simple applications of the BPSK and QPSK 
modulation techniques were developed in the Matlab software. 

In the third and last part of chapter 3, a survey about the BPSK and QPSK 
was presented. The survey began with early work in the field of digital modulation. 

Although FPGA technology appeared in the mid 1980s, because of the gap between 
the existing software tools and the develop circuits, at the end of 1990s and first 
part of the 2000s, this filed was at its beginning. Matlab was the software 
environment who reduced the gap and made possible the FPGA implementation 
using System Generator. The study continued with different papers where the FPGA 
technology can be found, like image, video, audio and signal processing, coding and 
wireless communications, biomedical applications, including FPGA implementations 

of the BPSK and QPSK modulation techniques [120]. The Hardware Co-Simulation 
technique was also mentioned and it would be later presented in this work. 

Chapter 4 described the actual process of the BPSK modulation technique, 
as well as the implementation of the hardware itself. The Simulink and System 
Generator, included in the Matlab software, were used for the theoretical study and 
simulation, and for implementation the Nexys2 and Spartan 3E development boards 

and the Xilinx ISE software tool. 
In the first part of the chapter, a BPSK Detector, all digital, was 

implemented, both the modulator and demodulator on the same FPGA board, and 
successfully designed with VHDL programming code.  The BPSK detector had as a 
starting point paper [4] and an improvement of the detector was made. The 
newness of the detector was made by modifying the LFSR which had improved the 
randomness sequence of the signal. Analysis and comparison were made on a 

Nexys2 board. The Spartan-3E FPGA from the Nexys2 board has dedicated 18x18 
bits hardware multiplier and so, there was no need for a relatively slow Booth 
multiplier. 

In the second part of the chapter, a BPSK digital modulator was simulated, 
tested and implemented. In terms of the simulation process, two implementations of 
the BPSK Modulator in the Matlab/Simulink environment were proposed, the first 
with simple blocks and the second, with a block in which we wrote Matlab code. In 

the testing part, a proposal of four implementations of a BPSK modulator in System 
Generator was conducted. In the first, the three signals:  the carrier and the 
modulating signal were generated external, and the modulated signal was obtained 

internal. In the second scheme, the carrier was generated external, and the 
modulating signal was generated internal by a LFSR. In the third scheme, all three 
signals were generated internal with the exception of the modulating signal which 

can be obtained either internal by the LFSR, or external by a pulse generator and in 
the fourth implementation, all signals were obtained internal. Two implementation of 
the BPSK modulator on the Spartan 3E board were designed, in the implementation 
part. The first one was based on the third proposal of the modulator made in 
System Generator and the signals were routed to a VGA monitor. If “1” was 
transmitted, the modulated signal remained same as the carrier, but if “0” was 
transmitted, the modulated signal was yielded with a 180º phase. The second 

implementation had as a model the fourth proposal of the modulator in System 
Generator and the signals were routed to an oscilloscope. Comparing the designs 
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summary obtained with the summary of the BPSK detector, the logic utilization of 
the board was lower in terms of the slice flip-flops and LUTs used. All of these make 

the design suitable in terms of propagation, implementation and logic utilization of 
the Spartan 3E boards used in this work. 

A comparison in terms of the logic utilization between the implementation of 
the BPSK modulator via VGA and the implementation via oscilloscope was illustrated 
in fig. 4.49 and table 4.2 represented a comparison between previous works in the 
field of BPSK modulation on FPGA and this work. 

 
Fig. 4.49 Comparison of the logic resources  

 

Table 4.2 Comparison of previous work and practice in BPSK modulation on 
FPGA 

Modulation 
scheme 

Reference Board Resource Utilization 

Flip-
Flops 

LUTs Slices 

 

 

 

B 

P 

S 

K 

[27] Virtex-4 1% 1% 1% 

[30] Virtex-4 6% 27% 25% 

[97] Spartan 3E 13% 13% 16% 

[143] Virtex-II 1% 9% 10% 

[160] Virtex-4 11% 11% 15% 

[122] Spartan 3E 7% 10% 16% 

[123] Spartan 3E 
(modulator) 

1% 1% 2% 

[128] Spartan 3E 
(demodulator) 

1% 2% 3% 

 
 In the third part of the chapter, a BPSK System, made of a modulator and 
demodulator, was the subject of simulation, testing and implementation. The 
simulation of the BPSK System was made in the Matlab/Simulink environment. The 

testing part of the system was made in System Generator. The modulating signal 
and the carrier were generated internal, the modulating signal by a LFSR and the 
carrier by a DDS Compiler. The modulated signal was obtained at the output of a 

BUPT



                                                                                 7.1. – Conclusions      129 

mux block and, then, passed through a communication channel where noise was 
added. In the demodulator, the carrier was recovered due to another DDS compiler 

and then multiplied with the modulated signal affected by noise. The obtained signal 
was then added with all the multiplied samples from the carrier in a period. The 
operation took place in the accumulator. Once the result had been obtained, it was 
compared with a decision threshold. If the compared signal was positive, the 
demodulator took the decision that „1‟ was transmitted, otherwise, „0‟. The BPSK 
System implemented on the Spartan 3E boards had the same principle as the 
implementation in System Generator. Although System Generator has an option to 

generate the VHDL code, for this design the code was made from the beginning 
because the generated code was hard to read. The only difference was the carrier 
which was indeed generated internal, in a ROM memory, but made of 16 different 
values. The yielded carrier with 180º phase shift was obtained by reading the ROM 
memory later with 8 samples.  

Chapter 5 described the QPSK modulation technique, as well as the 
implementation of the hardware itself.  

In the first part of the chapter, an implementation of the QPSK Modulator in 
the Matlab/Simulink environment as well as a proposal of a QPSK modulator in 
System Generator was presented. The modulating signal was generated internal by 
a LFSR and is divided into two sequences: the odd-sequence for the I-channel and 
the even-sequence for the Q-channel. The sine and cosine waveform were 
generated outside the FPGA. The odd-sequence was modulated with the cosine 

waveform and the even-sequence with the sine waveform which is a BPSK 
modulation.The QPSK modulated signal was obtained by adding the two modulated 

signals. The same principle was applied in implementing the modulator on the 
board, with the difference that the sine and cosine signals were generated inside the 
board. The sine signal was made of 16 different values kept in a ROM memory. The 
phase differences between the cosine and sine signal is 90°, and so the cosine was 
obtained from the sine by reading it later with 4 samples. The odd-sequence was 

modulated with the cosine waveform and the even-sequence with the sine 
waveform.  Adding the two modulated signals, the QPSK modulated signal was 
obtained. The design has been written in the VHDL programming code by Xilinx 
software. 

In the second part of the chapter, an implementation of a QPSK System 
(Modulator and Demodulator) in the Matlab/Simulink environment as well as a 
proposal of a QPSK System in System Generator were studied. The binary sequence 

was generated internal by a LFSR and was divided into two sequences: the odd-
sequence (I-channel) and the even-sequence (Q-channel). The odd-sequence was 
modulated with the cosine waveform and the even-sequence with the sine 

waveform, waveforms obtained outside the board. The QPSK modulated signal was 
obtained by adding the two modulated signals. The QPSK modulated signal was then 
passed through the same channel used in Simulink where noise was added. In the 

demodulator, the modulated signal with noise was multiplied twice, once with sine, 
and the second time with cosine. The two signals were kept in two accumulators and 
then compared with a threshold. If the compared signal was greater than the 
threshold, the demodulator took the decision that „1‟ was transmitted, otherwise, 
„0‟, obtaining the demodulated I and Q channels. The multiplexer was the one who 
puts the I and Q channels together obtaining the demodulated signal which made 
the initial modulating signal. The same principle was applied in implementing the 

modulator and the demodulator on the two boards, with the difference that the sine 
and cosine signals were generated inside the board. The sine signal was made of 16 
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different values kept in a ROM memory and the cosine was obtained reading the 
ROM memory later with 4 samples. The odd-sequence was modulated with the 

cosine waveform and the even-sequence with the sine waveform.  Adding the two 
modulated signals, the QPSK signal was obtained. The modulated signal was then 
sent to the DAC on the board in order to be sent through the channel. The 
modulated signal affected with noise arrives at the demodulator. The signal was 
converted into a digital form with the help of an AD board. This digital signal was 
then multiply with both signals, the sine and cosine generated internal in the ROM 
memory from the second board.  The results were kept in an accumulator and 

compared with a decision threshold and so, the demodulated I-channel and Q-
channel were obtained and in the end the demodulated signal.  

Fig. 5.26 summarized the resources of the two boards used in implementing 
the QPSK modulator and demodulator. 

 
Fig. 5.26 Comparison of the logic resources of the QPSK modulator and demodulator 

 
Table 5.1 illustrated a comparison between previous works in the field of 

QPSK modulation on FPGA and this work. 
 

Table 5.1 Main Comparison of previous work and practice in QPSK 
modulation on FPGA 

Modulation 
scheme 

Reference Board Resource Utilization 

Flip-

Flops 

LUTs Slices 

 

Q 

P 

S 

K 

[30] Virtex-4 1% 16% 17% 

[60] Virtex-II 1% 2% 2% 

[135] Virtex-II 1% 13% 13% 

[124] Spartan 3E 
(modulator) 

1% 1% 2% 

[125] Spartan 3E 
(demodulator) 

2% 2% 2% 

 

Chapter 6 described the hardware co-simulation technique which allowed 
the compilation FPGA area to be tested in actual hardware. Original hardware digital 
designs, the BPSK modulator and BPSK system as well as the QPSK modulator and 
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QPSK system were validated in this chapter. Each design made in Simulink/ System 
Generator was implemented into hardware using two software packages: 

Matlab/Simulink and Xilinx ISE. The bridge between the two packages was 
represented by the Xilinx System Generator which converted the Simulink math 
code into VHDL code, recognized by the ISE software. The time used to simulate the 
designs with components from the Xilinx Blockset was longer than the time taken to 
simulate in Simulink. Still, using System Generator inside Simulink for bit and cycle 
time simulations was an oder of magnitude faster than running the same simulation 
through an HDL simulator. Also, the time for designing a DSP system in the System 

Generator environment was smaller than the time used for writing VHDL code. A 
main advantage for a design made in System Generator was that it can be validated 
through simulations before implementing it in hardware. The logic utilization of the 
board used in the hardware co-simulation technique is smaller if the generated 
VHDL code from System Generator is used, not writing the code from the beginning. 

 
 

7.2. Contributions 
 

 An overview of reconfigurable computing was presented, outlining the 
strengths and the advantages of FPGAs in contrast to ASIC and GPP. 

 A common but accurate methodology on an FPGA, simulations 
checked by measurements, was followed. 

 The capabilities of the FPGA simulator, the Xilinx ISE, were analysed 
and compared with practical results: 

o The delays of the post-route simulation were investigated 
and also compared with measured delays; 

o Corrections had been made to results according to the type of 

their use. 
 The advantages and disadvantages of the System Generator were 

outlined. 
 A simple design was simulated in Simulink and System Generator in order to 

introduce and understand the basic concepts of the MATLAB simulator: 
o To test the design functionality, the adder was simulated in 

Simulink; 

o To test the functionality as an FPGA design, the Simulink blocks 
were translated in dedicated Xilinx blocks from System Generator, 
obtaining four different designs of the adder. 

 Different implementations of the same model were compared: the signals of 
the simulated blocks were more accurate if Xilinx blocks were used. 

 Experimental results proved the precision of the two simulators: the Xilinx 

ISE and MATLAB/Simulink and System Generator.  
 A review of the BPSK and QPSK, two very important modulation techniques, 

was made. 
 MATLAB is generally used in research and development. In order to 

thoroughly analyse the efficiency of the simulator, two applications were 
developed, studied and compared. 

 A literature survey regarding the main previous work and general 

practice in phase modulation, of the BPSK and QPSK modulations, on 
FPGA had been conducted and summarized in table 3.4. 

 An improvement of a BPSK detector was made: the LFSR inside the 
detector was modified which improved the randomness sequence of 
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the signal. Also, it was no need for a relatively slow Booth 
multiplier, since the board had a dedicated 18x18 bits hardware 

multiplier.  
 Two implementations of a BPSK Modulator in the Matlab/Simulink 

environment had been proposed, first with simple Simulink blocks and the 
second with an embedded Matlab function. 

 Four implementations of a BPSK modulator in System Generator were also 
proposed: 

o the carrier and the modulating were generated external and the 

modulated signal was obtained internal; 
o the carrier is generated external and the modulating signal is 

generated internal by a LFSR; 
o all three signals were generated internal with the exception of the 

modulating signal which can be obtained either internal by the LFSR, 
or external by a generator; 

o all signals were generated internal. 

 Two new implementation of the BPSK modulator were made:  
o The first method was a visual one, in which two different 

colored rectangular were displayed on a VGA monitor; 
o In the second implementation, the signals were routed to an 

oscilloscope in order to be measured. 
 A comparison in terms of the logic utilization between the 

implementation of the BPSK modulator via VGA and the 
implementation via oscilloscope was made and presented in 

fig.4.49. 
 In order to test the functionality principle of the BPSK System, simulations 

were made in the Matlab/Simulink environment. 
 Simulations were made in System Generator to test the hardware part of 

the BPSK System: the modulating signal was generated internal by a LFSR 

and the carrier, also internal, by a DDS Compiler. The modulated signal 
obtained was passed through a communication channel where noise was 
added. In the demodulator, the carrier was recovered due to another DDS 
compiler and then multiplied with the modulated signal affected by noise. 
The obtained signal was then added with all the multiplied samples from the 
carrier in a period. The operation took place in the accumulator. Once the 
result had been obtained, it was compared with a decision threshold. If the 

compared signal was positive, the demodulator took the decision that ‘1’ 
was transmitted, otherwise, ‘0’. 

 A new architecture proposal of a digital communication system 

based on the BPSK modulation technique had been introduced and 
optimized as a pair. 

 An optimization chart emphasizing the quality measures of the 

resources map was conducted for all FPGA designs. 
 A comparison between previous works in the field of BPSK 

modulation on FPGA and this work in terms of the logic utilization is 
illustrated in table 4.2. 

 The design of a QPSK Modulator in the Matlab/Simulink environment had 
been proposed. 

 A QPSK modulator in System Generator, based on the Simulink design, was 

also proposed: the modulating signals was generated internal by a LFSR and 
divided in an odd and an even sequence. The odd sequence was modulated  
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with sine and the even one with cosine. The sine and cosine signals were 
generated inside the board. The sine signal was made of 16 different values 

kept in a ROM memory and the cosine was obtained from the sine by 
reading it later with 4 samples. The odd-sequence was modulated with the 
cosine waveform and the even-sequence with the sine waveform.  Adding 
the two modulated signals, the QPSK modulated signal was obtained. 

 The QPSK modulator was implemented on FPGA with the signals routed to 
an oscilloscope in order to be measured. 

 Simulations of the QPSK System were made in the Matlab/Simulink 

environment for verifying the functionality principle; 
 The hardware part of the QPSK system was tested in System Generator: the 

modulated signal affected with noise arrives at the demodulator. The signal 
is converted into a digital form with the help of an AD board. This digital 
signal is then multiply with both signals, the sine and cosine generated 
internal in the ROM memory from the second board.  The results are kept in 
an accumulator and compared with a decision threshold and so, the 

demodulated I-channel and Q-channel are obtained and in the end the 
demodulated signal. 

 A new architecture proposal of a digital communication system 
based on the QPSK modulation technique had been introduced and 
optimized as a pair. 

 An optimization chart emphasizing the quality measures of the 

resources map was conducted for all FPGA designs. 
 A comparison between previous works in the field of QPSK 

modulation on FPGA and this work in terms of the logic utilization is 
illustrated in table 5.1. 

 Four unique implementations (BPSK modulator and system, QPSK 
modulator and system) were proposed and tested in actual 
hardware, using the hardware co-simulation technique.  

 A comparison between the resources used in implementing the 
designs in the two versions was underlined (the first described in 

chapter 4 and 5, and the second using the hardware co-simulation 
technique). 

 
 

7.3. Future Work 
 

Since implementation of different systems on FPGAs became popular quite 

recently, a few years ago, there are a lot of other modulation techniques on FPGA 
which can be the subject of future work. 

In the case of BPSK and QPSK systems on FPGA implemented in this thesis, 
applications in the field of wireless and underwater communication can be 
developed.  

The similarity of empirical real-time and simulated results shows the success 
of FPGA and DAC implementations that would be further processed by external 
analog RF devices for complete wireless SDR system  or underwater 
communications. On the other hand, timing issues such as sample rate, constraints, 
and precoding like source and channel coding can also be added in the BPSK and 
QPSK systems for error checking and control. 
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 APPENDIX 
 

The present work has attached a DVD where VHDL code and System 

Generator applications can be found. 
The content of the DVD: 

1. VHDL code of the BPSK Detector; 
2. BPSK Modulator in Simulink and System Generator; 
3. BPSK System in Simulink and System Generator; 
4. VHDL code of the BPSK Modulator; 
5. VHDL code of the BPSK Demodulator; 

6. QPSK Modulator in Simulink and System Generator; 
7. QPSK System in Simulink and System Generator; 
8. VHDL code of the QPSK Modulator; 
9. VHDL code of the QPSK Demodulator; 
10. Hardware implementations of the BPSK modulator and system 

(Simulink/System Generator and VHDL code); 

11. Hardware implementations of the QPSK modulator and system 
(Simulink/System Generator and VHDL code). 
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