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Abstract 

This thesis presents an extension of the use of standard industrial 
command and control equipment in different applications.  

Three types of programmable logic controllers (PLC) are investigated as 
the main controller for electrical machine torque estimation and also for 
frequency spectrum analysis. The major drawback of the investigated low-cost 
PLCs related to this topic is highlighted. 

With high applicability in condition monitoring and fault detection, three 
types of electrical machines' electromagnetic torque estimators are presented, 
simulated, and experimentally tested on a high-speed data acquisition and 
control platform based on cRIO-9086 chassis. Online and offline-obtained results 
are given in the context of steady-state and dynamic load opperation. 

An artificial loading method for electrical machines is given and 
investigated as a niche application of the standard low-cost equipment. Two 
identical induction machines without mechanical coupling driven by two identical 
dc link-connected variable frequency drives are artificially loaded at phase-rated 
RMS current. A low-cost PLC is used for command and control. A simple open-
loop method with different loading reference types validates the synthetic 
loading principle. A closed-loop control method is successfully used for 
automatized thermal testing of both machines. Frequency spectrum analysis 
presents the inverters and the machine windings' connection influences. 
Comprehensive acceptable results related to the loss equivalency are obtained 
from simulation. 

A high-speed data acquisition and control system is used as a torque 
estimator for online and offline analysis of a novel active torque pulsation 
reduction method for rotary electromechanical systems with position-dependent 
loading torques. A mathematical two-step method used for preliminary total 
system inertia and loading torque detection is presented in detail and 
experimentally validated. 
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Nomenclature 
 
 
Abbreviations 
 
IACS – industrial automation and control systems 
SCADA – supervisory control and data acquisition 
HMI -human machine interface 
PLC – programmable logic controller 
RTU – remote terminal unit 
DCS – distributed control system 
VFC – variable frequency converter 
P – proportional – type controller 
PI – integral, proportional-type controller 
PID – derivative, integral, proportional- type controller 
RT – real time 
OBO – output-based observer 
IBO – input-based observer 
IOBO – input and output based observer 
PIO – proportional-integral observer 
NLO – basic nonlinear observer 
KF – Kalman filter 
EKF – extended Kalman filter 
DE – disturbance estimator 
DO – disturbance observer 
UIO – unknown input observer 
PO – perturbation observer 
ESO – extended state observer 
CESO – cascade extended state observer 
AI – artificial inteligence 
DL – deep learning 
ANN – artificial neural network 
IPMSM – interior permanent magnet synchronous machine 
FPGA – field programmable gate array 
FEA – finit element analysis 
IRFOC – indirect rotor-field oriented control 
PMSM – permanent magnet synchronous machine 
RMS – root mean square 
AVC – active vibration control 
PZT – piezoelectric 
ANC – active noise canceling 
ILC – iterative learning control 
RC – repetitive control 
IMP – internal model principle 
RESS – recuperative energy storage system 
FISG – flywheel-integrated starter generator 
API – american petroleum institute 
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IM – induction machine 
DFT – discrete Fourier Transform 
CPU – central processing unit 
MCM&PHM - machine condition monitoring and predictive health monitoring 
FFT – fast Fourier transform 
RHC – relative harmonic content 
DIT – decimation in time 
DIF – decimation in frequency 
GCIM – grid-connected induction machine 
DMA – direct memory access 
FIFO – first in first out 
MM – main motor 
ELM – emulated load machine 
DTC – direct torque control 
DC – direct current 
AC – alternating current 
EMF – electromotive force 
HPF – high pass filter 
LPF – low pass filter 
PLL – phase lock loop 
RC – resistive - capacitive  
PC – personal computer 
RTD – resistance temperature detector 
AO – analog output 
PWM – pulse width modulation 
PM – permanent magnet 
ATPRM – active torque pulsation reduction method 
ICE – internal combustion engine 
TCP/IP – transmission control protocol / internet protocol 
AM – auxiliary machine 
TTL – transistor-transistor logic 
 
 
Symbols 
 

t1rrE  – error between any two channels – test 1 

t2Err  - error between any two channels – test 2 

mch  - channle „m” from PLC 

nch  - channle „n” from PLC 

PLCf  - PLC acquisition frequency 

SGf  - generator signal frequency 

ctPA  - average cyclic time of the processor 

PctC  - configured processor speed 

t(%)∆  - difference between two successive program cycles relative to the setpoint 

EtT (ms)
−

 - average of the PLC actual execution time 

f (t )  - periodic function 
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0a  - constant value for periodic signal 

ka  - amplitude of the „cos” component of a periodic function 

kb  - amplitude of the „sin” component of a periodic function 

( )X F  - frequency-domain function 

( )x t  - time-domain function 

kX  - discrete Fourier transform 

k
NW  - twiddle factor 

2rX  - even entries array 

( )2 r 1X ⋅ +
 - odd entries array 

scLV  - line voltage during short-circuit test 

scphV  - phase voltage during short-circuit test 

scP - absorbed power during short-circuit test 

scI  - phase current during short-circuit test 

0P  - absorbed no-load power 

in co1 co2 iron add mechP , P , P , P , P , P  - input power and stator and rotor copper losses, 

iron, additional and mechanical losses 

sαΨ
•

, sβΨ
•

, rαΨ
•

, rβΨ
•

 - stator and rotor ,α β -axis time derivatives of orthogonal flux 

components 

s r s r, , ,α α β βΨ Ψ Ψ Ψ  - stator and rotor ,α β -axis fluxes 

prls r mR ,R ,R  - stator, rotor, and magnetizing resistance 

m s rL ,L ,L  - magnetizing, stator and rotor inductances 

s s r rI , I , I ,Iα β α β  - stator and rotor ,α β -axis estimated current components 

ω  - estimated shaft speed 

p  - number of pole pairs 

11 12 21a ,a ,a , 22 1 2 3 adda ,c ,c ,c , ,kσ  - coefficients 

rω  - shaft (rotor) speed 

1ω  - synchronous speed 

elm loadT ,T  - electromagnetic and load torques 

cω  - cutoff frequency of the low pass filter 

s  - induction machine’s slip 

η  - efficiency 

srs srsm mR , X  - core resistance and reactance in series connection of the equivalent 

circuit  
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prl prlm mR , X  - core resistance and reactance in parallel connection of the equivalent 

circuit  

prl

'
mR  - core resistance in parallel connection of the equivalent circuit, without 

taking into account the voltage drop on the phase reactance 

0 0 0Z ,R ,X  - total impedance, total resistance and total reactance of the induction 

machine no-load equivalent circuit 

sc sc scZ ,R ,X  - total impedance, total resistance and total reactance of the induction 

machine short-circuit equivalent circuit 

s mX ,X  - stator and magnetizing reactance of the induction machine’s equivalent 

circuit 

rd rd rd rd rd Total3 H 5 H 7 H 9 H 11 H
RHC ,RHC ,RHC ,RHC ,RHC ,RHC  - total and individual 

relative harmonic content 

ph1 ph2 ph3v ,v ,v  - momentary simulated three-phase voltages 

ph1 ph2 ph3V ,V ,V  - maximum values of each momentary voltage 

ph1 ph2 ph3, ,ϕ ϕ ϕ  - phase shifts used for ideal voltages 

rc rc rcph1 ph2 ph3v ,v ,v  - ideal three-phase voltage system after the real 

characteristics (real-measured relative harmonic content and the inverse component 
influences) were added 

( ) ( ) ( )k k k
ph1 ph2 ph3V ,V ,V  - amplitudes of the harmonics based on the relative 

harmonic content 

( ) ( ) ( )i i i
ph1 ph2 ph3, ,ω ω ω  - frequency of each harmonic 

( ) ( ) ( )i i i
ph1 ph2 ph3, ,ϕ ϕ ϕ  - initial phase of each harmonic 

ick  - coeficient that characterize the influence of the inverse component on the 

three-phase voltage system 

s r,Ψ Ψ
⌢ ⌢

 - stator and rotor fluxes 

s s su , i , R  - stator voltages, currents, and phase resistance 

s si , iα β  - stator and rotor ,α β -axis measured currents 

s s
ˆ ˆi , iα β  - stator and rotor ,α β -axis estimated currents 

elm kT ,T ,T  - electromagnetic torque, maximum torque and actual torque  

a b cV ,V ,V  - stator phase voltages in abc  – axis. 

V ,Vα β  - stator ,α β -axis voltages 

I , Iα β  - stator ,α β -axis currents 

1ω  - synchronous speed 

ks ,s  - maximum slip and the slip for which the induction machine produces the 

maximum torque 

1 2 3 4k , k , k , k  - slopes in different points from integration interval for RK4 
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n n 1y ,y −  - desired function used for RK4 

* *
speed _ref speed _refVFC1 ,VFC2  - speed reference given to the inverters for artificial 

loading 

offDC  - the speed reference dc offset used for inverters for artificial loading 

PLCRMSI  - Induction machine RMS phase current determined inside the PLC based 

on IM RMS phase current read from VFC 

VFCRMSI  - induction machine RMS current read from VFC 

Phase _shift  - the total phase shift between speed references used for artificial 
loading 

nbscp ct⋅  - PLC total number of cyclic programs (ct ms) uses for shifting and the 

duration of a program cycle 
*
refI  - prescribed induction machine RMS current 

lim limH ,L  -  high and low limit necessary for variables limitation for closed-loop 

control method for artificial loading 
c.v.  - intermediate variable 

ac _ sourceRMSI  - RMS value of the ac source current 

I MP  - the induction machine power 

IM VFC,η η  - IM's and VFC's efficiency 

IM b fw, ,ω ω ω  - induction machine's rotor speed, the IM's base speed, and the speed 

after the flux weakening,  
*
rΨ  - flux weakening after the base speed,  

abc dqI , I , Iαβ represent the ,abc,dqαβ reference frame current, *
dqI represents the 

dq reference current 

rT  - rotor time constant 

( )H s  - transfer function used for dI determination 

*T  - torque reference obtaine from Speed and torque regulator block 
p  - number of pole pairs 
*
2ω . - reference rotor speed 

θ  - rotor angle 
*
dqV  - reference voltage in dq frame 

dc _real dc _ idealV ,V represents the real voltage obtained based on VFCs loading and 

the ideal dc voltage 
C ,L represent the total dc-link capacitance and the total inductances 

ac _source dc1 dc2I , I , I represents the ac source current and the VFCs dc currents 

*
ELT represents the torque reference given to the emulated loading machine 

1m 2m 3mI ,I , I  represent the GCIM read phase currents 

mω  - system measured speed 
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*
2 , ppω  - represent the rotor reference speed and the number of the pole pair 

*
r r bL ,T ,T ,ω  - rotor inductances, reference prescribed torque, rotor time constant 

and base speed used for flux weakening 
^ ^
* *
d qU ,U  - d,q  components of the estimated voltage references 

^ ^
* *U ,Uα β  - ,α β  components of the estimated voltage references 

totalJ, J  - system moment of inertia 

diffT ,B  - resulting torque on the system, and total friction coefficient 

d / dtω  - time derivative component of the speed 

GCIM

^ ^

AmplT ,T  - Grid-connected induction machine determined torque amplitude 

Aux

^
T  - auxiliary machine determined torque amplitude 

^ ^
T T

sin , cos  - sine and cosine component of the Grid-connected induction machine 

determined torque amplitude 
_ _ _ _

load obs1 obs2 auxT ,T ,T ,T  - complex number of loading machine torque, observer 
torque determined from Step 1 and Step 2, torque and auxiliary machine torque 

ampl

_ _

aux auxT ,T
∢

 - angle and amplitude of the auxiliary machine torque 

_ _

1 2,Ω Ω  - complex number of measured speed from Step 1 and Step 2 

idealθ  - ideal angle based on the elapsed time from simulation 

0Ω  - mean speed on the interest interval 

(t )Ω  - momentary speed 

real imag1 1,Ω Ω  - real and imaginary part of the complex speed 

real imagh h
obs1 obs1T ,T  - real and imaginary part of the observer 1 torque for h  

harmonic 

c

_

loadT  - final computed form of the loading torque 

1 2C CT ,T  - torque transmitted through mechanical couplings 

I M AMT ,T  - GCIM and AM torque 

I M AMJ , J  - inertia moment of the GCIM and AM 
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Motivation 
 

The motivation behind this thesis is based on the current worldwide trend 
regarding the use of industrial equipment in all automation applications and not 
only. In recent years, the expansion of the Internet of Things concept in the 
industrial sectors led to the emergence of a new sector called the Industrial Internet 
of Things (IIoT). These types of equipment are about to become part of the latest 
technology that focuses primarily on machine-to-machine communication. In the 
near future, smart industrial equipment will replace classic equipment. 

Expanding the primary role of using this standard equipment and their 
integration into new types of applications can represent the link between classic and 
future smart applications. 

Playing a key role in process control and industrial automation, PLCs are 
also a main element in standard nowadays applications and in future smart systems. 
Starting from the basic operating principle of executing sequential and repetitive 
tasks, the PLCs continuously expand their range of use in the context of the IIoT.  

With a high demand for controllability, industrial automation processes have 
been developed with the advent of centralized supervision, control, and data 
acquisition systems (SCADA systems). The strong relationship between SCADA 
systems and PLCs represents another impulse for studying and expanding the 
industrial equipment limitations. 

Starting from small production lines to large power plants, predictive 
maintenance and fault diagnostics are getting a lot of attention. Industrial plant 
condition monitoring represents a global trend for total system downtime cost 
reduction. For rotary electromechanical systems, online torque monitoring can be 
used to predict and prevent potential system faults. In special conditions, the 
standard, already mounted PLCs can also be used to perform an online electrical 
machine's torque estimation besides their classical purpose with small changes. 

For existing industrial applications, extending the motor drives' role can 
reduce the human resources cost leading to time and money savings. 

For rotary mechanical systems with position-dependent loading torques, 
torque pulsations represent one of the main factors that can lead to system failures. 
Torque pulsation smoothening for pulsating loads is still being investigated, 
especially for large power machines.  

This thesis concisely presents several applications with industrial command 
and control equipment as an extension to their traditional roles with applicability in 
the fields of online electrical machine torque estimation and frequency spectrum 
analyses, electrical machine-rated power, and thermal testing, and torque pulsation 
reduction methods.  
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Thesis outline 
 
 
This thesis is divided into six chapters. The first one represents an overview 

of all discussed methods and applications, and the next four focus on several 
applications with industrial equipment. The last chapter presents the general 
conclusion, original contributions, and future work. 
 Chapter 1 aims to perform a state-of-the-art of the general trend of 
industrial applications,  highlighting the main scope of expanding classic automation 
solutions toward smart systems with multiple functions. The transition to such 
systems involves expanding the possibilities of using classic industrial types of 
equipment beyond their classic purpose. This chapter gives a comprehensive 
overview diagram for a better understanding of where the industrial equipment is 
placed in the studied topics. 

An overview of the most used state and torque observers with their 
particular characteristics is presented. 

A survey of last century's most used electrical machines' artificial (virtual) 
loading procedures is presented, together with the proposed solution. 

Finally, the chapter briefly describes the active pulsation reduction methods 
for electromechanical systems driven by electrical machines.  The most used 
literature solutions and the thesis approach to this subject are given in terms of 
high-torque pulsating loads. 

Chapter 2 presents the possibility of using the classical low-cost 
programmable logic controllers (PLC) beyond their standard repetitive and 
sequential character. The PLCs are being investigated to be used as main controllers 
for electrical machines'  electromagnetic torque observers. Three preliminary tests 
are given to validate the controllers' performances for this application. It is 
presented that for three different types of low-cost PLCs, the real measured 
operating cyclic times have both different mean values than the setpoint and also an 
inconsistent variation of the program cycle time at each iteration. 

In the second part of the chapter, a well-known Discrete Fourier Transform 
procedure is successfully implemented on the low-cost PLC for frequency spectrum 
analysis. Experimental validation is given. 

Chapter 3 focuses on simulation and experimental validation for three 
different induction machine torque estimators. The chapter starts with a well-known 
induction machine parameters identification procedure, information that is used 
later (including in the other chapters) to simulate, as accurately as possible, the real 
11kW, three pole-pair induction machine's (IM) operation. The investigated IM's 
mathematical model and Simulink diagram are given with performance results, both 
for ideal and real simulated voltages. The real simulated voltages are reconstructed 
based on a frequency spectrum analysis of the real on-site grid voltages. The direct 
electromagnetic torque computation method, dynamic model, and the Luenberger 
flux observer method are simulated and experimentally validated online on an 
industrial high-performance platform (cRIO-9068). 

Chapter 4 presents a novel artificial (synthetic) loading method for 
induction machines without mechanical coupling, driven by two dc-link - connected 
standard industrial variable frequency converters (VFC), using a low-cost PLC for 
command and control. An open-loop and closed-loop control methods are 
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presented. Three control references are investigated for the closed-loop method to 
limit the VFCs' grid-absorbed current.   

It is proved that an automatic test procedure can successfully perform the 
thermal test of both induction machines, considering the grid power limitations. The 
frequency spectrum of the grid, machines', and VFCs' currents are investigated. 

Comprehensive Matlab&Simulink simulations are given for ac-source current 
and machine power loss validation. Finally, the tested induction machine's 
electromagnetic torque is estimated online during the artificial loading procedure. 

Chapter 5 deals with the possibility of actively reducing the torque 
pulsations in an electromechanical system with position-depended loads driven by a 
grid-connected induction machine with an auxiliary connected variable frequency 
converter-driven machine. The here presented novel idea relies on the well-known 
Active Vibration Control technique that requires an external force added to the 
system in an opposite manner than the perturbance. A closed-loop method using 
two torque observers is proposed to actively reduce the torque pulsations. The 
proposed idea is open-loop validated both in simulation and experiment.  

In the second part of the chapter, a novel two-step mathematical tool for 
system inertia and loading torque preliminary detection is simulated and 
experimentally validated. The two-step method is tested both for fundamental-only 
frequency-based torque and also for more complex loading torques. 

Chapter 6 presents the general conclusions of this work, highlights the 
author's contribution, and finally presents the future work needed for this subject. 
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Thesis objectives 
 
 
The thesis's main objectives are presented as follows: 
 
• To perform an overview of the state and flux observers, present the 

most popular electrical machine virtual loading procedures, and offer the 
existing methods for torque pulsation reduction in electromechanical 
systems. 

• To study the possibility of extending the traditional role of the low-cost 
industrial command and control equipment (PLC). 

• To examine and compare different types of electrical machine torque 
estimators/observers. 

• To create an easy-to-use online torque estimator for grid-connected and 
variable frequency-driven induction machines. 

• To analyze the influence of the industrial sites' real grid voltage over the 
grid-connected induction machines' operation. 

• To develop a new synthetic loading procedure for induction machines 
based on standard industrial equipment. 

• To implement an automated thermal test procedure considering the lab 
power limitation. 

• To develop a new active torque pulsations reduction method for 
electromechanical systems driven by grid-connected induction 
machines. 

• To propose a new mathematical tool for the system moment of inertia 
and loading torque preliminary detection.  

• To simulate as accurately as possible the theoretical assumptions. 
• To experimentally validate the theoretical and simulated solutions. 
• To create experimental setups needed for operating principle validation. 
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1. Introduction 
 
 
 
Abstract 
 

The chapter aims to perform an essential and simplified introduction to the 
most important thesis aspects.  

It begins with a short state-of-the-art regarding the industrial equipment's 
present status and future direction. Next, a brief classification and description of the 
most important observers are presented, followed by the presentation of the 
electrical machine artificial loading historical and nowadays procedures. 

The chapter ends with a survey of the common issues and possible solutions 
for torque pulsation reduction in position-dependent loading machines. 

 
 

1.1. Industrial trends – the need for industrial equipment 
  

Nowadays, industrial equipment plays a crucial role in all industries. From 
measuring sensors to the most advanced control and supervisor complex systems, 
industrial equipment represents the foundation in all kinds of applications, from very 
small applications (such as small pumping groups, fans, machine condition, etc.) to 
very large applications (such as petroleum stations, the chemical industries, naval 
and aerospace factories, etc.). 

The aims of this chapter are dedicated mainly to justifying the need to 
utilize industrial equipment on a larger scale in as many industrial applications as 
possible and the expansion of their classical role with the development of processing 
capacities. 

The global digitization trend forces the industrialization of all manufacturing, 
transformation, and transportation processes.  

One of nowadays revolutions is represented by the possibility of creating a 
world full of communicating, interconnected electronic devices and sensors. From 
smart devices to smart cities or regions, high power efficiency, and not only could 
be implemented only through effective communication between the producer, 
transformer, transporter, and consumer.  

The Internet of Things (IoT) represents the communication features and 
processes between all electronic devices. With exponential growth in the last years, 
the IoT revolution impacts all past, current, and future business plans and strategies 
in all kinds of potential domains such as Smart Cities, Energy (and Power 
management), Medicine, Transportation, Automotive (Smart cars), Agriculture, 
Security, Stock Markets, etc. [1] 

The need for high response time, low downtime, reduced costs, and the 
possibility of scheduled maintenance represents some major industrial processes' 
requirements. 

Besides smart electronic devices and systems, the Internet of Things has 
increasingly found its place in industrial processes, thus representing the highest 
level of Industrial Automation and Control Systems (IACS). There are many 
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definitions and explanations about SCADA systems, some of them being given here 
[2], [3]. 

Nowadays, many questions are regarding the possibility that the Internet of 
Things concept would take place in the near future in front of the Supervisory 
Control and Data Acquisition (SCADA) systems. 

Besides the primary role of this real-time signals collection and monitoring 
system, in recent years, the need for a SCADA system also came as a requirement 
to increase efficiency, reduce system downtime, record errors, to facilitate 
communication with other equipment (pumps, sensors, fans, complex equipment, 
Human Machine Interfaces (HMI), etc.) and to actively participate in smart decisions 
[3]–[6]. 

With a high possibility of performance and scalability, SCADA systems have 
reached new functionalities recently regarding their role in industrial processes.  

Fig. 1.1 presents a basic diagram of a SCADA system. The lower level is 
represented by the I/O Field, in which all the measurements and actions take place. 
The read information and data setpoints are sent to/from the I/O Field through 
standard Process Automation Protocols (such as Modbus, Profibus, Profinet, 
Interbus, etc.). In the first step, the send/receive data goes through the 
programmable logical controllers (PLCs) and remote terminal units (RTUs) to the 
higher level of the hierarchy. Both equipment (PLC and RTU) play a key role in a 
Distributed Control System (DCS).  
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Fig. 1.1 Basic SCADA system diagram 

 
In Industrial Automation and Control Systems, the I/O field can be 

represented by all the sensors, actuators, and process equipment. For example, in 
the case of power electronics applications, these input/output signals can be given 
by the electrical machines' Variable Frequency Converters (VFC). 
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All the field data are processed, analyzed and stored in higher SCADA levels. 
The redundancy feature of a SCADA system is mainly performed at the server level 
(but not limited to), which in many cases is transparent to the operator (user).  

With high computing capability, the PLCs represent a crucial component of 
SCADA systems. They are worldwide spread and used due to their characteristics: 
they are stable against vibration, temperature, and dust and require low human 
resources for maintenance. Nowadays, PLCs can run complex tasks using dedicated 
functions, either integrated into SCADA systems or individually. As the main 
controller, the PLCs can have a complex centralized or decentralized structure [7], 
[8]. Nowadays, PLCs represent a central element of all industrial automation and 
have become an essential part of more and more applications. 

Starting from standard, well-known control techniques such as P, PI, and 
PID regulators [9], [10], more complex fuzzy control-based algorithms are 
subjected to the PLCs applications.  

The ease of programming and PLC integration into existing or new control 
systems and the system scalability characteristic determine an expansion of the 
range of use of standard or special (high-performance) PLCs. Thus, various 
relatively new applications with PLCs can be found in the literature, such as the 
control of charging stations for electric or hybrid vehicles or the control of intelligent 
microgrid systems up to smart and intelligent applications or image processing 
[11]–[14]. In addition, the PLC can be, for example, the main controller in various 
fuzzy applications [15]–[18]. 
 The current global trend of digitalization will connect industrial processes 
and their components in a way that has never been before. The PLC based and the 
DCS-based systems represent two basic architectures in many industries (i.e., [19] 
in the petrochemical industry). The global trend involves transitioning all these 
"conventional" systems to newer IoT-based systems. At the moment, in the 
literature, you can find mature applications based on PLC integration in IoT [20]–
[24]. The expansion of the IoT range in industrial sectors is called the Industrial 
Internet of Things (IIoT) [25]. 

A comprehensive relationship between IoT, IIoT, and SCADA is given in Fig. 
1.2: IIoT represents a small part of IoT. The link between the Internet of Things 
concept and SCADA (or DCS) systems is represented by the Industrial Internet of 
Things. 

 

Internet of 
Things
(IoT)

Industrial 
Internet of 

Things
(IIoT)

Supervisory 
Control and 

Data 
Acquisition
(SCADA)

PLC, RTU, 
HMI, Control 
System, I/O 

Field  

 
Fig. 1.2 IoT, IIoT, and SCADA interaction 
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1.2. Industrial equipment in the studied topics 
 
The global trend of IIoT represented the central core of studying the 

possibility of integrating standard industrial equipment in niche applications. All 
factory processes are based on industrial equipment and their integration into more 
complex systems.  

Next, the standard industrial equipment (PLC, VFC, Encoders, etc.) are 
studied to their limits to extend their application range. 

The main concept of this thesis is related to industrial equipment control and 
system integration according to specific tasks and requirements. In Fig. 1.3, the 
simplified structured diagram of the thesis   
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Fig. 1.3 Thesis outline – structured diagram 

 
The structured diagram of the thesis is presented in 4 distinct layers.  
The System layer is represented by all the Process controllers used in the 

following chapters. The first chapter investigates the PLCs and Real-Time controllers 
as induction machine torque observers.  Their drawbacks are studied in all the 
chapters, with more attention to the PLCs' limitations described in the second 
chapter. Compared to the RT (real time) Controller, the PLC-based system 
communicates with an HMI. 

The Function layer describes how the system controllers are used in each 
application. Several functions are given to both systems (PLC-based and Real-time 
controller-based systems).  

In the second chapter, the performances of 3 low-cost industrial PLCs are 
studied, and the main disadvantage is presented, for which they cannot be used as 
electric machines' torque estimators. 

On the other hand, three torque estimators are successfully implemented in 
the Real-Time controller-based industrial system. The online obtained experimental 
results for each estimator at variable torque load are compared with those obtained 
from simulation. 

The most suitable electromagnetic torque observer or combination of 
multiple torque observers is then used on RT Controller in several applications. The 
PLC-based system commands variable frequency drives used both for electric 
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machines testing procedure presented in Ch. 3 and for the torque pulsation 
reduction method presented in Ch. 4. Both systems are used as system controllers. 

As a system controller, the RT Controller is used only on the torque 
pulsation reduction method as a real-time calculation processor for various control 
parameters. 

The PLC-based controller is also used as an online monitoring system for 
both testing electrical machines procedure and torque pulsation reduction method. 

The Application layer of the here presented thesis represents the industrial-
specific applications studied in the following chapters. 

The electric machine testing procedure is presented in detail in chapter 3. 
Two identical induction machines without mechanical coupling are virtually loaded at 
phase-rated currents. Both machines are driven by two identical variable frequency 
converters with a common dc link. The inverters a controlled and monitored by a 
PLC-based system. The RT controller online estimates the induction machine torque.  

The virtual loading procedure assumes that both induction machines run at 
a constant speed (represented by the dc component of a sinusoidal speed 
reference). An alternating sinusoidal speed reference is overlapped with the dc 
component. The speed reference is given so that when one induction machine 
accelerates, the other decelerates.  

The power generated from the induction machine, which decelerates 
(generator mode), goes through the standard inverters dc link to the accelerating 
induction machine (motor mode). The lack of mechanical coupling significantly 
impacts the total human resources cost of the here-presented virtual loading testing 
procedure. It is proven that the test bench power source could be substantially 
diminished due to the regenerative character of the virtual loading procedure. 

The induction machines' phase currents are modified by the speed reference 
parameters: the amplitude and frequency of the sinusoidal reference.  

Several speed references and their results from the induction machine 
testing are investigated. An open loop and a closed loop control technique are given. 
The automated test procedure and the thermal test are presented using the closed-
loop control method. 

The artificial loading test procedure is investigated in terms of influence on 
the test bench power source. The ac source currents are measured and analyzed.  

Two simulations are presented and studied for ac source currents 
investigation and induction machines power loss validation. 

Finally, two online observers (presented in Chapter 4) are studied. Their 
online obtained results are compared with the variable frequency converter's 
estimated torque and with that obtained from simulation. 

The fifth chapter is related to the possibility of using standard command and 
control industrial equipment to actively reduce the torque pulsation in 
electromechanical systems driven by grid-connected induction machines. In this 
case, the torque pulsation source is represented by position-dependent loads (such 
as crankshaft-based loads). The here presented method is based on an auxiliary 
machine mounted on the same shaft as the motor and loading machine (on the 
loading machine side).  

The concept of this method is first simulated and then experimentally 
validated. The test bench consists of 3 induction machines, two back-to-back power 
converters, and two encoders, a PLC based and an RT controller-based system. The 
loading torque is emulated by a 30kW, 4-pole pairs induction machine driven by a 
25kVA inverter. The motor is represented by an 11kW, three pole pairs grid-
connected induction machine.  
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The auxiliary machine is represented by a 15kW, two-pole pairs induction 
machine driven by a 16kVA back-to-back variable frequency converter. 

The active torque pulsation reduction method proposes that the auxiliary 
machine compensates for total or partial position-dependent loading torque spikes. 
The online torque observer gives the auxiliary machine torque reference, which 
estimates the grid-connected induction machine electromagnetic torque. No torque 
transducer is used for this method.  

A fully operational method for system moment of inertia and loading torque 
profile detection is simulated and experimentally validated. The results reveal the 
importance of the loading torque phase and amplitude and confirm the method's 
performances. 

 
 

1.3. Observers design – a survey 
 
In many industries, sensorless control represents a valuable achievement 

thanks to its potential benefits. More than that, in safety-critical applications, the 
redundant character is often achieved through multiple "parallel" connected sensors. 
In the last decades, the trend has been to replace at least one of those sensors with 
a sensorless monitoring device.  

Fig. 1.4 presents a simplified structured diagram of the state observers used 
over the years. Based on the literature, the diagram represents the author's point of 
view regarding the most used state observers or design methods for the state 
observers in internal Plant uncertainties and external disturbances conditions for 
linear and non-linear systems. 
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Fig. 1.4 State-of-the-art structured diagram of state observers (estimators/filters) [26] 
 

BUPT



Introduction 34

Sensorless monitoring methods were extensively investigated in all domains 
in response to the need for cost reduction. 

In electrical machine control, the electrical machine state could be 
monitored by sensors (such as encoders or torque transducers) or by speed or 
torque estimators (observers/filters).  

Recently, many electrical machines' torque and speed observers have been 
proposed. Some are also used for machine and system condition monitoring and 
fault detection [27]. 

In response to the market requirements, the robot and medical industry 
path rely on torque and speed observers. Based on these requirements, a lot of 
torque observers for high-precision applications (robot manipulation, medical 
applications and aerospace) can be found in the literature [28]–[30]. 

 
1.3.1. Classic observers 
 

The first system observers are considered classic observers, where the basic 
idea was to extract unmeasurable parameters of the system from the input, output, 
and internal system dynamics.    
 

a) Output-based Observer (OBO) 
 

One of the basic and used estimator types is based on the output 
information of a system. In other words, the system output is used for the 
parameter or state estimation, using only the generated system output.  Based on 
its principle, the first Observer is called an Output-based Observer (OBO) [31]. 
Several such applications can be considered to be low-pass filters or approximate 
differentiators. In Fig. 1.5, a system structure of an output-based observer is 
presented. 

 

Output based
observer (OBO)System

u(t) y(t) yo(t)

 
Fig. 1.5 Output-based Observer (OBO) diagram 

  
More complex observers can be achieved starting from OBO by considering 

advanced techniques for system output filtering or processing [32]. 
 

b) αβγ observer (αβγ ) 
 
The αβγ  Observer can be considered a particular case of the output-based 

observer structure as long as the monitored system output represents the observer 
input. An interesting comparison (with experiments) between the Alpha-Beta-
Gamma observer and two other observer types is given in [33],  where the 
Observer is used for a parallel manipulator application. Another simple approach of 
αβγ  observers is given in [34], where a simple Alpha-Beta filter algorithm is 
presented with different learning models. 

 
c) Input-based Observer (IBO) 
 

In contrast with the output-based Observer, where the system output values 
were used for estimation, the input-based Observer (IBO) is represented by a copy 
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of the real system, producing the same result as the system. In other words, the 
IBO rebuilds the system functionality based on the system's inputs. 

The correctness of the observer results depends on the Observer's capability 
to replicate the system performance. The input-based observer diagram is 
presented in Fig. 1.6.  

 

System
u(t) y(t)

Input based
observer (IBO)

yo(t)

 
Fig. 1.6 Input-based Observer (IBO) diagram 

 
d) Input and output-based Observer (IOBO) – Luenberger Observer (LO)  

 
The Input and Output based Observer, also called the Luenberger Observer, 

represents a combination of the OBO and IBO. Compared with the previously 
presented observers, the Luenberger Observers use the system input and output for 
increased performances [35]. 

The Luenberger Observer principle relies on the possibility of actively finding 
the errors -as precise as possible- between the real system and the system replica. 
In Fig. 1.7, the errors between the system and Observer are continuously modified 
in the "Error weighting" block and then used as a correction for the observer input. 
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Fig. 1.7 Basic diagram of Luenberger Observer (after [35]) 

 
e) Proportional Integral Observer (PIO) 

 
The Proportional-Integral Observer represents an improvement of the 

Luenberger observers, in which the estimation error is reduced by using an integral 
gain [36], [37].  

In this case, the Observer can estimate the system uncertainties and 
external disturbances. Based on estimations, the controller can modify the system 
state according to overall perturbation. 

The PI loop improves observer performances, thus reducing the cumulative 
error over time. The PIO's gain improves the observer performances but at the cost 
of increased measured noise. 

In Fig. 1.8, the PI observer's structure can be seen. Compared to other 
observers, in this case, the proportional and integral coefficients are the subjects of 
a careful selection process. 
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Fig. 1.8 Proportional Integral Observer (PIO) – an improvement of Lunberger  

observer (after [36]) 
 

f) Basic non-linear Observer (NLO) – Non-linear Luenberger observer (NLO) 
 
A set of non-linear equations can express a non-linear system. Such filters 

can be used for state observation, but they are limited by the system's nonlinearity 
knowledge [38], [39]. 

In non-linear systems, the Observer can either be designed directly based 
on the non-linear equations or perform a system linearization and then uses a linear 
observer. 

 
1.3.2. Modern observers 

 
With a greater need for computational resources, modern observers have 

been developed more recently than classic observers. In contrast with classic 
observers, the modern ones are designed considering the perturbance from the 
beginning. Three different such observers are summarily presented in the following. 

 
a) Kalman Filter (KF) 

 
The Kalman filter can be interpreted, basically, as a state observer. Thanks 

to their robustness, the KFs are extensively used in many mechatronics systems, 
and not only. It was extensively used  

The Kalman Filter is represented by a recursive data processing algorithm 
for linear dynamic systems with relatively low demand for data resources. In real-
time systems, the KF requires a high speed of the data processing loop with a 
constant sampling rate. 

In Fig. 1.9, a Kalman filter recursive algorithm is given according to [40]. 
 

Kalman Gain Update Estimate

Update Covariance

Measurements Updated State
Estimates

Initial
conditions

k=k+1
 

Fig. 1.9 Kalman filter recursive procedure – schematic diagram (after [40]) 
 

To estimate the system state, the algorithm requires a well-known system 
model and the total error influence in the measurements and system [41]. The KF 
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was extensively used for minimizing the measurements errors and even for future 
system state estimation [42].  
 

b) Extended Kalman Filter (EKF) 
 

The Extended Kalman Filter is represented as the Kalman Filter for non-
linear systems. Its principle of work relies on the linearization of the non-linear 
system [43] based on multivariate Taylor series expansions. 

Even if the EKF is considered to be a significant improvement compared to 
KF, one of its major drawbacks is that if the initial system state is wrong estimated, 
the entire modeled filter will rapidly diverge. More, similar unwanted results will be 
achieved if the modeled process is slightly incorrect  

As in the case of KF, the filter follows an undesirable path with accordingly 
negative results if the Gaussian white noise does not represent the modeling error. 
Higher order of EKFs gives better performance results in smaller noise conditions 
[44]. 

Similar to KF, the EKF is represented by a recursive algorithm. For example, 
in [45], the authors use the EKF to monitor and improve the state of charge for 
lithium-ion batteries. 
  

c) H∞ Estimator (H∞) 
 

Considered to be more of a design method for the controller, instead of an 
estimator, the H∞ is being used to perform an optimization that "hides behind" a 
control problem. Being a linear robust control method, the H∞ is considered to be a 
mathematically complex tool. 

It is characterized by a high-gain functionality which is considered necessary 
to be able to reject any unwanted situation encountered in the system. 

A standard robust control problem based on H∞ can be represented in Fig. 
1.10, where the system consists of a transfer function with two inputs, one of which 
(w) represents the reference signal together with the disturbance and the other one 
(u) represents the manipulated variable. Also, the system has two outputs: the 
error that must be minimized by control (z), and the measurable variable that 
represents the controller's input [46]. In other words, the controller has to be able 
to minimize the influences of the disturbance (from w) over the system by 
modifying its output value (u) based on the measurable output of the system (v). 

 

System

Controller

zw

u v

 
Fig. 1.10 Standard configuration for H∞-based robust control [47] 

 
1.3.3. Disturbance estimators  
 

Compared to previously presented estimators, which were able to detect the 
true state of a system as much as possible, the perturbance estimator aims to 
detect and reject the potential system perturbations. Considering "measurable" 
perturbances, a relatively simple strategy could be implemented to reject it. In most 
cases, the external disturbances can not be measured.  
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Starting from this idea, the Disturbance Estimators (DE) are used to 
estimate the disturbances and use this information in a feedback control strategy to 
compensate for disturbance influences. Several such applications and comparisons 
based on DE are given in [48], [49]. 

 
a) Disturbance observer (DO) 
 
The DO consists of a feedback-based controller as an inner loop which 

increases the general controller robustness by rejecting the external measured 
disturbances.  

In Fig. 1.11, the basic diagram of a DO is given. The Disturbance Observer 
contains the System model, which also considers the external noise. The inner loop 
feedback can be filtered, although in some cases, the filters can be applied directly 
to the signal subtracted from Disturbance Observer ( γ ).  

In [50], the design of a disturbance observer for non-linear systems is 
presented.  
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Fig. 1.11 Basic diagram of a Disturbance Observer 

 
b) Unknown Input Observer (UIO) 
 
As a practical improvement of the Disturbance Estimator, the capability to 

simultaneously estimate both the disturbance and system state was newly added in 
Unknown Input Observers.  

In Fig. 1.12, a simplified structure of UIO is presented without representing 
the observed system.  
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Fig. 1.12 Simplified unknown input observer structure diagram [51] 
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The System input and output measurements are respected by the system. 
The H, L, F, and G are matrices with appropriate dimensions. 

Moreover, the UIO can estimate the system state even if not all inputs are 
known. The first UIO report for known and unknown inputs was mentioned in 1975 
by Wang [52]. 

In other words, the UIO is designed so that the disturbances do not 
influence the estimation error. A practical example of observer design for linear 
time-variant systems with numerical examples is given in [53].  

 
c) Perturbation observer (PO) 
 
In this type of Observer, the system uncertainty and the measurement error 

(disturbances) are estimated in the time domain. 
Being mathematically simpler than other observers, the PO is extendedly 

applied to motion control systems. In addition to the DO, the PO also considers the 
system dynamics. More than that, the observer-obtained results depend on the 
system model and the type of low-pass filter used for input noise filtering [54]. The 
so-called Q-filter (the low pass filter) represents a key factor for controller 
performance and robustness. 

In [55], the author proposed a discrete perturbation observer for linear 
systems in motion control applications. The paper comprehensively analyses 
perturbation observer performances for different low-pass filters, system inertia, 
and sampling frequency. 

 
d) Extended state observer (ESO) 
 
Standard ESO is very susceptible to measured high-frequency disturbances 

amplification due to its high-gain nature. This leads to an increase in the difficulty of 
choosing the gain, considering, on the one hand, the accuracy of the Observer and 
on the other hand the sensitivity to high-frequency noise [62].  

A less noise amplification UES is presented in [63], where a Cascade 
Extended State Observer (CESO - Fig. 1.13) is given to improve the total estimation 
process. The Extended State Observer is considered an essential part of the 
uncertain non-linear systems [61] because it requires less information about the 
system.  
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Fig. 1.13 Cascade Extended State Observer – simplified diagram [56] 
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The performances are achieved, basically by small gain values, which thus 
limits the disturbances amplification. 

 
1.3.4. Advanced observers – Artificial Intelligence based Observer 

 
As a nowadays great interest subject, in other words, as an essential part of 

the new technological revolution (Industry 4.0), Artificial Intelligence finds its place 
in as many applications as possible. Deep Learning (DL) and machine learning (ML) 
can be considered core technology in AI (Artificial inteligence). With a wide range of 
applicability, DL technologies come from Artificial Neural Networks (ANN) [57]. 

In [58], the authors present state-of-the-art ANN-based controllers and 
observers for electric drive applications. One of the significant changes can be 
considered in how new modern ANN-based controllers replace the classical PI or PID  
controllers. In this context, the author describes the concept of an Induction 
machine drive based on ANN with two controllers for the rotor speed and stator 
currents. 

Fig. 1.14 presents a basic simplified diagram of an electrical machine control 
technique with system feedback given by an ANN-based torque observer. 
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Fig. 1.14 Artificial Neural Network – based torque observer - its place in a standard and 

simplified control scheme 
 
As experimentally presented in [59], the AI technique can be successfully 

used (root mean square error less than 1% of the estimated torque related to the 
rated torque) for electrical machine torque estimation. More than that, the authors 
train the neural network using only the measured torque and does not request the 
estimated flux. 

 
 

1.4. Electrical machine virtual testing 
 

Electrical machine testing is required for preliminary design checks and 
batch performance validation. Moreover, the electrical machine thermal testing 
represents a validation of the ventilation system and the insulation quality and 
confirms the machine's performance. 

With the development of power electronics, electric motors' "standard" 
regenerative testing procedure was mainly done in a back-to-back configuration. In 
Fig. 1.15, a basic schematic diagram of the back-to-back configuration for electrical 
machine testing is presented for fixed speed with one machine directly connected to 
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the grid (a), and with the possibility for dynamic testing with two variable frequency 
converters (b). 
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a) b)  
Fig. 1.15 Electrical machine testing regenerative setup in the back-to-back configuration: a) 

single converter, fixed-testing speed, b) two converters, dynamic testing 
 
In many cases, the classical approach of electrical machine testing can be a 

high-time-demanding procedure not only due to the testing procedure but rather 
because of the need for mechanical coupling between the machines. In the case of 
large or vertical-mounted shaft machines, the shaft loading procedure can be very 
expensive or even impossible. 

 
1.4.1. Superposition equivalent loading method 
 

As part of standard electrical machine testing procedures, the superposition 
equivalent loading method for induction machines involves replacing the classical 
electrical machine rated-power shaft loading for thermal testing with a test 
procedure that does not require the actual machine loading at rated power. This 
method presents a major potential interest for large machine testing, where the 
rated-loading test can be challenging. 

In [60], the authors present (based on this method) experimental results for 
small and medium machines. Their work clarifies the IEEE 112-2017 standard [61], 
where the superposition equivalent loading method is presented for polyphase 
induction motors. 

As a response to these limitations, in the literature, many virtual loading 
procedures have been used for electrical machine loading over the last decade. 
These virtual (synthetic) loading procedures imply an artificial rise in the machine 
temperature without needing mechanical couplings. 

Several methods of virtual electric machine testing procedures are given and 
explained in the literature. Some of them claim the reduction of the test human 
resources cost, the improvement of the loss estimation, and the achievement of a 
shorter test completion time. 

The virtual loading procedure for electrical machines presents a high 
demand in all industries (electrical machine design, production, and system 
integration), especially where the mechanical or electrical conditions require special 
needs. 

Next, a short state-of-the-art of the most commonly used electrical machine 
testing procedures is presented. 
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1.4.2. Mixed frequency loading method 
 
Some of the artificial loading methods presented below are relatively old 

methods. For example, the mixed frequency method, introduced by Ytterberg ("two-
frequency method" has been around for more than one decade (since 1921). One of 
its literature mentions is given by the A. Meyer and H.W. Lorenzen in 1979 ([62]). 
His virtual loading method was based on two series-connected generators which fed 
a test machine without shaft loading. The generators provide two different three-
phase voltage systems with different amplitudes and frequencies. In other words, 
two magnetic fields would appear in the machine that would rotate at different 
speeds. 
 
1.4.3. Current harmonic injection method 
 

An improved synthetic loading procedure is presented in [63] for in-wheel 
motors (IWMs) with current harmonic injection. The proposed method reduces 
human resources costs, thus eliminating mechanical coupling. Testing method 
results are given in contrast with the classical back-to-back artificial loading method. 

 
1.4.4. Dynamic thermal loading 
 

Another synthetic loading method can be considered when it performs a fast 
change of the machine regime (from the motor to the generator and vice versa). 
Fast machine acceleration and deceleration (with the direction reversal – but not 
always necessarily) can lead to similar dynamic effects on the machine, such as 
shaft loading. 

In Fig. 1.16, a possible setup configuration for electrical machine synthetic 
loading is presented, with one machine driven by a 4-quadrant variable frequency 
converter. The back-to-back converter is required (in case of small inside dc 
capacitance) to inject into the grid the machine-generated pulsating power. In this 
case, the inside-converter dc capacitor has a significant role during the test. When 
testing, the grid may be subject to pollution due to the test nature (during the 
motor/generator mode, the power is absorbed/generated from/to the grid). The 
total system inertia (machine + inertia J), the dc capacitor, and the speed and 
control techniques are critical factors for test performances and grid pollution. When 
the machine rotor inertia is considered sufficient for test dynamics, the external 
moment of inertia J can be missing. 

 

Electrical 
Machine

4-quadrant 
Variable 

Frequency 
Converter

V,I

J

Grid

 
Fig. 1.16 Possible experimental setup for electrical machine dynamic loading 

 
In one of the author's scientific papers [64], the influences of a dynamically 

controlled induction machine on the dc voltage of the used inverter (2-quadrant 
inverter), for two dc capacitance values are presented. It is clearly shown that the 
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voltage pulsations are smaller for doubled dc capacitance. It is also presented how 
the ac-source current (grid-absorbed current) looks during the artificial loading test. 

Another synthetic loading with performance analysis for an Interior 
Permanent Magnet Synchronous Machine (IPMSM) is presented in [65], where the 
author uses a Field Programmable Gate Array (FPGA) for direct measurements of 
the electrical machine converter's output voltages. No torque transducer or loading 
machine is required. The virtually-loaded machine is accelerated and decelerated 
rapidly, thus being considered a dynamic loading method. The results obtained from 
experiments are compared with Finite Element Analysis (FEA) results. 
 
1.4.5. Multiphase machine artificial loading 

 
The multiphase machines tend to become a promising alternative for more 

and more applications thanks to their capability "to split" the power and their 
robustness and redundant character. From Electrical Vehicles (EVs) to aerospace 
applications, multiphase machines are increasingly used [66]. 

Several such electrical machine synthetics loading examples are next 
presented based on literature.  

Fig. 1.17 presents an example of a multiphase electrical machine in an 
artificial loading connection. Two controlled converters are used to send the energy 
from one winding to another. 
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Fig. 1.17 example of artificial loading for multiphase electrical machine 

 
For instance, an Indirect Rotor-Field Oriented Control (IRFOC) technique is 

utilized in [67] and [68] for a synthetic loading procedure for multiphase 
symmetrical or asymmetrical winding machines. The authors presented the thermal 
testing for a two-three-phase and for a three three-phase machine in both papers. 

In [69], the authors propose a synthetic loading procedure for an electrical 
machine with multiple three-phase windings. Compared to other virtual loading 
techniques, here, the authors presented a 150kW Permanent Magnet Synchronous 
Machine (PMSM) with double three-phase winding loading, when one three-phase 
winding is used as a motor and the second one is used as a generator. The authors 
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claim that the testing system losses represent only absorbed grid power. 
Experimental validations are given. 

 
1.4.6. Proposed solution 

 
In addition to all previously mentioned information related to artificial 

loading methods, the author proposes a new electrical machine synthetic loading 
method, which is extended and described in Chapter 4.  

Twin induction machines without mechanical coupling driven by two dc-
connected variable frequency converters are presented as the main parts of the new 
artificial loading method [64].  

The solution allows machine testing for up to 120% of RMS phase current, 
with a power source twice smaller than the power source used for one single 
induction machine artificial testing. It is presented that the ac source current spikes 
are due to induction machines' losses. Two comprehensive simulations are being 
used for experimental validation. 

The proposed solution uses only industrial types of equipment for command 
and control. A mechanized solution is given for automated thermal testing with 
various speed references. 

 
 

1.5. Active torque pulsation reduction techniques in 

pulsating loads 
 

In Chapter 5, the presented and discussed topic is related to pulsating 
loading torque, especially position-dependent pulsating loading torque (such as 
crankshaft-based loads).  

The solution applied there relies on a well-known, worldwide spread and 
used control technique called: Active Vibration Control. 

 
1.5.1. Active vibration control – short intro 

 
Active Vibration Control (AVC) represents a well-known in-literature 

technique used in many domains, from seismic compensation to marine ships and 
noise canceling.  

The AVC principle relies on a simple assumption that by adding force into 
the system in the opposite manner, equal or smaller in amplitude than the 
perturbance force, the sum of both forces (perturbance and newly added one) 
should have a smaller overall influence on the system than the disturbance alone. 

In the sound domain, the idea of the active control of the unwanted system 
perturbation by adding the same perturbation but in the opposite manner is 
discussed in [77]. The author mentioned that, presumably, the first discussion about 
the principle of sound superposition was made by Lord Rayleigh in 1878. 

The AVC principle is extensively used in construction sectors, where tall 
buildings (in general) are secured against winds and small earthquakes. Passive or 
active solutions minimize the unwanted effects of external forces.  

In Fig. 1.18, the basic principle of the well-known AVC technique is given (a) 
in comparison with no active vibration compensation (b). The input force represents 
the external force that creates the unwanted system behavior. The added force 
represents the newly added force into the system.  
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 The amplitude and the phase of the added force represent key factors for 
AVC efficiency (more work related to this topic is presented in Ch. 4). The resulting 
force, theoretically, no longer affects the system. This performance (with a total 
compensation level) cannot be achieved practically. 
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Fig. 1.18 Active Vibration Control principle: a) without AVC, b) with AVC 
 
Three different active or semi-active solutions for AVC in tall buildings (with 

experiments) are presented [70] 20 years ago. The author's described solution for 
strong winds is represented by a hybrid mass damper system installed on the roof 
of the forty-three stories. Another explanation for severe earthquakes is represented 
by an unbonded brace damper installed at the top of a fifteen-story building, used 
as an energy absorber. Modern such applications are still being investigated 
nowadays [71]. 

Inspired by a catastrophic situation, in [72], the author designed a 
controllable spring as a vibration dampener with the possibility to change the spring 
stiffness during a seismic movement. Numerical simulations are given. 

Another AVC practical approach can be implemented based on piezoelectric 
(PZT) actuators thanks to their cost, weight, and control simplicity characteristics. 
In many cases, the PZT is also used as a sensor and an actuator. A practical PZT-
based AVC application with a solid theoretical background is given in [73].  

Several other such applications can be found in the literature. For example, 
in [74], the author proposes an AVC PZT based on wind turbines for increased 
safety against blade vibrations. In [75], [76], and [77], examples of the PZT-based 
AVC technique applied in structures and buildings safety with applications from 1997 
until now are given. Another domain with a high demand for vibration control is 
represented by aeronautics. In [78] is presented a practical need for PZD actuators 
in helicopter applications to reduce the blades' vibration influences over the fuselage 
actively.  

A particular application of the AVC technique is found in Active Noise 
Canceling (ANC). The basic idea is the same as in AVC. Still, in ANC, the 
superimposed added signal is represented by a sound signal, not by a mechanical 
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force, not to reduce de vibrations but to eliminate the effect of an unwanted 
frequency (or noise). 

In the last decades, the ANC control easily found its place in all industries 
(appliances, industrial, automotive, transportation, etc.). Some of the ANC control 
techniques can be found in the [79], which can be considered a reference paper of 
the last two decades in this field. 

As a general system controller topology used in all applications that require 
active compensation of force or noise, in Fig. 1.19, three commonly used structures 
are presented. 

In some cases, u(t) (which is the system input containing the perturbance) 
can be directly measured and used by the controller in a "raw" form or filtered by 
the H filter for compensation. 

In that case, the controller directly receives the measurable input and uses 
it to create the superimposed added force (n(t)). y(t) represents the system output 
responding to the disturbing input. 

The system feedback is not measured in the open-loop structure (a). In this 
case, the control relies only on the system input. As a response to system safety, 
the controller output could be limited. 

In the feedback structure (b), the newly added force, which is overlapped 
with the input force, is obtained by the controller for the system output. In this 
case, there is now needed of the controller output limitation. But in this case, the 
added force is generated from the system's response to the disturbing input. 

One of the most used structures is represented by a feedback closed-loop 
controller with an additional feedforward loop for improved results (c). In this case, 
the system output and the measured input disturbed signal are both considered for 
the superimposed new force. 
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Fig. 1.19 The most commonly used controller approaches applied for active control in a) open-

loop structure, b) closed-loop feedback structure and c) closed-loop with feedback and 
feedforward structure 
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1.5.2. Active pulsation reduction method 
 
In practice, there are different sources and types of torque pulsations in 

electric machines or electromechanical systems driven by electric machines. 
Regardless of the torque pulsation source, vibrations, noise, faulty positioning, and 
even mechanical failure are counted among their negative effects. 

In electrical machines, the torque pulsations can be represented by the 
cogging torque. With a high impact over the speed, the cogging torque pulsation 
reduction methods are addressed in many applications in several electrical machine 
types.  

Even from the design stage, the literature can be found many procedures 
for cogging torque reduction. Various such applications can be found concerning the 
reduction procedures for cogging torque and torque ripple in different types of 
electrical machines (Permanent magnet synchronous machine [80], Permanent 
magnet motor with Auxiliary Salient Poles [81], Brushless DC claw-pole [82], 
Interior Permanent Magnet Synchronous Machine [83]).  

For already in-use machines, the designing methods can't be applied any 
longer. However, several control techniques are presented in the literature to 
suppress unwanted repetitive disturbances (such as cogging torque or torque 
ripple). This way, the torque pulsations are diminished using the power electronics-
based equipment used for machine control. 

There are several techniques in the literature for controlling an arbitrary 
periodic disturbance. For instance, Iterative Learning Control (ILC) can improve the 
system performance if it is subjected to an in-time repetition. Its performance drops 
drastically with the increase of the perturbance non-repetitively character. Such an 
example can be found in [84], where the author used a Robust ILC for torque ripple 
minimization in PMSM. 

In Fig. 1.20, a basic schematic diagram of an ILC is given, used for an 
existing closed-loop system. Based on the error between the setpoint reference and 
the current system state (e(t)), the H filter computes the value that is being added 
to the last value of the ILC to obtain the new value for the ILC input, which is then 
filtered by a robustness filter (Q filter) [85]. 
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Fig. 1.20 Iterative Learning Controller (ILC) schematic diagram 

 
Another intensively used technique to eliminate unwanted repetitive 

disturbances is related to Repetitive Control (RC). In [86], the authors mentioned 
the first report (1981 by Inoue et al.) on the Repetitive Control technique. 

The RC theory is based on the Internal Model Principle (IMP). The concept is 
based on tracking a repetitive reference using a delay model in the feedback loop. 
The controller uses a model of the input reference to obtain zero error 
asymptotically. For unknown inputs, it is mandatory that at least the signal period 
be known so that a positive feedback delay will be applied. In Fig. 1.21, a simple 
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structure diagram of the repetitive control is given. The Q(s) is a low-pass filter. 
Repetitive control designing methods and their applications can be found, for 
example, in [87], [88]. In [89], the author proposes a practical, robust repetitive 
control of a linear oscillating motor loaded by a pump. The author treated the load 
individually on its Fourier components and compensated for the model uncertainties. 
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Fig. 1.21 Repetitive control general simplified schematic diagram 

 
Several such applications with periodically repetitive external influences in 

the system can be considered position-dependent loads (commonly used examples 
consists of, but are not limited to, crankshaft-based loads). In Fig. 1.22, a general 
position-dependent loading torque example is given. 

 

 
Fig. 1.22 example of position-dependent loading torque for rotary mechanical system 

 
The torque pulsation of a system represents one of the leading factors for 

mechanical system failure.  
Torque smoothening is highly recommended in pulsating torque 

applications. Among the load torque filtering methods (thus reducing the created 
vibrations and other negative influences), passive smoothening methods are related 
to the utilization of the high mass inertias mounted on the same shaft as the load. 

One of the most used practical applications of high-mass flywheels is given 
in low-frequency recuperative energy storage systems (RESS).  

As a significant difference between the on-shaft flywheel-based methods, 
the RESS requires a more complex system based on power converters (with large dc 
storing capacitors) and special mechanical topologies.  

In this case, the pulsating torque frequency is limited by the amount of 
energy that can be rapidly stored in the flywheel. A similar application can be found 
in [90], where the authors proposed a flywheel storage system for a welding current 
source. 

In Fig. 1.23, two different schematic diagrams related to pulsation reduction 
methods are presented, a) passive solution, where the torque pulsations are filtered 
by a high-mass flywheel, or b) where power pulsations are filtered by a regenerative 
system. 
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Fig. 1.23 Pulsating torque filtering: a) passive flywheel mounted on the same shaft, b) 

regenerative storage system 
 
Pulsation reduction methods are also intensively used in refrigerator 

applications, where, due to the nature of the compressor's operation, the efficiency 
and life span of the system decreases. Similar to refrigerators, a current controller 
for linear reciprocating vapor compressors is presented in [91]. The author gave a 
hybrid current controller for a linear motor as a combination of a PI controller and a 
B-spline neural network. The B-spline neural network is online in real-time trained. 
Simulation and experimental results are given for a prototype linear compressor. 

In electromechanical systems, the torque pulsations directly reflect into the 
system speed.  

A speed fluctuation regulation application can be found in the automotive 
industry, where a flywheel-integrated starter generator (FISG - motor starter 
mounted directly on the engine crankshaft) is used for torque (speed) filtering. A 
passive solution contains flywheels or torsional dampers. In this paper [92], the 
author monitored the engine torque through a torque observer, which directly 
controls the FISG. The torque observer is based on the dual-lumped-mass system. 

In electromechanical systems affected by vibrations, international standards 
(API 618 - Standards) regulate the level of vibrations accepted in different cases 
(power, speed, vibration amplitude, etc.). Such situations are often encountered in 
piston-based compressors (reciprocating compressors). 

The pulsating loading torque interacts with the electrical machine's 
electromagnetic torque in the electromechanical system. In other words, considering 
the entire system, the machine air-gap produced torque has to be considered for a 
more-precise system dynamic state estimation. A comparative study between a 
classical lumped model of reciprocating compressor trains driven by an induction 
motor with a more advanced model is presented in [93]. 

The last chapter of here presented work is related to a novel pulsation 
reduction method applied in the electromechanical system with position-dependent 
loads is presented. 

Compared to literature solutions, this method is based on a position-
dependent load driven by a grid-connected induction machine with an additional on-
shaft small power machine driven by a variable frequency converter.  

Based only on three currents and three voltages, an electromagnetic torque 
estimator is used for online real-time grid-connected induction machine torque 
estimation. The theoretical solution implies that the additional machine counteracts 
the pulsating load according to the system speed, using only information from the 
grid-connected induction machine that drives the load. Based on that value, the 
additional machine's drive is being controlled. 
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The practical solution is based on industrial equipment with standard 
industrial communication protocols. The presented solution offers a two-step 
method for pulsating torque and system inertia detection. 

Simulations and experimental results are given. 
 

1.6. Conclusion 
 
In the first part of this chapter, an overview of the basic concepts of the 

further covered subjects is presented. The industrial equipment trend in the present 
and future industries is discussed. A short state-of-the-art of the nowadays 
technologies is given in terms of standard industrial equipment. The need for 
industrial equipment is well-defined in the Industrial Internet of Things.  

A state observer's basic structure is presented with a summary of the most 
used state estimators. Advantages and disadvantages, as well as comparisons 
between the observers, are mentioned with literature examples. A comprehensive 
base structure of observers is given for classic, modern, disturbance, and advanced 
observers based on artificial intelligence. 

Three observers are treated for two different applications. State-of-the-art 
virtual loading machine technique is given. Differences between the author's method 
for artificial loading and the literature presented methods are provided.  

In the last part of the chapter, the author presented a summary of the most 
affected applications by torque pulsations. Several active or passive torque-damping 
approaches were given. 
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2. Standard low-cost industrial equipment – 

scope broadening 
 
 
Abstract 
 

This chapter presents clear information on low-cost industrial programmable 
logic controllers (PLCs) limitations. It highlights why this equipment cannot be used 
effectively in real-time induction machine (IM) torque estimation.  

Moreover, a theoretical and practical approach is given for frequency 
spectrum analysis in the discrete-time domain based on the Fast Fourier Transform 
(Discrete Fourier Transform (DFT) implemented into the PLC. The experimental 
result is presented and discussed. 
 
 

2.1. Preliminary aspects 
 
 Over the last few years, one of the industry's significant trends was 
integrating compact industrial equipment into all applications. From research and 
education processes to safety and hardware-in-the-loop applications, PLCs have 
found their place in all industries: health and medical, wastewater treatment, 
construction sector, power generation, and management [94]–[97]. 
 In general, suitable control devices should be used depending on the 
application type (critical application, health application, etc) and application 
specification (time response, acquisition frequency, output update time, etc.).   
 A higher degree of performance, as it is known, comes with higher 
production costs. For example, unlike processes with relatively high time constants 
(water flow, heating, etc.), the controller performance increases significantly in the 
case of high-frequency response control.  
 In more complex applications, where the PLC unit represents the main 
control core, special and dedicated devices are mainly used in sub-applications that 
require special running conditions [98]. In electric drive systems, the maintenance 
process is a key factor for saving time and money.  
 Real-time monitoring of system health status is an essential factor in all 
applications [99]–[102]. 
 The author presented in [103] how a low-cost PLC structure can be used 
with certain limitations for online grid-connected induction machine torque 
estimation. 

 
 

2.2. Low-cost industrial equipment - limitations 
 

Periodic (uniform/equidistant) sampling represents one of the world's most 
used sampling/acquisition methods. This means that the intervals between two read 
data are equal.  
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In case of variable (random) sample frequency it is mandatory that each 
action was taken in one interval to be computed based on the time interval since the 
last sample. In signal processing and analyzing, this issue represents one of the 
standard problems. 

In literature, as the most straightforward way (which requires a minimum 
computation effort), it is recommended to interpolate the non-uniformed sampled 
signal and then "resample" at a constant frequency rate.  

For non-real-time applications, considering a high performances control unit, 
using this method could be a practical solution. But on the other hand, in real-time 
applications, with output updates every program cycle, the interpolation/resample 
process cannot be successfully implemented 

Moreover, for IMs electromagnetic torque estimation, unchanged read data 
are mandatory to increase time response and estimator's performances [104]–
[108]. 

Below are presented three preliminary tests that the author recommends to 
be performed before using the PLC as an electromagnetic torque estimator for a 
grid-connected induction machine. 

First, some low-cost industrial programmable logic controllers (PLC) were 
investigated to find suitable equipment to implement the torque estimators. 

Generally, the basic and reduced structure of the investigated industrial 
equipment is composed of a centralized or a decentralized system (Fig. 2.1) where 
the processor, the communication (Profibus) module, and the digital input and 
output modules are directly or indirectly connected with the analog input module.  

 

 
Fig. 2.1 An example of the general basic and reduced structures of the investigated PLC 

systems: a) decentralized system, b) centralized system 
 
The Profinet interface could be built-in in into the processor, while the 

Profibus module has a right or left-side connection to the main processor (but not 
necessarily) 

Three preliminary tests, which highlight - depending on the type of 
application - the suitability of the equipment to the related applications, are further 
presented briefly in Table 2.1. These initial tests are meant to demonstrate the 
PLC's correctness of the data-read process as well as the PLC processing capability. 

To perform the tests, all the analog input channels were supplied with the 
same alternating voltage from a signal generator. The generator signal frequency is 

SGf [Hz] , and the industrial equipment (in this case, a PLC) acquisition frequency is 

PLCf [Hz] .  
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At each time, all channels were read at once, and the values were stored in 
the PLC. 

To check the tests, Table 2.1 has to be completed with the data stored in 
the PLC's memory. 

 
Table 2.1 Test 1 and Test 2 structure for an 8AI PLC 

Test 1 Test 
2 

Read Channels 

Ch1 Ch2 Ch3 Ch4 Ch5  Ch6 Ch7 Ch8 

T
im

e
 

t1 X1.1 X1.2 X1.3 X1.4 X1.5 X1.6 X1.7 X1.8 

t2 X2.1 X2.2 X2.3 X2.4 X2.5 X2.6 X2.7 X2.8 

t3 X3.1 X3.2 X3.3 X3.4 X3.5 X3.6 X3.7 X3.8 

t4 X4.1 X4.2 X4.3 X4.4 X4.5 X4.6 X4.7 X4.8 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

t(j) Xj.1 Xj.2 Xj.3 Xj.4 Xj.5 Xj.6 Xj.7 Xj.8 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

…
..

 

t(pk) X(pk).1 X(pk).2 X(pk).3 X(pk).4 X(pk).5 X(pk).6 X(pk).7 X(pk).8 

 
a) Test 1 – Momentary deviation between the channels 

 
The test has to be performed on k  full input signal periods (k − an integer 

that represents the total number of full periods of the generator signal). Based on 
(2.1) the first test consists of finding the maximum difference between any two 
channels.  

 
( )−

= ⋅
m n

t1

max ch (i) ch (i)
Err 100[%]

Input signal amplitude
 (2.1) 

Where: 

 i  – represents the read data index: i 1..pk ∈   ; 

 p – represents the total number of read data; 
 k – represents the number of points from one period:  

 = PLC

SG

f
k

f
 (2.2) 

m, n – represent the total number of read channels: m 1..8 ∈   n 1..8 ∈   , 

m n≠  
The first test provides information about the read module conversion 

limitations. These are largely part of the processing capabilities of the analog-to-
digital converter (ADC). The processor must be chosen so that the acquisition error 
of the related module is within limits imposed by the application. 

 
b) Test 2 – The in-time channels synchronization 

 
The second test deals with the evolution of the program cycle average. This 

means that, in the case of the low-cost PLCs, the average cyclic time of the 
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processor ( PctA )could be slightly different than the configured processor speed 

( PctC ).  

 = − +t2 n nErr ch ( j ) ch ( j k )  (2.3) 

where j represents the thj number of cyclic program, and k is defined by (2.2). 

Depending on the t2Err  actual (average) speed of the program cycle may 

be higher or lower than the set speed. 

 
 > <


> >

Pct Pct , t2

Pct Pct , t2

A C Err 0;

A C Err 0;
 (2.4) 

c) Test 3 – The sampling frequency (synchronous cycle) variation test 
 

The standard low-cost PLCs have system-dependent fluctuations. This 
means that depending on high-priority operations or during communication 
activities, the program cycle can be triggered at different intervals.  

The communication between the peripheral systems and the central unit 
represents another significant influence on execution time. Depending on the data 
volume to be exchanged, the program cycle execution is subject to considerable 
time deviations [109]–[111]. 

Fig. 2.2 shows a practical example of time variation in PLC. Even if the 
execution time setpoint is set to 1 ms, the following figure shows an execution time 
average of 0.9086 ms. More than that, in this case, the maximum deviation time 
between two successive executions represents almost 19% of the execution 
setpoint. 

 

 
Fig. 2.2 Example of execution rate variations for one low-cost PLC 1ms execution rate setpoint 

 
A practical example of acquisition time problems can be seen in Table 2.2, 

where 3 PLCs were investigated according to the last presented test.  
All the PLCs were tested at 1ms, 10ms, and 100ms program cycles 

(although 10ms and 100ms are not helpful for torque calculation, they were 
presented only to highlight the variation of the program cycle). 

Max t(%)∆  represents the maximum percentage difference between two 
successive program cycles relative to the setpoint. These were calculated by calling 
the internal clock of the PLC at each program cycle. 

EtT (ms)
−

is the average of the actual execution time performed by the PLC - 

it must be taken into account that the PLC had no computational loading. 
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To highlight the negative impact of the variation of the acquisition time over 
the IM torque estimation, in Chapter 3 (Fig. 3.19) is presented the IM 
electromagnetic torque briefly, when there is no time variation in acquisition 
frequency and then when the acquisition frequency varies with 1% and 3% of its 
time limit. 

 
Table 2.2 The maximum time difference between two successive programs and the PLC 

average execution time for different execution setpoints 

 PLC1 PLC2 PLC3 

Execution  
Setpoint Max t(%)∆  EtT (ms)

−
 Max t(%)∆  EtT (ms)

−
 Max t(%)∆  EtT (ms)

−
 

1(ms)  18.8 0.9086 17.29 1.0006 6.84 0.994 

10(ms)  2.42 9.897 1.45 9.997 0.81 9.996 

100(ms)  0.219 99.896 0.129 99.994 0.079 100.018 

 
As presented in Fig. 2.2 and Table 2.2, the inconsistent time variations and 

their appearance uncertainty make PLCs challenging for high-speed real-time, high-
performance torque estimation applications. Some improvements can be achieved 
by measuring the elapsed time between two successive calculus and using it as a 
variable " dt"  in the integral structures. The triggered time function produces an 
even greater central processing unit (CPU) loading. 
 
 
2.3. Frequency spectrum analysis 
 

Besides the previous investigation that proves that a low-cost PLC can not 
be used as a high-performance induction machine torque estimator due to the 
inconsistencies in acquisition and processing rate, next, the fundamental theory, as 
well as the experimental results, are given to use a standard low-cost PLC for 
frequency spectrum analysis based on well-known Fast Fourier Transform [112] for 
discrete-time (Discrete Fourier Transform DFT) [113], [114].  

All the time-domain signals can also be represented in the frequency 
domain. A clear picture of a signal's structure and pattern can be determined using 
frequency spectrum analysis [115]. 

In machine condition monitoring and predictive health monitoring 
(MCM&PHM) systems, the presence or absence of a specific frequency from the 
frequency spectrum of a measured signal (voltage, current, vibration, speed, etc.) 
could represent the presence of a faulty part in the system.The need for frequency 
spectrum analysis for system fault detection could represent a time and money-
saving practice. An initial spectrum analysis could lead to preventive maintenance, 
thus reducing system downtime.  

Generally, the frequency spectrum analysis can be done online with 
specialized equipment or by measuring signals and offline process data with 
dedicated software. An application that would require a continuous frequency 
spectrum analysis is described in Chapter 5, where a system affected by high 
pulsating loading torques is subjected to a novel active torque pulsation reduction 
method. Next, the possibility of using a low-cost industrial PLC as a frequency 
spectrum analyzer without dedicated functions is presented.  
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Next, a well-known algorithm for frequency spectrum analysis is theoretically 
presented and implemented into a low-cost PLC. 

 
2.3.1. Fast Fourier Transform – short intro 

 
As a fundamental, a periodic function f (t ) can be expressed as a series of 

sines and cosines functions.  
In continuous time this function can be expressed as: 

 ( ) ( ) ( )
∞ ∞

= =

= ⋅ + ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ ⋅ 0 k k

k 1 k 1

1
f t a a cos 2 k t b sin 2 k t

2
π π  (2.5) 

Where: 0a  represents a constant value and { }=k 1,2,3,... represents the 

frequency. 
The Fourier transform realizes the frequency spectrum analysis in the 

continuous time domain. Image processing, military industry [116], equation solver, 
malfunction identification, communication (wired and wireless), and medical [117], 
[118] represent some of the applications that are developed based on the Fourier 
transform. 

The Fast Fourier Transform represents an improved time-saving procedure 
with a reduced number of calculus.  

For a signal consisting of N samples, we have: 
2N calculus – for Fourier Transform; 
⋅ 2N log N calculus – for Fast Fourier Transform (FFT); 

Taking into account the Euler formula: 

 ( ) ( )= + ⋅ie cos i sinθ θ θ  (2.6) 

Where: θ  represents the angle; 
We obtain the forward Fourier Transform, which transforms a function of 

time into a function of frequency. The previous continuous-time Fourier forme can 
be expressed as: 

 ( ) ( )
∞

− ⋅ ⋅ ⋅ ⋅

−∞

→ = ⋅ j 2 F tTime Frequency : X F x t e dtπ   (2.7) 

Where: X(F )  represents the frequency-domain function, x(t )  represents 
the time-domain function, j represents the complex number, F  represents the 
frequency, and t represents the time. 

If the function and the analyzing function are similar, they'll multiply and 
sum to a larger coefficient. In other words, that means that if the signal is compared 
with a lot of sinusoids, the most significant obtained coefficient will be between my 
signal and the sinusoid with the same frequency. 

The inverse Fourier transform transforms a function of frequency into a 
function of time: 

 ( ) ( )
∞

− ⋅ ⋅ ⋅ ⋅

−∞

→ = ⋅ j 2 F tFrequency Time : x t X F e dFπ  (2.8) 
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This subchapter presents the conversion between the time and frequency-
domain representation for a discrete signal. 

For applications where the signal is sampled at a specific sample rate, the 
Discrete Fourier Transform (DFT) is used.  

In this thesis, the PLC performs data acquisition and processing. The DFT 
algorithm is related to the PLC's performance.  

The DFT is based on a finite amount of elements (N elements). If we note: 

 
k

F , n t
N
≙ ≙  (2.9) 

We obtain the direct discrete Fourier transform: 

 
⋅ ⋅ ⋅ ⋅− −−

⋅

= =

= ⋅ = ⋅ 
j 2 π k nN 1 N 1

k nN
k n n N

n 0 n 0

X x e x W  (2.10) 

Were k
NW represented by the twiddle factor, which is explained further. 

 { }

{ }

⋅ ⋅ ⋅
−


⋅ ⋅ ⋅ ⋅ = − ⋅ 


= 


= 




j 2 π k
k N
N

2 π k 2 π k
W e cos j sin

N N

n 0,1,2,..,N

k 0,1,2,..,N

≙

 (2.11) 

 
2.3.2. Cooley-Tukey Algorithm for DFT implementation 
 

The Cooley-Tukey algorithm represents one of the most popular Fast Fourier 
Transform in discrete time. Because it requires low data resources and it consists of 
non-complex data operations, the Cooley-Tukey algorithm is widely used for DFT 
implementation. 

There are a lot of Cooley-Tukey's algorithm versions based on different 
approaches to data processing. The method is used for data arrays with complex 
elements of lengths equal to the powers of 2 for maximizing the method's efficiency 
[119], [120]. This method divides the input data array into two equal parts. The 
method consists of combining these two equal parts taking the elements two-by-two 
and then multiplying them with the appropriate unit root, which also represents the 
twiddle factor. There are two possibilities below presented to perform DFT [121], 
[122].  

Starting from the equation (2.10), the Decimation-in-Time (DIT) and 
Decimation-in-Frequency (DIF) algorithms are briefly presented below. Both 
algorithms perform ⋅ 2N log N  calculus.  

 
2.3.2.1. Decimation-in-time (DIT) algorithm 
 

In the Decimation-in-Time algorithm, the output is represented in a natural 
order, while the input is in a bit-reversed order. This method split the analyzed  
array of size N into two interleaved arrays of N / 2  size. This method of Radix-2 
DIT is one of the simplest methods used for DFT. 

BUPT



Standard low-cost industrial equipment – scope broadening 58

The general formula of the Discrete Fourier Transform is given in (2.12) 

 
⋅ ⋅ ⋅ ⋅− −−

⋅

= =

= ⋅ = ⋅ 
j 2 π k nN 1 N 1

k nN
k n n N

n 0 n 0

X x e x W  (2.12) 

First, the algorithm split the array into the even-indexed input subarray and odd-
indexed input subarray: 

 ⋅ ⋅

= = +

= ⋅ + ⋅ even odd
even odd

even odd

k n k n
k n nN N

n 2r n 2r 1

X x W x W  (2.13) 

 ( ) ( )
( )

− −

⋅ ⋅ +⋅ ⋅
⋅ ⋅ +

= =

= ⋅ + ⋅ 

N N
1 1

2 2
k 2 r 1k 2 r

k N2 r 2 r 1 N
r 0 r 0

X x W x W  (2.14) 

 ( ) ( ) ( ) ( )
− −

⋅ ⋅

⋅ ⋅ +
= =

= ⋅ + 

N N
1 1

2 2r k r k
2 k 2

k N N N2 r 2 r 1
r 0 r 0

X x W W x W  (2.15) 

Where:  

( ) ( )
−

⋅

⋅
=

⋅

N
1

2 r k
2
N2 r

r 0

x W  represents the 
N

2
length of DFT even entries and 

( ) ( )
−

⋅

⋅ +
=


N
1

2 r k
k 2
N N2 r 1

r 0

W x W  represents the 
N

2
length of DFT odd entries. 

So, considering the periodicity characteristics of the complex exponent, a 
simplified version of the previous equation can be rewritten as: 

 
( )

( )

      = + ⋅       
 

     = − ⋅      

k
N1

k
N2

k G k H k W

k G k H k W

Χ

Χ

 (2.16) 

A graphical representation of the Radix2 Butterfly structure of the 
Decimation-in-Time Algorithm can be observed in Fig. 2.3.  

1x

2x
k
NW −( 1)

= + ⋅ k
1 1 2 NX x x W

= − ⋅ k
2 1 2 NX x x W

 
Fig. 2.3 Radix 2 Butterfly structure - Decimation-in-Time Algorithm (according to [122]) 
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2.3.2.2. Decimation-in-Frequency (DIF) algorithm 
 

Compared with the DIT algorithm, in the DIF, the input is represented in a 
natural order while the output is in bit-reversed order. 

Again, starting from the general DFT formula: 

 
⋅ ⋅ ⋅ ⋅− −−

⋅

= =

= ⋅ = ⋅ 
j 2 π k nN 1 N 1

k nN
k n n N

n 0 n 0

X x e x W  (2.17) 

- The even entries array is compound below: 
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N
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
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- The odd entries array is compound as presented next: 
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So, as was previously stated at DIT, considering the periodicity 
characteristics of the complex exponent, the previous equation for DIF can be 
rewritten as: 

 
( )

( ) ( )

      = +       
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     = − ⋅      

1

k
N2

k G k H k

k G k H k W

Χ

Χ

 (2.26) 

In Fig. 2.4, similarly to Fig. 2.3, a graphical representation of the Radix 2 
Butterfly structure of the Decimation-in-Frequency Algorithm is given: 
 

1x

2x
k
NW−( 1)

= +1 1 2X x x

( )= − ⋅ k
2 1 2 NX x x W

 
Fig. 2.4 Radix 2 Butterfly structure - Decimation-in-Frequency Algorithm (according to [122]) 

 
2.3.2.3. Twiddle factor calculation 
 

From the previous subchapter, it was observed that the Cooley-Tukey 

algorithm, DIT, and DIF use the roots of unity: k
NW , which is periodic with a period 

N . This twiddle factor is a multiplicative constant used to reduce the computational 
complexity in this algorithm [123]. If we consider the following notation: 

 
⋅

−
=

2 π
j kk N

NW e  (2.27) 

We can assume that: 

 ( ) =
N

k
NW 1  (2.28) 

For any { }= −k 1,2,3,..,N 1 , where k represents the frequency index, and n 

represents the time index.  
From the periodicity point of view, the twiddle factor repeats at every 

certain number of cycles. In the space vector, the twiddle factor is a rotating vector. 
 Next is presented how the twiddle factor and DFT work for a signal of 
different lengths. 

a) N=2; 
In Fig. 2.5 the roots of unity are represented graphically for a signal of two 

elements. 
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Fig. 2.5 Roots of unity for a signal of N=2 elements 

 
In this case, the output data can be written as: 
 

 
⋅ ⋅
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2 π 2 π
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Finally: 
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 (2.32) 

A more complex calculation example for a signal with 8 inputs is presented below. 
b) N=8 

Fig. 2.6 presents the roots of unity for a signal of 8 elements. 
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Fig. 2.6 Roots of unity for a signal of N=8 elements 

 
So, for an 8-point DFT, we have: 
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For simplicity, we consider the: = − ⋅
2 2

σ j
2 2

; 

 
( )

⋅ ⋅ ⋅ ⋅ ⋅

=

⋅ ⋅ ⋅ ⋅

 = ⋅ = ⋅ + ⋅ + ⋅ + ⋅ +

⋅ + ⋅ + ⋅ + ⋅


7

k n k 0 k 1 k 2 k 3
k n 0 1 2 3

n 0

k 4 k 5 k 6 k 7
4 5 6 7

X σ x σ x σ x σ x σ x

σ x σ x σ x σ x

 (2.35) 

So, it results in the output vector as: 
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2.4. PLC implementation of the DFT algorithm 
 

Next, the DFT based on the Cooley-Tukey Radix 2 method is being 

implemented on the low-cost PLC. The input read data has 32( 52 ) values. In Fig. 
2.7, the read filtered speed and phase current are presented. For both signals, the 
Discrete Fourier Transform is performed. 

The measurements are performed on an electromechanical system 
consisting of a three-pole pair 11kW grid-connected induction machine (GCIM) 
loading by a two-pole pair 15kW induction machine driven by a 15kVA variable 
frequency drive (VFC). 

The loading machine is Direct Torque Controlled by the drive. The VFC 
loading reference consists of 50% of the GCIM-rated torque dc components 
overlapped with a 50% torque amplitude sinusoidal reference. The sinusoidal 
reference has the GCIM frequency. (3 pole pairs resulting in 1000rpm>16.6Hz). 
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Fig. 2.7 Filtered speed and unfiltered phase current read from PLC 

 
The measurements are performed using the PLC analog modules and an 

absolute encoder.  
In Fig. 2.8, the results are given when the 32 inputs vector is read on one 

full rotation ( →16.6Hz 0.06s ). The resulting frequency bin is 16.65(Hz).  
 

 
Fig. 2.8 Discrete Fourier Transform based on Cooley-Tukey Radix 2 algorithm for 32 input data 

on measured speed and phase current for one period (0.06s) of sinusoidal loading torque at 
16.6Hz- PLC implementation 

 
The results presented below are related to the PLC capacity to perform the 

Discrete Fourier Transform based on the Cooley-Tukey Radix-2 algorithm. 
Similarly, in Fig. 2.9, the results are given when the 32 input vector is 

obtained on three full turns ( →16.6Hz 0.18s ). In this case, the frequency bin is 
5.56Hz.  
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Fig. 2.9 Discrete Fourier Transform based on Cooley-Tukey Radix 2 algorithm for 32 input data 
on measured speed and phase current for three periods (0.18s) of sinusoidal loading torque at 

16.6Hz- PLC implementation 
 
The experiments are computed offline: the PLC reads the data and then 

computes the calculus.  
The PLC acquisition frequency was chosen according to the frequency of the 

signal that is being acquired. Depending on each PLC and the programming 
language, different acquisition frequencies can be set through the execution time of 
the used function. 

The speed dc component was rejected. The 16.6Hz fundamental is 
presented in both figures (Fig. 2.8, Fig. 2.9) 

On the other hand, the phase current frequency spectrum is composed of a 
mix of two frequencies: the grid-absorbed current frequency 50Hz and the pulsating 
current frequency (16.6Hz) caused by the loading. More details about this effect are 
presented in Chapter 5. 

A similar procedure was implemented on MATLAB software. For the same 
set of input data, the results are the same also for PLC, Matlab (DFT procedure), 
and Matlab (with the dedicated "FFT" function).  

Because of the PLC software used for programming - the software has 
multiple declaration areas with graphical programming - in Appendix 1, the Matlab 
version of the DFT Cooley-Tukey algorithm was given. 

 
 

2.5. Conclusion 
 
Although programmable logic controllers (PLCs) are widely spread and used 

nowadays, their limitations make them rather suitable for applications with 
considerable time constants, where the variation of the acquisition cycle becomes 
insignificant with the increase of the program cycle. Because the standard industrial 
equipment (PLC, RTU, VFC, etc.) represents one of the most important existing 
layers in all the present and future industrial applications, in this chapter, a study 
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related to the possibility of extending the classical range of utilization of low-cost 
PLCs was investigated. 

In the first part, three simple tests are given to briefly check the PLC 
capability to perform calculus at a fixed sampling rate. Often, the problem does not 
occur due to the analog input module sampling rate but rather because of the CPU, 
which cannot maintain a constant program cycle.  

Even though the performance of the equipment was not discussed in 
accordance with their prices, in this chapter, it was demonstrated that with 
industrial equipment, the electromagnetic torque of induction machines is difficult to 
estimate, especially with high precision. 

The first part of this chapter presents how the PLC's acquisition frequency 
inconsistency directly affects the integration process and why this type of limitation 
is unacceptable. 

In the second part of the chapter, the author presents the in-literature well-
known Discrete Fourier Transform based on Cooley-Tukey, Radix-2 algorithm and 
the results obtained by implementing this method for 32 inputs in a low-cost PLC.  

The experimental result proves that for a 1000rpm synchronous speed 
electromechanical system (16.6Hz), a low-cost PLC can be used successfully for 
spectral analysis in low-frequency areas. System speed and induction machine 
phase current were investigated. 
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3. Industrial equipment-based line-start IM 

torque estimation with experiments 
 
 
Abstract 

 
This chapter starts with the induction machine losses identification and its 

modeling in Matlab Simulink. The performance of the simulated induction machine is 
compared with the performance of the real one.  

The negative impact of the real industrial platforms' voltage components 
over the induction machine operation and their importance in the correctness of the 
simulations are given. 

Next, starting from one of the simplest voltage-model-based flux estimators, 
another three different approaches for electromagnetic torque estimation are 
investigated, both in simulation and experimentally. The real voltage characteristic's 
influences on the estimator's performances are highlighted. 

Both the Host (RT) and the Target (FPGA) softwares are given and 
presented. A practical approach to how the data is being transferred from Target to 
Host using a high-speed DMA FIFO is given in detail. Finally, the Labview-based 
software for cRio-9068 programming in FPGA mode is shown. 

 
 

3.1. Preliminary aspects 
 
Over the last few years, one of the industry's major trends was integrating 

compact industrial equipment into all types of applications. From research and 
education processes to safety and hardware-in-the-loop applications, PLCs have 
found their place in all industries: health and medical, wastewater treatment, 
construction sector, power generation, and management [94]–[97], [124]. 

In general, suitable control devices should be used depending on the 
application type (critical application, health application, etc) and application 
specification (time response, acquisition frequency, output update time, etc.).   

A higher degree of performance, as it is known, comes with higher 
production costs. For example, unlike processes with relatively high time constants 
(water flow, heating, etc.), the controller performance increases significantly in the 
case of high-frequency response control.  

In more complex applications, where the PLC unit represents the main 
control core, special and dedicated devices are mainly used in sub-applications that 
require special running conditions [98].  

In electric drive systems, the maintenance process is a key factor for saving 
time and money. Real-time monitoring of system health status is an important 
factor in all applications [99]–[102], [125]. 

In the case of grid-connected electric machine-based applications, the 
electromagnetic torque produced by the machine can be used as an information 
source about the electromechanical system's state of opperation.  
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As presented in [103], considering the specified limitations, the PLC-based 
systems can be used (with poor results) for grid-connected induction machines' 
torque estimation. 

 
3.2. Experimental setup - overview 

 
The experimental setup diagram presented in Fig. 3.1 represents the basic 

schematic diagram used in this chapter for testing the industrial equipment torque 
estimation performances.  

The schematic diagram structure is based on a real setup placed on an 
industrial platform with large power consumers. The supplying three-phase voltages 
are highly distorted depending on the grid loading. 

The testing bench consists of two coupled induction machines: the grid-
connected one with three-pole pair (delta connection), 11kW named the main motor 
(MM) and the Variable Frequency Converter (VFC) driven one with two-pole pair, 
and 15kW rated power.  

Together with the back-to-back four quadrants VFC, the 15kW induction 
machine represents the Emulated Load Machine (ELM). 
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Fig. 3.1 Experimental setup 
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Fig. 3.2 Testing banch 

 
The synchronous system speed is given by a grid-connected machine, while 

the ELM is Direct Torque Controlled driven.   
The test bench has one encoder mounted on the extension of the 15 kW 

machine shaft used for closed-loop speed for high-precision torque control by the 
VFC.  

The PLC unit is used for real-time control of the loading machine: prescribes 
the load model to the ELM. The cRIO-9086 platform reads all the necessary 
electrical data for IM's torque estimation. The torque estimation process can be 
done offline or online (on FPGA).  

In offline mode, the grid-connected IM's electrical measurements (all three 
voltages and currents) are stored internally in the processor during the test. Then, 
the saved data are transferred into Matlab&Simulink program and used for flux and 
torque estimation.  

In online mode, the FPGA uses the measured data in real time to internally 
compute the grid-connected IM's flux and torque.  

All the communication protocols are based on industrial standards [126], 
[127]. The currents and voltages are measured using LEM sensors. 

 
 

3.3. Induction machine model 
 
A precisely known of the induction machine parameters is requested for 

torque estimator implementation on industrial control equipment—several methods 
in the literature deal with induction machine parameter identification [128]–[130]. A 
good general review of them can be found in [131]. For example, in [132], the 
author presents a suitable IM parameters identification procedure (with 
experiments) reporting a robust flux-integration method. Both for parameters 
identification and loss separation, it is presented below, based on IM's equivalent 
circuit (Fig. 3.3), the IM's electrical parameters given by the vendor (Table 3.1). 
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Table 3.1 IM's catalog electrical parameters 

( )ratedI Ω  cosϕ  η  ( )sR Ω  ( )rR Ω  ( )mR Ω  ( )mX Ω  s

r

X

X
 

22.5 0.79 89.3 0.34 0.33 519 24 0.5526 

 

 
Fig. 3.3 Induction machine equivalent circuit diagram 

 

Where s sR ,X represent the stator resistance and reactance, r rR ,X represent the 

rotor resistance and reactance, m mR ,X represent the core resistance and reactance, 

and s represents the slip. 
Also, the measurements were obtained from the no-load test (Table 3.2) 

and the locked-rotor (short-circuited) test (Table 3.3). All measurements were 
performed with a high-precision power analyzer. 

 
Table 3.2 11kW IM no-load test 

No. 
Line voltage (V) 

0L
V  

speed (rpm) 
n  

Phase voltage (V) 

0phV  

Power (W) 

0P  

Current (A) 

0I  

1 445.19 999,8 257.03 546,26 13,367 

2 417.77 999,6 241.20 491,60 12,133 

3 386.25 999,8 223.00 440,61 11,000 

4 367.19 999,8 212.00 394,24 9,967 

5 346.64 999,9 200.13 356,52 9,167 

6 326.03 999,9 188.23 324,95 8,400 

7 300.57 999,9 173.53 290,53 7,667 

8 276.49 999,7 159.63 259,49 7,033 

9 251.03 999,9 144.93 231,35 6,333 

10 226.44 999,9 130.73 205,92 5,700 

11 200.80 999,3 115.93 200,08 5,033 

12 175.86 999,4 101.53 181,52 4,433 

13 151.44 998 87.43 155,45 3,833 

14 126.90 997,7 73.27 148,01 3,300 

15 101.56 996,4 58.63 130,78 2,800 
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Table 3.3 11kW IM locked-rotor (short-circuit) test 
Line voltage (V) 

scLV  

Phase voltage (V) 

scphV  

Power (W) 

scP  

Current (A) 

scI  

73.71 42.56 933,49 21,53 

 
From Table 3.2, based on (3.1) the mechanical losses, was separated from 

iron losses in Fig. 3.4  

 = + +0 mech iron Co1P P P P   (3.1) 

Where: 0 mech iron Co1P , P , P , P  represent the no-load input power, the mechanical 

losses, the iron losses, and the losses obtained from the Joule-Lenz effect in stator 
windings. The total mechanical losses at rated speed are extrapolated from linear 
interpolation: 

 P 113.68(W)mech =  (3.2) 

 
Fig. 3.4 Iron and mechanical losses separation from no-load test 

 
The induction machine DQ-model in stator coordinates used in this chapter 

is presented in the following equations. One of the first reports of these equations 
can be found in [133]. 

 s s 11 s 12 rV a aα α α αΨ Ψ Ψ
•

= − ⋅ + ⋅  (3.3) 

 s s 11 s 12 rV a aβ β β βΨ Ψ Ψ
•

= − ⋅ + ⋅  (3.4) 

 r 21 s 22 r ra a pα α α βΨ Ψ Ψ ω Ψ
•

= ⋅ − ⋅ − ⋅ ⋅  (3.5) 

 r 21 s 22 r ra a pβ β β αΨ Ψ Ψ ω Ψ
•

= ⋅ − ⋅ + ⋅ ⋅  (3.6) 

 s 1 s 2 rI c cα α αΨ Ψ= ⋅ + ⋅  (3.7) 
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 s 1 s 2 rI c cβ β βΨ Ψ= ⋅ + ⋅  (3.8) 

 r 2 s 3 rI c cα α αΨ Ψ= ⋅ + ⋅  (3.9) 

 r 2 s 3 rI c cβ β βΨ Ψ= ⋅ + ⋅  (3.10) 

 
2

m

s r

L
1

L L
σ = −

⋅
 (3.11) 

 s
11

s

R
a

Lσ
=

⋅
 (3.12) 

 12 s
m

1
a R

L

σ

σ

−
= ⋅

⋅
 (3.13) 

 21 r
m

1
a R

L

σ

σ

−
= ⋅

⋅
 (3.14) 

 r
22

s

R
a

Lσ
=

⋅
 (3.15) 

 1
s

1
c

Lσ
=

⋅
 (3.16) 

 2
m

1
c

L

σ

σ

−
=

⋅
 (3.17) 

 3
r

1
c

Lσ
=

⋅
 (3.18) 

 

( )

r
elm load

r 1

dJ
T T

p dt

1 s

ω

ω ω


⋅ = − 


= ⋅ − 

 (3.19) 

 ( )elm 2 s r s rT 1.5 p c α β β αΨ Ψ Ψ Ψ= ⋅ ⋅ ⋅ ⋅ − ⋅  (3.20) 

 ( )in s s s s
3

P V I V I
2 α α β β= ⋅ ⋅ + ⋅  (3.21) 

 ( )2 2
co1 s s s

3
P R I I

2 α β= ⋅ ⋅ +  (3.22) 

 
( ) ( )

prl prl

22
s s ss s s

iron
m m

V R IV R I3
P

2 R R

β βα α

 
− ⋅− ⋅ 

= ⋅ + 
 
 

 (3.23) 

 ( )2 2
add add s s

c

1 3
P k I I

s 21
α β

ω

 
 

  = ⋅ ⋅ ⋅ +    + 
 

 (3.24) 
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 ( )2 2
co2 r r r

3
P R I I

2 α β= ⋅ ⋅ +  (3.25) 

 2
mech rP B ω= ⋅  (3.26) 

 in co1 co2 iron mech add

in

P P P P P P

P
η

− − − − −
=   (3.27) 

where: s s r r, , ,α β α βΨ Ψ Ψ Ψ
• • • •

are stator and rotor ,α β -axis time derivatives of 

orthogonal flux components, s r s r, , ,α α β βΨ Ψ Ψ Ψ represent the stator and rotor ,α β -

axis fluxes, s sV ,Vα β  are the stator ,α β -axis voltage components, 
prls r mR ,R ,R  are 

the stator, rotor, and magnetizing resistance (presented below how it is calculated), 

m s rL ,L ,L are magnetizing, stator and rotor inductances, s s r rI , I , I ,Iα β α β are the 

stator and rotor ,α β -axis estimated current components, ω  is the estimated shaft 

speed, p  is the number of pole pairs, 11 12 21a ,a ,a , 22 1 2 3 adda ,c ,c ,c , ,kσ  are 

coefficients, were addk was chosen in such a way that additional losses represent 

1.2% of rated power [134]–[139], rω  is the shaft (rotor) speed, 1ω  is the 

synchronous speed, elm loadT ,T  are electromagnetic and load torques, cω is the 

cutoff frequency of the low pass filter, s is the slip, 

in co1 co2 iron add mechP , P , P , P , P , P  are the input power and stator and rotor copper 

losses, iron, additional and mechanical losses, and η  represents the efficiency. 

Fig. 3.5 represents the serial and parallel connection of the IM's equivalent 
circuit without the rotor and shaft. 

A good approximation of core resistance in IM's equivalent circuit parallel 
connection, which is used in the Simulink model for core losses computation, can be 
obtained (3.28), starting from core resistance and reactance from the series 
connection of IM's equivalent circuit. 

 srs srs
prl

srs

2 2
m m'

m
m

R X
R

R

+
=  (3.28) 

From the no-load test, the 
srsmR can be obtaine as: 

 
srs

0
m 2

0

P
R

3 I
=

⋅
 (3.29) 

The equivalent total reactance from the no-load test can be extracted from the next 
equation.  

 2 2 2
0 0 0Z R X= +  (3.30) 

Taking into account (3.31) and considering that the stator reactance can be 
considered to be half of the total reactance of the locked-rotor test (3.32), we can 
assume that core reactance in a series connection can be calculated as  

 0 s mX X X= +  (3.31) 
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 sc
s

X
X

2
≃  (3.32) 

 2 2
sc sc scX Z R= −  (3.33) 

Where the scR  represents the total resistance of the induction machine from the 

locked-rotor test ( s rR R+ ) and Table 3.3, we obtaine the total impedance in short-

circuit test: 

 sc
sc

sc

U
Z

I
=  (3.34) 

 
Fig. 3.5 Serial connection a) and parallel connection b) of the IM's equivalent circuit without 

the rotor and mechanical load 
 
Where: phV  represents the phase voltage, s sR , X represent the stator phase 

resistance and reactance, 
srs srsm mR , X represent the core resistance and reactance 

in the series connection of the equivalent circuit, 
prl prlm mR , X represent the core 

resistance and reactance in parallel connection of the equivalent circuit, taking into 

account the voltage drop on the phase reactance, 
prl

'
mR  represents the core 

resistance in parallel connection of the equivalent circuit, without taking into 

account the voltage drop on the phase reactance, 
prl prl

'
m mV , V represents the 

voltage drop on 
prlm

R and 
prl

'
mR . 

In this condition, the magnetizing reactance of the IM's equivalent circuit 
series connection is calculated as follows: 

 
srsm m 0 sX X X X= = −  (3.35) 

Considering (3.29) and (3.35) the core resistance in IM's equivalent circuit parallel 
connection can be calculated with (3.28). 
 
The iron losses in series connection (Fig. 3.5, a) can be estimated as: 

 srs

srs

2
m

iron
m

V
P

R
=  (3.36) 
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 The iron losses in parallel connection (Fig. 3.5, b) can be expressed as: 

 
( )prl

prl

2
'
m

iron '
m

V
P

R
=  (3.37) 

But taking into account also the leakage flux: 

 prl

prl

2
m m s
'

mm

V L L

LV

σ +
≈   
 

 (3.38) 

It can be considered that: 

 
prl prl

2
' m s

m m
m

L L
R R

L
σ +

= ⋅   
 

 (3.39) 

The induction motor Simulink diagram presented in Fig. 3.6 is based on 
equations (3.3) - (3.26). The simulation is performed at a fixed step sample rate 
of50 sµ . The IM is supplied with a three-phase voltage system. The Vabc Vαβ−  
block performs a Clarke transform. Equations (3.3) - (3.6) are used to obtain the 

,α β stator and rotor time derivatives flux components. 
 

 
Fig. 3.6 Induction machine – Simulink model 
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The iron losses are approximated separately using a magnetizing equivalent 
resistance obtained from the parallel equivalent circuit of the induction machine (see 
(3.28) to (3.39)). The mechanical losses are set so that at rated power, they are 
equal to those determined from the loss separation test presented in Fig. 2.4, 
representing the IM load torque.  

Additional losses depend on the design of the machine. These can be found 
even in the stator tooth (caused by the pulsation of the core tooth flux) or in the 
rotor cage (produced by flux pulsation due to the cage current). In the case of cage 
rotors, IMs with skewed slots, these additional (stray) losses are also influenced by 
the interbar currents (caused by the current which flows through the rotor iron core 
between adjacent bars) [140]. The voltage integration from the equation (3.3) - 
(3.6) is based on the Backward Euler method. The next subchapter presents a 
comparative study between Euler and Runge-Kutta no.4 integration method’s 
results. A detailed SCL type PLC software is presented in Appendix 2 (only the main 
software is given, without the PLC configuration). 
 
3.4. 11kW induction machine model – simulations 

 
Starting with subchapter 3.3, the torque estimators are investigated in ideal 

and real conditions. First, the ideal conditions are used for estimator calibration. 
This way, the torque estimators are tested in simulation using data from the 
simulated 11kW induction machine presented in the previous chapter. 

 
3.4.1. IM's simulations – ideal three-phase voltage source 
 

In ideal conditions, simulations with the IM model use an ideal three-phase 
voltage source. Next, the main losses, the input power, output power, and the 
speed and torque are presented for steady-state and no-load (Fig. 3.7) and rated 
load (Fig. 3.8).  

 

 
Fig. 3.7 IM measurements at no-load conditions, ideal voltages – simulations 
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Fig. 3.8 IM measurements at rated power conditions, ideal voltages – simulations 

 
For rate-load conditions, the iron losses represent 1.74% of rated power, 

the mechanical losses represent 0.91%, and the stray losses are 1.1%. The 
mechanical losses - as can be seen in, (3.26) depend on the square of the rotor 
speed. 

Fig. 3.9 shows, for different loads, both the real and simulated induction 
machine efficiency. The best comparison between the graphs is found around the 
rated value. It has to be considered the fact that the real efficiency curve was 
obtained in lab conditions, where the IM was tested with an ideal sinusoidal three-
phase voltage system.  

 

 
Fig. 3.9 real IM efficiency, simulated IM efficiency 

 
More information related to 11kW IM's performances for rated conditions 

can be found in Table 3.4, where the simulation results are compared with those 
obtained from the datasheet/nameplate. 

 
Table 3.4 Real and simulated IM performances in rated-load conditions 

No. Real IM Simulated IM 

1 ( )Co1P 516.37 W=  ( )Co1P 525.9 W=  

2 ( )Co2P 316.8 W=  ( )Co2P 341.7 W=  
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3 ( )IrP 202.14 W=  ( )IrP 214.5 W=  

4 ( )mechP 114.9 W=  ( )mechP 112.3 W=  

5 ( )outP 11 kW=  ( )outP 10.98 kW=  

6 0.892η =  0.892η =  

7 no load
rated

I
0.43

I
− =  no load

rated

I
0.47

I
− =  

8 rated

synch

n
0.97

n
=  rated

synch

n
0.97

n
=  

 
In the case of the simulated efficiency curve, all the parameters that were 

used are obtained based on real on-site measurements (in an industrial platform). 
The measured three-phase voltage system contains harmonics and the inverse 
(negative) component (unbalanced three-phase system) that does not depend 
(directly) on the load [141]–[145].  
 

3.4.2. IM's simulations – ideal three-phase voltage source with real 
characteristics 

 
The previous subchapter 3.4.1 presents the results obtained when the 

simulated IM was supplied with an ideal three-phase voltage source. The IM is also 
simulated here, but the three-phase voltage system reproduces the real three-phase 
voltage characteristics.  

In order to achieve a more accurate average of the relative harmonic 
content and to reproduce the influences of inverse components more accurately, the 
on-site three-phase voltage system that supplies the real IM has been measured 
over several days at different times of the day.  

Fig. 3.10 shows an example of the frequency spectrum of the measured real 
voltage. The Fast Fourier Transform (FFT) analysis was performed on 48000 points 
for a 40kHz acquisition frequency. The frequency bin is 0.83Hz.  

The total harmonic content was calculated as in (3.40) and presented in 
Table 3.5. Here, the average of 20 different measurements, separately for all three 
phases, of the harmonic content for the first five harmonics components as well as 
the influence of the inverse component relative to the direct component, is 
presented. 

 

 
st

n
2
i

i 2

1 dc

X

RHC
X

=
=


 (3.40) 

 
For the next figure. iX represents the filtered amplitude of each FFT value,n  

represents the number of samples, and st1 dc
X represents the first FFT dc voltage 

component. The signal was filtered for values smaller than 0.3V. 
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Fig. 3.10 Grid voltages frequency spectrum - example 

 
To determine the inverse (negative) component magnitude in the real three-

phase voltage system, the same sets of measurements (used for RHC) are also used 
here. Fig. 3.11 shows the Simulink graphical method by which the three-phase 
voltage system's direct and inverse component was determined.  
 

Table 3.5 Mean of 20 measurements - Total and individual Relativ Harmonic Content for all 
three voltages and the inverse component influences 

No. Measurement ph1V  ph2V  ph3V  

1 ( )TotalRHC %  2.779 2.187 2.2278 

2 ( )rd3 H
RHC %  1.236 1.096 0.444 

3 ( )th5 H
RHC %  0.361 0.085 0.489 

4 ( )th7 H
RHC %  0.461 0.113 0.439 

5 ( )th9 H
RHC %  0.866 0.634 0.532 

6 ( )th11 H
RHC %  0.728 0.633 0.315 

7 Direct (positive) component ( )V  326.026 

8 Inverse (negative) component ( ) ( )V / %  4.254 1.305 

   

Appendix 3 contains the software used to determine the harmonics influence 
as well as the inverse component influences over the three-phase voltage system. 
Other methods for determining these components can be found in the literature, as 
prescribed in [49] - [52]. 
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As was already stated, a more realistic and accurate IMs simulation could be 
obtained if the simulation's voltages would respect the real voltages' characteristics. 

 

 
Fig. 3.11 Direct (positive) and inverse (negative) component detection with integrator 

resetting 
 

This way, the values presented in Table 3.5 and the inverse sequence 
influence were taken into account in order to obtain more realistic supply voltages. 

The below-presented equation system (3.41) represents the ideal three-
phase voltage system. 

 

( )
( )
( )

ph1 ph1 ph1

ph2 ph2 ph2

ph3 ph3 ph3

v V sin t

v V sin t

v V sin t

ω ϕ

ω ϕ

ω ϕ

 = ⋅ ⋅ +



= ⋅ ⋅ +

 = ⋅ ⋅ +


 (3.41) 

where: ph1 ph2 ph3v ,v ,v represent the momentary simulated three-phase voltages at 

the time t , ph1 ph2 ph3V ,V ,V represent the maximum values of each momentary 

voltage, ω represents the pulsation, and ph1 ph2 ph3, ,ϕ ϕ ϕ  represent phase shifts. 

After adding the individual Relativ Harmonic Content for all three phase 
voltages, the resulting system contains the first five most important harmonics. 
Similar applications for voltage harmonics identification and computation can be 
found in the specialty literature. Also, the (3.42) is partially based on [146]–[150], 
while (e.g.) in [151], the author finds the grid voltage harmonics using the Kalman 
filters. 

 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

rc rci i i

rc rci i i

rc rci i i

n

ph1 ph1 icph1 ph1 ph1
i 1

n

ph2 ph3 icph2 ph2 ph2
i 1

n

ph3 ph2 icph3 ph3 ph3
i 1

v V sin t v k

v V sin t v k

v V sin t v k

ω ϕ

ω ϕ

ω ϕ

=

=

=


   = ⋅ ⋅ + + ⋅     




   
= ⋅ ⋅ + + ⋅   

  

   
 = ⋅ ⋅ + + ⋅  
   








 (3.42) 
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where: 
rc rc rcph1 ph2 ph3v ,v ,v represent the ideal three-phase voltage system after 

the real characteristics (real-measured relative harmonic content and the inverse 
component influences) were added, i represents the harmonic order, n  represents 
the total number of the harmonics ( ) ( ) ( )k k k

ph1 ph2 ph3V ,V ,V represent the amplitudes 

of the harmonics based on the relative harmonic content from Table 3.5 for each 
phase, ( ) ( ) ( )i i i

ph1 ph2 ph3, ,ω ω ω and the ( ) ( ) ( )i i i
ph1 ph2 ph3, ,ϕ ϕ ϕ are the frequency and 

initial phase of each harmonic, and the ick represents the influence of the inverse 

component on the three-phase voltage system. 
Next, the results obtained from the simulation of the 11kW induction 

machine are presented in two situations: when the supplying voltage consists of an 
ideal three-phase voltage system and when the supplying voltage consists of an 
ideal voltage system with real characteristics (refer to Table 3.5).  

At 0s, the IM is considered to be at no-load steady-state operation. At 0.2s, 
the induction machine is step loaded at rated power. In Fig. 3.12, the currents 
measured in phase A are presented. Although there is no phase shift between the 
currents, the current's RMS value in simulation with real voltages seems to be 4% 
higher than that obtained in the case of simulation with ideal voltages 
( ( ) ( )A ideal votlages
RMS I 22.73 A= , ( ) ( )A mod ified votlages

RMS I 23.64 A= .  

Fig. 3.13, Fig. 3.14, Fig. 3.15 present in the same conditions the 
electromagnetic torque, the rotor speed, and the losses found in the stator.  

 

 
Fig. 3.12 Simulated IM's phase (A) current for no-load to rated power transition with ideal and 

modified ideal voltages 
 

 
Fig. 3.13 comparison between simulated IM's electromagnetic torque for no-load to rated 

power transition with ideal and modified ideal voltages 
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Fig. 3.14 comparison between simulated IM's rotor speed for no-load to rated power transition 

with ideal and modified ideal voltages 
 

The IM produces a pulsating electromagnetic torque with a modified ideal 
three-phase voltage system. These pulsations (double the grid frequency) are 
mainly caused by the influence of the inverse (negative) component in the voltage 
system.  

For the rotor speed, the influences of the grid voltage characteristics do not 
produce noticeable differences. 

 
Fig. 3.15 comparison between simulated IM's stator copper losses for no-load to rated power 

transition with ideal and modified ideal voltages 
 

This is caused, probably, because the IM's inertia being doubled. During the 
tests, the tested 11kW IM was mechanically coupled with another identical IM with 
the same inertia. This aspect was taken into account in the IM simulation model. 

However, the average copper losses in both the rotor and the stator (Fig. 
3.16) and those in the iron (Fig. 3.17) are the same as in the case of IM supplied 
with the ideal voltages. 

Overall, the grid voltage harmonics and the inverse component of the 
voltage have a direct influence on the IM operation but do not directly affect the 
efficiency.  

This way, e.g., in steady-state operation, at rated load, the electromagnetic 
torque has almost 12% peak-to-peak oscillation around and regarding the mean 
value. 
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Fig. 3.16 comparison between simulated IM's rotor copper losses for no-load to rated power 

transition with ideal and modified ideal voltages 
 

 
Fig. 3.17 comparison between simulated IM's iron losses for no-load to rated power transition 

with ideal and modified ideal voltages 
 

 
Fig. 3.18 comparison between simulated IM's efficiency with ideal and modified ideal voltages 

 
As already stated in Chapter 2, the acquisition frequency presents a 

significant influence on the accuracy of IM simulations. 
Fig. 3.19 shows the simulated IM's electromagnetic torque when the 

machine is supplied with a three-phase voltage system without harmonics or inverse 
components.  

However, during the acquisition process, the acquisition frequency was 
modified randomly (according to the software presented in Appendix 4). Based on 
acquisition time variations already presented in Chapter 2, even a decent low-cost 
PLC shows a cyclic time variation greater than 6% of the set time. 
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Fig. 3.19 The influences of the acquisition time variations over the IM operation 
 

 It can be seen that with only a 1% variation of the acquisition frequency 
(blue graph) the IM has an unstable operation, while with a 3% variation of the 
acquisition frequency (red graph), the electromagnetic torque varies in steady-state 
even by more than 50% of its mean value. 

Next, several methods for torque estimation are presented in two different 
situations: when the estimator measures the voltages and currents used by the 
simulated induction machine (simulations) and when the estimators are running 
online on the industrial equipment (experimental).  

It has to be highlighted that the experiments are performed in an industrial 
platform with a weak grid, where the voltages have significant harmonics and invers 
components.  

The simulation principle used in the next subchapters is presented in Fig. 
3.20. The "Voltage Modelling" block supplies both the induction machine and the 
estimator with a 3-phase voltage system, taking into account all the real voltage 
characteristics, presented above in this chapter.  

The "11 kW Induction Machine" block represents the real induction machine 
and has been described in the previous subchapter. The torque estimator uses both 
the supply voltages and the currents produced by the induction machine. 

 

 
Fig. 3.20 Basic schematic diagram for estimators simulation 

 
The induction machine used for the comparison made in figures Fig. 3.23, 

Fig. 3.24, Fig. 3.29 - Fig. 3.32 and Fig. 3.38 - Fig. 3.41 is also based on the dynamic 
model of the machine.  

This was simulated in Simulink with a fixed step with the automatic selection 
of the used Solver. 
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3.5. Voltage model (VM) based flux estimators 
 
In the last years and now, many high-performance or critical applications 

have requested AC drives control based on field-oriented or direct torque control 
(DTC) techniques. Both of these techniques requests an accurate stator flux 
estimation.  

One of the most simple and used methods is based on the stator back-
electromotive force (EMF) integration. This method is called the voltage model, 
which integrates the voltages to obtain the fluxes (voltage model).  

In addition to this simple method, the fluxes can also be determined by 
using the current model (which is not presented here). 

The following equations present the flux estimation based on the voltage 
model: 

 ( )s s s su R iΨ = − ⋅
⌢

 (3.43) 
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Where: s r,Ψ Ψ
⌢ ⌢

are the stator and rotor fluxes, s s su , i , R represents the stator 

voltages, currents, and phase resistance, s r mL , L , L  represent the stator, rotor, and 

magnetizing inductances [152]–[156]. Even if, at first look, the voltage model can 
be considered for flux estimation due to its simplicity and low implementation costs, 
one of the significant drawbacks of this estimator is represented by the pure 
integrator character of the integration method that is being used here.  

The presence of the dc offset can lead to unacceptable flux distortion. 
Several other methods can be used in this case to avoid the dc offset integration 
[157]–[161]. For instance, in [162], the authors presented an advanced rotor flux 
estimation method with good simulation and experimental results, where the low-
pass filter (LPF) used for integration is followed by a high-pass filter [HPF] to 
remove the dc-offset without affecting the fluxes. One of the significant drawbacks 
of the voltage model-based estimators is represented by the poor results for speed 
values several times lower than the LPF cutoff frequency.  

In the following figure, equations (3.43)-(3.45) are structured. 
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Fig. 3.21 Voltage model estimator structure 
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3.6. The dual reference frame observer – Luenberger 

observer 
 
A more complex and more performant flux estimator is presented below. 

Ideally having no phase shift effect, their robustness and accuracy make this type of 
observer an efficient solution for induction machine fluxes estimation.  

Generally, a flux observer consists of a real-time model of the process that 
follows to be investigated, mentioning that the designer has almost all the freedom 
to choose its characteristics. In other words, roughly any system can be considered 
to be an observer [35]. 

The torque estimation can be problematic due to the high noise content and 
possible errors. In this presented observer, neither the position nor the rotor speed 
must be estimated. 
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In Fig. 3.22, a structured diagram of a Luenberger-based flux observer is 
presented. The input voltages used for fluxes are corrected accordingly to the 
current error.  

A low pass filter is applied in the rotor frame. Usually, the K2 constant has 
to be smaller than 0. 

The IM's phase-measured currents and the stator estimate fluxes are 
indirectly used to perform the Park and Inverse Park transformation. 
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Fig. 3.22 Dual reference frame observer – Luenberger observer Simulink diagram 
 

Next, the author presents two different torque estimators that will be 
compared to this last presented observer. 
 
 
3.6.1. Simulations (ideal and real conditions) – Luenberger    

observer 
 

In Fig. 3.23 and Fig. 3.24, the simulated results obtained from dual frame 
Leuenberger observer are presented for a no-load to rated-load transition. 

 

 
Fig. 3.23 Simulated induction machine and Luenberger observer electromagnetic torque – ideal 

voltages 
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Fig. 3.24 Simulated induction machine and Luenberger observer electromagnetic torque–

modified ideal voltages  
 

The results from Fig. 3.23 are obtained with ideal supplying voltages, and 
the results from Fig. 3.24 are obtained when the supplying voltages contain the 
harmonics and the inverse component 

As it could be seen in ideal conditions, the difference between the simulated 
induction machine torque and the observer torque appears because the observer 
does not take into account the mechanical, additional, and iron losses. The 
significant torque pulsations appear when the inverse component in the supplying 
voltages increases its magnitude. 
 
 
3.6.2. Experiments online - Crio-9068 platform  – Luenberger 

observer  

 
All the experiments are performed based on the Crio-9068 chassis, where 

the observer (and estimators) run on the FPGA in real-time at 20kHz frequency.  
More information about the CompactRio setup can be found in Subchapter 

3.9. The experiments are presented in three situations: no-load (Fig. 3.25), rated-
load (Fig. 3.27), and no-load to rated-load transition (Fig. 3.26).  

The actual real estimated torque and its mean value are presented. No 
voltage or current filtering was used. 

 

 
Fig. 3.25 Luenberger observer electromagnetic torque online estimation for no load 
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In no-load conditions, the observer estimated torque should cover the no-
load losses of the 11kW IM and also the mechanical losses of the loading induction 
machine. 

 

 
Fig. 3.26 Luenberger observer electromagnetic torque online estimation for 0 to rated load 

transition 
 

 
Fig. 3.27 Luenberger observer electromagnetic torque online estimation for the rated load (108 

Nm) 
 
 
3.7. The direct torque computation method 

 
One of the simplest torque estimators presented here is stated as the direct 

computation method. Even if this estimator is highly sensitive to measured noise, 
one of the main advantages of using this type of estimator is the ease of 
implementation.  

Depending on the application, the results obtained here may be sufficient, 
considering the relatively low computing power required for this estimator. This 
method uses only simple calculations to compute the load torque starting from 3 
voltages and three currents. The block diagram of the direct torque estimation 
method is presented in Fig. 3.28. 

 
a b c
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 load elm mechT T T= −  (3.71) 

Where: a b c a b cV ,V ,V , I , I , I  are the three-phase voltages and current, V ,V , I , Iα β α β  

are the stator ,α β -axis voltage and current components, rω  is the shaft (rotor) 

speed, 1ω  is the synchronous speed, elm loadT ,T  are electromagnetic and load 

torques, cω is the cutoff frequency of the low pass filter, s is the slip, 

in elm out co1 co2 iron add mechP ,P ,P , P , P , P , P , P are the input, electromagnetic and 

output power and stator and rotor copper losses, iron, additional and mechanical 
losses, s mpR ,R  are the stator and magnetizing resistance, θ represents the 

mechanical speed obtained from synchronous speed integration, kT ,T represent the 

maximum torque and the torque produced at s slip, ks ,s  represent the maximum 

slip and the slip for which the induction machine produces the maximum torque, 

addk is a filtering coefficient, i pk ,k  are PLL PI integral and proportional coefficients. 

The Simulink diagram of the direct torque estimation method (Fig. 3.28) 
was implemented based on the abovementioned equations. 

 

 
Fig. 3.28 Direct computation method Simulink diagram 
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The input voltage (Vabc) is selected according to the simulated conditions: 
ideal conditions where three ideal voltage sources synthesize the phase voltage 
system and real simulation conditions where the ideal voltage is distorted according 
to the real voltages acquired on the field.  

The mechanical torque is calculated as the shaft power and rotor speed 
ratio. Iron losses are obtained as the ratio between the square of the remaining 
voltage and the magnetizing resistor.  

The synchronous speed is determined using a phase lock loop (PLL) directly 
from the alpha and beta voltages. The speed integration is performed using a 
resettable integrator on [0..2 ]π  an interval. 

Neglecting the stator resistance, an approximation of the slip is made with 
the help of Kloss's formula.  

The maximum torque is corrected according to the actual voltage and the 
induction machine's actual torque. The rotor copper losses are approximated with 
the product between the electromagnetic power and the induction machine slip. 

 
3.7.1. Simulations (ideal and real conditions) – direct computation 

method 

 
Fig. 3.29, Fig. 3.30, Fig. 3.31, and Fig. 3.32 present the torque and speed 

for the simulated induction machine and the estimator in an ideal three-phase 
voltage system and distorted ideal voltages.  

One of the main disadvantages of this method is sensitivity to noise. 
However, neither the input quantities nor the torque is filtered.  

The estimated torque does not present torque variations in ideal operating 
conditions (ideal voltage system). As can be seen from Fig 2.31, when ideal 
characteristics are added to the ideal voltages, the inverse component of the 
voltages produces these torque ripples.  

The differences between the torque of the simulated induction machine and 
the estimated torque occur because the speed-dependent quantities (rotor copper 
losses and mechanical losses) vary differently because the estimator cannot 
estimate the real speed correctly. 

 

 
Fig. 3.29 Simulated induction machine and direct computation method electromagnetic torque 

– ideal voltages 
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Fig. 3.30 Simulated IM’s and direct computation method electromagnetic torque–modified ideal 

voltages 
 

 
Fig. 3.31 Simulated IM’s and direct computation method rotor speed – ideal voltages 

 

 
Fig. 3.32 Simulated induction machine and direct computation method rotor speed – modified 

ideal voltages  
 
3.7.2. Experiments online - Crio-9068 platform  – direct 

computation method  
 

As well as the results presented for the previously presented fluxes 
observer, the results obtained online on CompactRio for the direct computation 
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method are given below. In Fig. 3.33 the induction machine no-load results are 
given. The no-load to rated power transition is presented in Fig. 3.34. 

 

 
Fig. 3.33 Direct computation method electromagnetic torque and rotor speed online estimation 

for no load 
 

 
Fig. 3.34 Direct computation method electromagnetic torque and rotor speed online estimation 

for 0 to rated load transition 
 

In Fig. 3.34, where the no-load to rated load transition is presented, it can 
be observed that the small changes in the actual speed are caused by the voltage 
drops when loading. As was already stated, the estimated speed is computed using 
a phase lock loop directly from measured voltages.  
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Knowing the electromagnetic power and the slip, the direct computation 
method can roughly estimate the shaft torque. Although the sensitivity to noise is 
seen in the high frequencies that appear, the mean value of the torque and the 
dynamic response of the estimator looks similar to those of the simulated induction 
machine. In Fig. 3.35, the induction machine was loaded at rated power and the 
electromagnetic torque and speed are presented. 
 

 
Fig. 3.35 Direct computation method electromagnetic torque and rotor speed online estimation 

for rated load 
 
 
3.8. The dynamic mode computation method 
 

The dynamic mode computation method is based on the machine equations 
presented in subchapter 2.1, where the induction machine is simulated. As the main 
difference, the adjustment torque used in the motion equation is obtained this time 
from the estimated stator currents and fluxes and the measured currents. As 
presented in Fig. 3.36, a PI regulator is used for torque correction. The resulting 
speed is used for fluxes computation (according to equations (3.3) – (3.18). One of 
the problematic aspects of the dynamic estimator is represented by performing the 
voltage integration in order to obtaine the fluxes. Compared to the Euler method, 
the Runge-Kutta no. 4 integration method (Fig. 3.37) converges faster (in some 
cases) to the exact solution, making this method more accurate. 

 

 
Fig. 3.36 Torque correction for dynamic method torque estimator based on IM's model 
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Fig. 3.37 Runge-Kutta no. 4 (RK4) integration method principle 

 

Next equations described the previously presented integration method (RK4): 
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Where: n n 1t t h−= + , 1 2 3 4k , k , k , k are the slopes in different points from 

integration interval; 1k is computed based on Euler's Method, ny  and n 1y −  is the 

desired function at moment n, and n-1, h represents the interval and t represents 
the time, where n 0,1,2.. ∈   . 

 
3.8.1. Simulations (ideal and real conditions) – dynamic mode 

computation method 

 
Compared to previously presented simulations, in Fig. 3.38 - Fig. 3.40 are 

presented the simulated IMs results, both obtained from the dynamic model 
estimator with Euler and RK4 integration method. In this case, the acquisition 
frequency is 20kHz, so even the Backward Euler integration method produces 
satisfactory results compared to RK4. So, the RK4 integration method was studied 
only in simulation, not being used online in experiments. 

Although the dynamic method (both for Euler and RK4 integration method) 
presents a slower time response to the step signal (IM loading) than the other two 
estimators (direct computation and flux observer), it shows no phase shift for torque 
pulsations caused by the supply voltage inverse component. 
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Fig. 3.38 Simulated induction machine and dynamic mode computation method 

electromagnetic torque–ideal voltages 
 

 
Fig. 3.39 Simulated induction machine and dynamic mode computation method 

electromagnetic torque–modified ideal voltages 
 

 
Fig. 3.40 Simulated induction machine and dynamic mode computation method rotor speed – 

ideal voltages 
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Fig. 3.41 Simulated induction machine and dynamic mode computation method rotor–modified 

ideal voltages 
 
3.8.2. Experiments online - Crio-9068 platform  – dynamic mode  

computation method  
 

A significant difference between the direct and dynamic computation 
methods consists of "estimator starting time".  

Next, online experiments are presented (Fig. 3.43, Fig. 3.42 and Fig. 3.44). 
Although it was not captured in these graphs, the dynamic estimator has a 
significantly higher startup time than the direct estimator (tens of milliseconds). 

Similar to simulations, first the no-load results (electromagnetic torque and 
speed) are presented (Fig. 3.42). The no-load to rated power and vice-versa results 
are given in Fig. 3.43, where a zoom section is given to presents how does the 
estimated torque varies around the mean value. 
 

 
Fig. 3.42 Dynamic computation method electromagnetic torque and rotor speed online 

estimation for no load 
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Fig. 3.43 Direct computation method electromagnetic torque and rotor speed online estimation 

for 0 to rated load transition 
 

 
Fig. 3.44 Dynamic computation method electromagnetic torque and rotor speed online 

estimation for rated load 
 

Although this estimator produces significant steady-state torque pulsations, 
it can reproduce more accurately - considering the dynamic processes in the 
machine - the electromagnetic torque during the machine transient regimes. As was 
already presented, the reason for these torque pulsations is related to the grid 
voltage spectrum.  
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3.9. Labview and cRIO-9068 setup – short description 
 

The acquisition and processing software was based on the Labview platform, 
using the cRio-9068 chassis with two NI 9215 Analog Input modules. The software 
reads, processes, plots, and saves the data in a .csv-type file. 

For high-speed data acquisition, the processor was programmed in real-time 
FPGA mode. Fig. 3.45 and Fig. 3.47 present the diagram block of the Host (RT) and 
Target (FPGA) software. Fig. 3.46 represents the basic settings in the block diagram 
for 20kHz data acquisition and processing. The operation principle of the Labview 
software is relatively simple: the FPGA reads and repeatedly fills up a FIFO (first in, 
first out) stack function with the read data. 

 

 
Fig. 3.45 Real Time (RT) HOST block diagram software 
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On the other hand, simultaneously, the real-time software retrieves the data 
from this stack and sends them forward for data processing.  

It can be seen from Fig. 3.45 that, in order to read the data correctly, the 
software stops, resets, configures, and then restarts the FIFO stack function once 
every time the software starts. When enough unread data is available in the FIFO 
stack, a CASE structure is triggered to read and process the data. 
 

 
Fig. 3.46 Real Time (RT) HOST front panel software 

 

 
Fig. 3.47 FPGA TARGET block diagram software 

 
The for loop (Fig. 3.45) contains the torque estimator (flux observer) written 

in a Formula Node. It has to be noticed that, i.e., voltage integration or filtering is 
possible by using Shift Registers. 

The FPGA software reads the data continuously. A Flat Sequence Structure 
gives the reading frequency. The synchronously read data are concatenated and 
sent to the FIFO stack in batches. 
 
 

3.10. Conclusion 
 

Although the IM model presented in this chapter presences better operation 
around the rated power range, it also presents fairly acceptable operating results all 
over the power range. 
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Moreover, the IM model was tested under "real" simulated operating 
conditions, where the simulated supplying voltages contained the first five 
harmonics as well as the inverse component of the real three-phase voltage system. 

In the second part of the chapter, one flux observer and two torque 
estimation methods are presented both for offline (Matlab&Simulink) and online 
calculations. 

An application-dedicated FPGA-based processor (CompactRio-9086) reads 
and computes all the necessary calculus for electromagnetic torque estimation.  

The following figure shows the comparative experimental results of the three 
estimators (flux observer, direct computation method, and dynamic method) in 
response to a step signal prescribed to the loading machine. At rated load, in steady 
state, the dynamic method produces a phase-shifted electromagnetic torque 
compared to the Luenberger observer, while the direct computation method shows 
the smallest torque ripple despite the speed estimation limitations. No significant 
differences between estimators are observed during the transient regime. 

 

 
Fig. 3.48 Torque estimators no-load to rated power transition 
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4. PLC-based IM virtual loading 
 
 
Abstract 
 

This chapter presents an artificial loading method of two induction machines 
(IM) without mechanical coupling using two dc-link connected variable frequency 
converters (VFC). Industrial standardized inverters, control equipment, and 
communication protocols are used.  

No structural or internal changes have been made to the VFCs. All control 
processes are performed via a standardized low-cost programmable logical 
controller (PLC).  
This chapter also discusses the state-of-the-art of artificial loading methods and 
their references. 

Limitations and test possibilities, together with various artificial loading 
control strategies, are presented in this chapter: open-loop, closed-loop control 
method, mechanized testing, and thermal testing. 
Fast Fourier spectral analysis shows the artificial loading test ac-source current 
harmonics content and their effects. 

Power loss validation is finally shown through Simulink simulations. 
 
 

4.1. Preliminary aspects 
 
 The induction machine is widely utilized all over the world. Induction 
machines must be tested before being used. It is necessary to ensure performance 
by finding losses to a prototype or a sample in a batch.  

Aside from the rated current at which induction machines are tested, the 
temperature is an important parameter to be considered. Due to extensive working 
periods, reaching rated operating temperatures can be difficult. Artificial loading 
proved to be a useful solution for IM loading at and above rated current, despite 
induction machine testing challenges.  

The following artificial loading approach assumes a rated current IMs loading 
via fast operating mode switching (motor mode to generator mode and generator 
mode to motor mode). The overall human resources cost reduction and the lack of 
mechanical coupling between the induction machines represent the most significant 
advantages of this procedure. On the other hand, the method requires the 
employment of two identical machines and two identical dc-connected variable 
frequency inverters, which is one of the system's most significant drawbacks. 
Furthermore, testing two machines simultaneously might be considered a time and 
cost-saving method. 

In literature can be found several methods of electric machines' artificial 
loading. The Ytterberg method is one of the most known artificial loading methods, 
which requires special equipment for supplying the IM simultaneously with two 
different frequencies three-phase voltage system [163]–[167].  
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The latest advancement in power converters has made electric machine 
testing much easier. As a result, the dynamic thermal loading approach can be 
employed instead of other ways [60], [168]. Either speed-controlled or torque-
controlled, the loading methods should produce the rated losses as well as possible. 
Testing around rated speed ensures the rated mechanical and core losses [138], 
[169]–[172]. 

The reference offset in the torque-control technique should cover the 
machine losses. It is simple to achieve an exact speed offset, amplitude, and 
oscillating frequency using the speed-control technique. The machine will modify the 
mean torque value to compensate for the losses. 
A solution could be to load one IM artificially utilizing a single unidirectional VFC. 
Rapid fluctuations in the induction machine's speed result in a potentially dangerous 
increase in the VFC DC link voltage [173]. 

The use of a dc-connected chopper can lower oscillation voltage 
considerably. The energy required to accelerate the machine will be absorbed from 
the grid, while the energy obtained from IM's braking will be lost as heat, lowering 
the overall efficiency of the test method. Oversizing the dc-link capacitor can be a 
solution to increase the IM's loading current, but thus inverters in special 
construction are needed. In this context, traditional VFC and matrix converter 
topologies are used for artificial loading [174], [175].  

Injecting the oscillating power into the grid could be a feasible option. But a 
bidirectional ac-dc-ac inverter costs about the same as two unidirectional inverters 
in the case of conventional industrial inverters. Furthermore, in the case of a weak 
power grid, high power oscillations from and towards the grid have a negative 
impact on grid voltage (voltage oscillations causing light flicker or inappropriate 
functioning of other equipment) [176]–[179]. 

 
 

4.2. Setup configuration 
 
The below-presented figure presents the setup configuration used for the 

artificial loading test. Two standard industrial dc-connected variable frequency 
converters are used (VFC1, VFC2). This way, PLC-VFCs communication uses 
standard industrial protocols. No additional changes were made to the VFCs 
operation principle.  

The dc short-circuit current protection is performed through 2 ultra-fast 
fuses (F1) mounted between both VFCs' dc-links. One VFC can operate with doubled 
dc-link capacity by K switch, connecting together both VFC's dc capacitors. Both 
inverters are fed from the same three-phase ac voltage source. No ac-source filter 
was added. The IMs generated power can't be injected into the grid due to the 
unidirectional type of the inverters. 

Two identical three-phase induction machines are directly connected to the 
inverter side of the converters. The VFC1 drives IM1, while IM2 is driven by the 
VFC2. The induction machines are not mechanically coupled. No position or speed 
encoders were used in this artificial loading method.  

For artificial loading and temperature measurement, a low-cost PLC is used, 
while for induction machine online torque estimation, a Compact RIO unit is used. 
The three-phase voltages and currents are measured directly from VFC terminals. 

The "Current and Voltage Measurement" block contains three voltage and 
three current sensors together with the low-pass RC filter.  
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Fig. 4.1 Experimental setup – diagram representation (two induction machines driven by two 

dc-interconnected variable frequency converters) 
 

In Fig. 4.2 the experimental laboratory setup is shown. The dc link 
interconnected VFCs, as well as all necessary safety and opperation equipment, are 
wall mounted in the electrical cabinet. The common dc link connection is performed 
via a switch. The PC-PLC communication is performed using Ethernet protocols.  
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Fig. 4.2 Laboratory experimental setup 
 

For instantaneous (phase currents/voltages, ac-source currents/voltages), a 
4-channel oscilloscope is used (left side of the image). 

Both 7.5kW induction machines are shown at the bottom of the image. 
There is no mechanical coupling between the IMs. Both IMs are not even anchored 
to the ground during the artificial loading operation. In the left-side IM, a 
temperature probe was inserted into the position of the lifting hook. 

The here presented artificial loading method is based on a standard 
industrial low-cost PLC. The PLC gives the VFCs references as a standardized 4-
20mA. The IM's speed, torque, and currents are read from VFCs, in the same 
manner, as a 4-20mA signal.   

A PT100 temperature sensor was inserted in place of one IM's lifting hook. 
The PLC requires only two analog input ports, two analog output ports, and one RTD 
module. The PLC-PC communication is performed via ethernet. 

The induction machine and variable frequency converters parameters are 
summarized in Table 4.1. 

 
Table 4.1 Induction machines and variable frequency converters parameters 

No. Induction machines No. Variable frequency converters 

1 Voltage (V) 380 1 Voltage In (V) 3~380...500 

2 Current (A) 15.4 2 Current In (A) 14.4/13 

3 Power (W) 7.5 3 Frequency In (Hz) 48..63 

4 Speed (rpm) 2880 4 Voltage Out (V) 3~0..Voltage In 
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5 cos φ 0.87 5 Current Out (A) 16/14.5 

6 Rs (Ω) 0.44 6 Frequency Out (Hz) 0..1000 

7 Rr (Ω) 0.6 7 Power (W) 7.5 

8 Lm (mH) 90.7 8 - - 

9 Ls (mH) 4.299 9 - - 

10 Lr (mH) 4.299 10 - - 

11 J (kgm2) 0.015 11 - - 

 
The here presented artificial loading test is performed at a constant speed 

(speed reference offset) and an alternating overlapped speed (speed variation 
amplitude). By means of PC, the artificial loading method (control strategies) is 
loaded into PLC. The speed reference parameters are changed manually into PLC in 
manual testing. In automated testing, the speed reference parameters are PLC 
computed and follows a setpoint. The PLC prescribes the references to the VFCs via 
a 4-20mA port.  

Doubled dc link capacity can be obtained by parallel connection of both 
VFCs. Further, three different situations are presented: tests with either one VFC 
and one IM, a doubled dc-link capacitance VFC and one IM, or 2 VFCs (dc-link 
interconnected) and 2 IMs. However, only the latter is significantly expanded. 

The speed reference consists of an offset and alternating component (i.e., 
sinusoidal, triangle, etc.). One of the most simple and used speed references is 
presented below: sinusoidal reference. 

 ( )= ± ⋅ ⋅*
speed _reference offPLC DC A sin tω  (4.1) 

Where: *
speed _referencePLC represents the PLC output speed reference given to the 

VFCs, offDC represents the offset speed, A represents the amplitude of the sine 

oscillations, ω represents the pulsation, and t  represents the time. 
In the case of artificial loading of only one IM, the speed reference is given 

to a single VFC. On the other hand, artificial loading method of two IMs driven by 
two dc-link connected VFCs, the speed references have the following form: 

 
( )

( )

*
speed _ref off

*
speed _ref off

VFC1 DC A sin t

VFC2 DC A sin t

ω

ω

= + ⋅ ⋅ 

= − ⋅ ⋅ 

 (4.2) 

Where: * *
speed _ref speed _refVFC1 , VFC2 represents the speed reference given to 

both inverters. 
For simplicity reasons, the dc offset speed references of both VFCs are set 

internally into inverters. Thus equation (4.2) becomes: 

 
( )

( )

*
speed _ref

*
speed _ref

VFC1 A sin t

VFC2 A sin t

ω

ω

= ⋅ ⋅ 

= − ⋅ ⋅ 

 (4.3) 

For the artificial loading of two IMs driven by two VFCs, two different PLC's AOs are 
used. The equation (4.3) is graphically explained in Fig. 4.3. 
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Fig. 4.3 Final VFCs speed references for artificial loading method of two IMs driven by two dc-

connected VFCs 
 

Due to the dynamic regime of the artificial loading method, the IMs phase 
currents read from VFCs have no meaning in terms of IM's loading. To quantify the 
IMs current, the RMS phase currents are determined inside the PLC (based on the 
equation (4.4)) using filtered VFC RMS currents. 
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 
 


  (4.4) 

Where: 
PLCRMSI represents the IM RMS phase current determined inside the PLC 

based on IM RMS phase current read from VFC, 
VFCRMSI represents the IM RMS 

current read from VFC, i ,k are the sums indexes, n represents the number of 
samples used for one PLC RMS current, m  represents samples number in one 

subinterval and n
m

represents the total number of subintervals. Basically, the n,m  

values are empirically chosen in order to obtain a stable PLC RMS current 
( n 1000, m 10= = ). The number of samples used for one PLC RMS current value 
( n ) should be a multiple of the number of samples used in one subinterval (m ). 

The PLC control program runs at 1kHz frequency, which means that each 
1ms, the VFC speed reference and the IMS VFC read current are updated.  
 
 
4.3. Artificial loading control strategies 
 
4.3.1. Preliminary results 
 

As was previously discussed, two situations are presented here:  
a) Artificial loading of one IM driven by one standard VFC 

In this case, the sinusoidal speed reference is given to one single VFC. Even 
though the sinusoidal speed reference consists of 2500 rpm dc offset (set inside the 
VFC) and ±200rpm amplitude at 1.8Hz oscillation frequency (given by the PLC), the 
dc-link voltage variations are extremely high, approaching the maximum permitted 
dc voltage, as can be seen in Fig. 4.4. The instantaneous ac source current is 
presented below the dc voltage. The RMS value of the IM's phase current and the 
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RMS value of the ac source current is given in the graph's legend (Fig. 4.4). Both 
RMS values were computed by the PLC based on the equation (4.4). 

 

 
Fig. 4.4 dc-bus voltage and ac source current for artificial loading with 1IM and 1VFC at 

2500rpm with ±200rpm amplitude and 1.8Hz oscillation frequency – measured 
 

It can be seen that only 21% increase in the IM's phase RMS current 
compared to the IM's RMS idle current (5.3A) can cause dangerous values of dc-link 
voltage. During this experiment, the upper threshold of the VFC dc voltage limit has 
been reached several times, leading to warnings and faults. 

b) Artificial loading of one IM driven by a double dc-link capacitance VFC 
(parallel connection of both dc links) 
Fig. 4.5 presents the results obtained in the same conditions as in Fig. 4.4 

(±200rpm amplitude at 1.8Hz speed reference frequency). 
 

 
Fig. 4.5 dc-bus voltage and ac source current for artificial loading with 1IM and 1VFC (doubled 
dc-link capacitance) at 2500rpm with ±200rpm amplitude and 1.8Hz oscillation frequency – 

measured 
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This way, both VFCs have been connected in parallel by connecting both dc-
links. Even though the experiment was carried out with only one IM driven by only 
one VFC (with doubled dc-link storage capacity).  

With doubled dc-link capacitance, the maximum allowable VFC's dc-link 
voltage limit is easily reached (Fig. 4.6) by increasing the speed reference amplitude 
with ±90 rpm (at the same oscillations frequency of 1.8Hz).  

 

 
Fig. 4.6 dc-bus voltage and ac source current for artificial loading with 1IM and 1VFC (doubled 
dc-link capacitance) at 2500rpm with ±290rpm amplitude and 1.8Hz oscillation frequency – 

measured 
 
 Even so, the IM RMS current can not be compared to the IM RMS-rated 
current. In Fig. 4.7, the zoom area from Fig. 4.6 is presented. The ac source current 
peaks reached 15A. When the IM accelerates, and the value of the dc voltage tends 
to fall below the value of the rectified three-phase voltage value (≈565V) the VFC's 
diode bridge rectifier starts to operate.  
 

 
Fig. 4.7 Details on unfiltered dc-bus voltage variations and ac source current presented in Fig. 

4.6 – measured 
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The findings reported above (a), b)) serve solely to show the VFC's bad 
behavior when only one IM is dynamically loaded. The IM RMS current has reached 
insignificantly compared to the IM RMS-rated current. In both situations, the VFC's 
dc-link voltage has unacceptable variations.  

 
4.3.2. Open-loop control method 
 

The speed reference amplitude and frequency gradually change until the IM 
RMS phase current reaches the desired value in the open-loop control method. The 
major amplitude or frequency sudden changes can cause undesired DC bus over-
voltages so during the open-loop artificial loading, the speed reference parameters 
should be modified slowly. 

As the oscillation speed or amplitude increases, the induction machine RMS 
phase current increases as well, thus, IM's loading increases. 

There are several ways to change the IM RMS current: either by speed 
reference amplitude or speed reference frequency. Fig. 4.8 presents a wide range of 
possibilities to change the IMs loading. During all these tests, the speed dc offset 
was set at 2500rpm inside the VFCs. The VFCs current limit is 130% of IM-rated 
current (about 20.5A).  

The red circled point (500rpm speed reference amplitude and 6Hz speed 
reference frequency) corresponds to the operating point, which was chosen to 
obtaine the IM RMS-rated current with the artificial loading method. In other words, 
almost the same results could be obtained if the test was performed at 400rpm 
speed reference amplitude but 8 Hz speed reference frequency. 

 

 
Fig. 4.8 The IM's RMS current variations in artificial loading conditions at different reference 

amplitude and frequency combinations - measured 
 

To keep as much as possible the rated mechanical losses, the artificial 
loading test should be performed at a dc offset speed as close as possible to the 
rated IM speed (2880rpm). To be able to increase the reference amplitude in a wide 
range and at the same time to keep the mechanical losses as close as possible to 
rated ones, the dc offset operating point was chosen at 2500 rpm.  

At fixed speed reference amplitude, increasing the speed reference 
frequency the IM inertia filters the speed. Fig. 4.9 shows in two situations (100rpm 
and 200rpm amplitude) how the IM RMS phase current is limited above a certain 

BUPT



 Artificial loading control strategies 111

oscillating frequency. With 200rpm amplitude, the IM RMS current is 88% of the IM-
rated current value, while at 100rpm amplitude, the IM RMS value is about 50% of 
the IM-rated current value, even if the reference frequency increases up to 30Hz. 

 

 
Fig. 4.9 2 IM and 2 VFC IM frequency response – measured 

 

4.3.2.1. 1800 phase shift speed reference 
 

The following figures present the artificial loading of two identical induction 
machines without mechanical coupling driven by two identical dc-interconnected 
standard variable frequency converters.  

This method represents the simplest control method of the artificial loading 
test. The speed reference for both VFCs consists of two identical sinusoidal 
references 180 degrees phase-shifted between each other (as presented in Fig. 
4.3). 

In this situation, both VFCs have the dc-link coupled, but each IM is driven 
by one VFC. The PLC gives two 180-degree phase-shifted sinusoidal references at 
each inverter.  

The total capacitance of the parallel connection of both VFCs is 1000uF. 
Each inverter has two series-connected 1000uF capacitors. 

Fig. 4.10 shows, on the one hand, for each IM, the synchronization between 
instantaneous currents and the speed reference given to the VFCs, and on the other 
hand, the time synchronization between both IMs measurements.  

While one IM accelerates, the other decelerates. The speed references are 
given as p.u. values, while the dc offsets speeds are set inside the VFCs. The 
oscillation speed reference is set at 6Hz, while the oscillation amplitude reaches 
500rpm. 
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Fig. 4.10 IM1 two instantaneous currents and speed reference, IM2 two instantaneous currents 

and speed reference – time synchronization - measured 
 
 Fig. 3.11 shows the IMs VFCs unfiltered estimated speed and torque values. 
Here, the measurements are read using the PLC analog input module. The discrete 
shape graph is due to the VFC's AO module update frequency limit. 

Even if the PLC speed reference oscillates between 2000rpm and 3000rpm 
in artificial loading at IM RMS-rated current conditions, the IM inertia filters the real 
speed. However, while motoring and generating, the IM torque reaches the VFC's 
torque limits (160% rated torque while motoring, 120% rated torque while 
generating). 

 

 
Fig. 4.11 VFC AO values of IMs unfiltered torque shaft and speed in artificial loading conditions 

of 2 IMs with 2 VFCs at 2500rpm dc offset, ±500rpm amplitude, and 6Hz frequency – 
measured 
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Fig. 4.12 presents the results obtained from the artificial loading of both IMs 
at the stator RMS-rated current. When one IM accelerates, the other decelerates. 
Thus, the power produced by the decelerating machine goes to the accelerating 
machine through the common dc-bus of the two VFCs. 

From Fig. 4.12 and Fig. 4.13 can be observed that in the artificial loading 
method with 2IMs and two dc bus interconnected VFCs case, no long-term negative 
impact over the dc bus capacitor lifetime is presented. This is due to the fact that 
the dc voltage (even at IM RMS-rated current) varies slightly, falling within 10% of 
the dc voltage-rated value. The power circulation between the IMs can be seen in 
the instantaneous currents in Fig. 3.13, where both dc voltage and dc current are 
presented during the artificial loading test.  

 

 
Fig. 4.12 Instantaneous dc-bus voltage, ac source current, IM1 phase current and IM2 phase 
current for artificial loading with 2IMs and 2VFCs (dc-link interconnected) at 2500rpm with 

±500rpm amplitude and 6Hz oscillation frequency – measured 
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The dc-link current varies with the speed reference frequency. Due to the 
loading principle of two identical IMs,  the dc-link voltage varies two times faster 
than the speed reference frequency. 

Starting from Table 4.1, based on the following equation, the IM (computed) 
losses are ≈1307W. 

 lossesIM 3 V I cosϕ= ⋅ ⋅ ⋅  (4.5) 

Once accelerated, VFC supplies IM only with the power needed to cover 
losses. In artificial loading at IM RMS-rated current conditions, the total power 
absorbed by both VFCs from the ac source is ( )2787.2 W .  

Half of it is equal ( )1VFC _gridP 1393.6 W= and represents the power absorbed by 

one single VFC from the grid. At the same time, the measured power consumed by 
the IM in the same conditions is ( )IM _measuredP 1304.8 W=  (very similar compared 

to the IM plate computed losses presented above ( )I M _plate _computedP 1307 W= ). 

Thus, the losses of a VFC are:  

 VFC _losses 1VFC _grid IM _measuredP P P 88.8W= − =  (4.6) 

The voltage and current harmonics investigation is treated in chapter 3.3.4, 
where more details about frequency spectrum and current circulation are presented. 

 

 
Fig. 4.13 dc voltage and dc current for artificial loading with 2IMs and 2VFCs (dc-link 
interconnected) at 2500rpm with ±500rpm amplitude and 6Hz oscillation frequency - 

measured 
 
4.3.2.2. Variable phase shift speed reference 
 
 Besides sinusoidal speed reference, next, the artificial loading method was 
tested with phase-shifted speed reference. The reason for this approach was based 
on studying the possible side effects of the unsynchronized operation of both 
machines in terms of dc-link voltages. To validate this assumption, in Fig. 4.14 are 
presented the phase-shifted references, the dc-buss voltages, and the IM speed. 
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 This type of artificial loading referencing requires two different AO ports of 
PLC. Basically, the phase-shifted sine wave speed reference represents a control 
topology of the two IMs, in which at each cycle, the IM which starts to accelerate 
always has a delayed start (with t∆ (s)) compared to the IM which starts to 
decelerate (PLC software on Appendix 5). Thus, changing the t∆ , it was studied if 
the ac-source current was minimized in a context of an IM acceleration with a 
precharged dc-buss. The PLC performs the phase shift between both references. 
Due to the relatively low frequency of the PLC program cycle (1kHz), the minimum 
possible phase shift between the references is 1 ms. However, the time phase shift 
can be converted into a degree phase shift with the following equation: 

 o
nbsPhase _shift 360 f cp ct  = ⋅ ⋅ ⋅

  
 (4.7) 

Where: f represents the oscillating speed wave frequency and nbscp ct⋅ represent 

PLC parameters which represent the total number of cyclic programs (ct ms) uses 
for shifting and the duration of a program cycle. The phase-shifted test starts with 
no phase-shifting between the references. Then, after the reference amplitude and 
frequency were set, the acceleration stage for each IM is gradually delayed 
according to t∆ . Based on (4.7) for a delay corresponding to 15 PLC cyclic 

programs (of 1ms each) and a 6Hz frequency, the time delay represents ( )32.4 ms . 

 

 
Fig. 4.14 Shifted sine speed reference, dc voltage, and IM real speed for artificial loading of 
2IMs and 2VFCs at 2500rpm with ±500rpm amplitude and 6Hz oscillation frequency for IM 

RMS current value of 14.25(A) – measured  
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That means that, at every speed reference cycle, the motor starts to 
accelerate delayed with 32.4ms after the generator starts to break. This ensures 
more power injected into the dc-buss, available for the motor to accelerate. The 
above-presented results present the maximum speed reference parameters and 
phase shift delay in terms of maximum allowable dc-bus voltage. However, it was 
experimentally concluded that over a certain phase shift value, the IM RMS current 
value decreased while the dc-buss voltage reached undesirable values. 

 
4.3.2.3. Triangle phase shift speed reference 
  

From Fig. 4.15, the dc-buss voltage, the IM speed, and the ac-source 
current in a triangle-shaped speed reference are presented. 

 

 
Fig. 4.15 Triangle speed reference, dc voltage, real IM real speed and ac source current for IM 

RMS value of 15.8(A)  
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In an attempt to limit the ac-source current spikes, and to reduce the dc-
buss voltage ripples during the IM artificial loading, the triangle speed reference 
control method is presented above. 

The triangle-shaped speed reference consists (similar to the sinusoidal 
reference) of an amplitude and a frequency (PLC software given in Appendix 6). 
Even if the dc voltage has small variations, the ac source current still has high 
peaks. Compared with phase-shift results, where the maximum IM RMS current was 
limited at about 92% of IM-rated current, in this case, the IM loading was 
performed slightly over the IM RMS current (up to IM103% Irms≈ ⋅ ). 

In both figures (Fig. 4.14 and Fig. 4.15), the IM speeds read from the VFCs, 
are unsynchronized with the values read from the oscilloscope (i.e., ac source 
currents and dc voltages). 

 
4.3.3. The closed-loop control method 

 
The here-presented closed-loop control method was carried out to smoothly 

modify the speed reference parameters (amplitude and frequency) up to the 
prescribed value. Here, the PI regulators slowly modify the process values, 
compared to the open-loop control method, where the parameters were discretely 
manually changed. The following three equations describe the PLC implementation 
of the PI regulator: 

 ( )
( )

( )
( )

* *
ref VFC ref VFC

n n 1
c.v. I I T I I T

−

   = − ⋅ + − ⋅      
 (4.8) 

 lim

lim

H
1 pL

y c.v. k= ⋅  (4.9) 

 ( )
( )

( )
( )

lim lim

lim lim

H H
2 i iL L

n n 1

y sin c.v. k T c.v. k T
−

 
       = ⋅ ⋅ + ⋅ ⋅              
 

 (4.10) 

 

 ref 1 1 2

ref 2 1 2

VFC y y

VFC y y

= ⋅ 


= ⋅ 
 (4.11) 

Where: *
refI represents the prescribed IM RMS current, VFCI represents the IM RMS 

current read from VFC (computed inside the PLC base on (4.4)), T represents the 
PLC cyclic program time, 1 2c.v ,y ,y represent intermediate variables, n,n 1−  

represent the "n" and "n-1" time moment, p ik ,k represent the PI regulator 

parameters and lim limH ,L represent the high and low limit necessary for variables 

limitation. T is set to the PLC minimum cyclic time (1 ms). The high and low limits 
are used to limit the reference amplitude and frequency to a certain value.  
The sin argument range limitation is also performed in order to avoid the PLC stack 
overflow.  

In Fig. 4.16, three different situations of closed-loop operation are 
presented. The tests were recorded from the no-load current (at idle speed 
(2500rpm)) until the IM RMS read current reached the prescribed value. The RMS 
current slope can be modified accordingly to the PI controller parameters.  
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Fig. 4.16 IM RMS current variation in closed-loop control in artificial loading of 2 IMs and 2 VFC 

conditions – measured 
 
 With a closed-loop artificial loading method, an IMs accelerating-loading-
decelerating mechanized procedure can be defined. 
 
4.3.3.1. Automated testing 
 

This automatic procedure's main role is limiting both IMs phase currents, 
and ac source absorbed current in well-defined limits. 

Fig. 4.17 shows an automatic acceleration/deceleration procedure of both 
IMs. The test was performed on 150 seconds time period. The IM's speed and 
current were read with the PLC.  

Sectors 1,2,4,5 represent the accelerating process of both machines. In 
order to limit the current, each IM starts separately to the dc offset speed (this 
case, 2500rpm). After the first IM started (sector 1), the second IM started as well 
(sector 2). In sector 3, the closed-loop artificial loading procedure takes place (i.e. 
the thermal test presented in Fig. 4.17). In an on-site test operation, this time 
period could take minutes, hours, or even days, depending on the IM power and test 
purpose. 

 

 
Fig. 4.17 IMs speed and IMs RMS current profile in the closed-loop control method for 0-

2500rpm – measured 
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After artificial loading, in sectors 4 and 5 both IMs decelerate at a time, 
maintaining the current limits. Each acceleration and deceleration sector lasts 30 
seconds, with a 15-second steady-state pause in between. During the start-up 
process, the IMs RMS currents (PLC computed) represent only 40% of the rated IM 
current. While one IM accelerates or decelerates, the other is only magnetized by 
the drive. Depending on the application type, the magnetization current limits can 
be set inside the VFC. Fig. 4.18 presents each sector's ac source current envelope 
during the closed-loop automated acceleration and deceleration process. 

 

 
Fig. 4.18 ac source current envelope during the closed-loop control method for 0-2500rpm – 

measured 
 
4.3.3.2. Thermal testing 
 

The thermal test, presented in Fig. 4.19, represents the practical 
applicability of the closed-loop automatized start-loading-stop procedure. 

 

 
Fig. 4.19 IM temperature (measured in the lifting hook) and the IM RMS current at 2500rpm 

with ±500rpm amplitude and 6Hz oscillation frequency 
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Twin inverter feed artificial loading of two induction machines can be used to 
thermal test two IMs simultaneously.  

In the previous test, presented in Fig. 4.19, both induction machines were 
artificially loaded at 0.98 p.u. RMS-rated current, using a sinusoidal speed reference 
at 2500rpm dc offset with +-500rpm amplitude at 5.8Hz oscillation frequency. The 
test was performed in 110 minutes. The temperature was measured with a PT100 
sensor inserted into the lifting hook (with thermally conductive paste) using an 
additional PLC module (RTD module). The temperature was read once every 10 
seconds. During the test, the IM housing temperature rose from ambient 
temperature (23degree) to a stabilized temperature of 55.5degree. After the IM 
stopped (without cooling), the final IM housing temperature reached 63.8degree. 

 
4.3.4. Current harmonics investigation 
 

Next, several measurements were performed and analyzed by Fast Fourier 
Transform (FFT) to determine the frequency spectrum. The artificial loading 
conditions were the same for all measurements, for IMs rated phase current value 
(2500rpm 6Hz and ±500rpm). 

In Fig. 4.20, the dc-link voltage and the frequency spectral analysis is 
presented. The 12 Hz harmonic represents twice of artificial loading frequency (both 
IMs accelerate/decelerate twice a period). The 300Hz, 600Hz, and 900Hz harmonics 
are due to the diode bridge rectifier effect.  

 

 
Fig. 4.20 dc-link voltage and and FFT analysis for 2500rpm dc speed offset, 6Hz oscillation 

frequency and ± 500rpm amplitude – measurements 
 
 During the artificial loading, the power flows from one IM to another via the 
dc-link. The current measured between the inverters Idc-link (see Fig. 4.1 - the 
current which flows through F1) and the frequency spectral analysis is presented in 
Fig. 4.21. Here the speed reference oscillation frequency (6Hz) can be observed as a 
predominant harmonic. The Idc-link RMS value (Irmsdc-link=13.82(A) represents about 
89% of IMs rated RMS current value (15.4(A)), which means that the rest of the 
power is obtained from the grid. 
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Fig. 4.21 dc-link current and and FFT analysis for 2500rpm dc speed offset, 6Hz oscillation 

frequency and ± 500rpm amplitude – measurements 
 

In Fig. 4.22, the voltage between the IMs frames was measured. 
 

 
Fig. 4.22 voltage measured between IM's stator winding nulls and FFT analysis for 2500rpm dc 

speed offset, 6Hz oscillation frequency and ± 500rpm amplitude – measurements 
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Besides the 5kHz VFC switching frequency (Fig. 4.22 b)), the 144Hz (Fig. 
4.22 c)) represents the dominant harmonic. 12Hz uniformed distributed less 
significant harmonics are presented. 

Fig. 4.23 presents the voltage measured between the IM's frames and 
consists of the same voltage spectrum as the voltage measured between IMs' nulls.  

 

 
Fig. 4.23 Voltage measured between IM's frames and FFT analysis for 2500rpm dc speed 

offset, 6Hz oscillation frequency, and ± 500rpm amplitude – measurements 
 

With IM grounding (a common connection between IM frames) there is an 
insignificant current circulation between induction machines caused by the VFC 
chopping frequency. This amount of current and the spectral analysis is presented in 
Fig. 4.24. 
 

 
Fig. 4.24 Current measured between IM's frames (with grounding) and FFT analysis for 

2500rpm dc speed offset, 6Hz oscillation frequency and ± 500rpm amplitude – measurements 
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In Fig. 4.25, the 50Hz frequency, the 250Hz (5th harmonic), and the 350Hz 
frequency (7th harmonic) are dominant. All these harmonics have uniformly 
distributed less significant harmonics. 

The 2500rpm speed reference dc speed offset represents the 42Hz 
frequency. Without a common null connection, the triplen harmonics do not exist. 

 

 
Fig. 4.25 ac source current and FFT analysis for 2500rpm dc speed offset, 6Hz oscillation 

frequency and ± 500rpm amplitude – measurements 
 

In Fig. 4.26, the IM phase current was investigated. It can be observed that 
the IM was slightly virtually overloaded (the RMS phase current is 15.82(A)). Over 
the 66Hz, there are NO significant harmonics. In the zoomed area, the most 
significant harmonic (120Hz) represents less than 0.01% of the 42Hz component. 

 

 
Fig. 4.26 IM phase current and FFT analysis for 2500rpm dc speed offset, 6Hz oscillation 

frequency and ± 500rpm amplitude – measurements 
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The ac source current is varying with double the speed reference oscillation 
(6Hz). The high current peak values presented in it are due to the simultaneous IM 
loss variations. During the acceleration, both IMs have significant losses. At the 
same time, during the zero-acceleration zones - for sinusoidal speed reference (see 
Fig. 4.10) the IM's absorbed currents are notably smaller, leading to smaller losses. 

As previously explained in here presented artificial loading method, the 
power flows from one IM to another via the dc-bus. Only the losses are fed from the 
ac-source. This way, the IMs overall loos variation causes the high peaks of the ac 
source current. 

An asymmetric 2x3 phase winding IM can be used as an additional solution 
to represent the IM virtual loading without mechanical coupling. The 3rd, 6th, or 
homopolar current components cannot exist because both IMs have a star 
connection [180]. On the other hand, improved results in terms of current 
harmonics minimization can be achieved in non-commercial inverters by applying 
PWM synchronization techniques [181], [182]. 

Fig. 3.27 shows all three phase currents for one IM during the rated artificial 
loading test. The graph is presented for two complete periods of 6Hz. It can be 
observed that the sum of all three currents is characterized by a dc offset value less 
than 0.5A, a value that can be considered within the acceptable limits of 
measurement errors. This way, it can be noticed that no notable circulating currents 
are presented. 

 

 
Fig. 4.27 IM’s instantaneous phase currents and current sum for 2500rpm dc speed offset, 6Hz 

oscillation frequency and ± 500rpm amplitude – measurements 
 
 

4.4. Simulations 
 
All simulated tests were performed in Matlab&Simulink environment.  
Two different simulations were performed to validate the method's 

applicability by studying the induction machine's losses and the test influences on 
the ac source current: 

- simulation with one IM driven by one VFC, mechanically loaded at rated 
current. 
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- simulation and measurements when two induction machines driven by two 
variable frequency inverters are artificially loaded at rated current. 

The results are compared regarding ac source current effects and power loss 
validation. 

 
4.4.1. Artificial loading influences on ac source current 

 
To correlate the real measurements obtained from the experiment with 

those obtaine from simulations for artificial loading conditions, simulations at rated 
loads are required.  

The artificial loading test impact over the ac source current is investigated 
using the following Simulink diagram.  

In Fig. 4.28, the artificial loading impact over the ac source current is 
investigated. The diagram contains a simplified ac source consisting of a three-
phase sinusoidal voltage source, equivalent inductances, and the three-phase diode 
bridge rectifier (D1, D2, D3, D4, D5, D6). The L1, L2, and L3 are the equivalent grid 
and VFCs' inductances. The total VFCs dc-link capacitance is represented by the C. 
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Fig. 4.28 ac source current investigation in artificial loading condition – Simulink 

implementation 
 

Because only the grid current is investigated at this stage, the induction 
machines  (IM1, IM2) and the variable frequency converters (VFC1, VFC2) are 
special equipment from the Simulink library. Their parameters are set according to 
Table 4.1.  
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Both IMs are speed controlled by the drives. The speed reference and the 
PWM commands are set into Speed ref and SVPWM blocks (Fig. 4.29) 
 

 
Fig. 4.29 Speed ref and SVPWM blocks explanation (see Fig. 4.28) 

 
With Load Torque blocks, the IM shaft loading torque is set. 
Fig. 4.30 and Fig. 4.31 present the diode bridge rectifier current for both 

real experiments (Measured) and simulation for 2 IMs running at rated speed 
without shaft loading and for 2 IMs artificially loaded at rated current.  

Due to the principle of operation, the IMs used for the artificial loading 
method assumes a time-variable power loss. Without considering the variable 
frequency inverter losses, the average total losses are given by twice IM efficiency.  

This way, during the artificial loading test, the IM's instantaneous losses 
vary heavily. 

 

 
Fig. 4.30 ac source current for two induction machines in no-load and rated speed conditions – 

real measurements and simulations 
 

As explained in the previous subchapter, during the sine speed reference, 
the IM losses vary widely due to the unconstant IM stator current.  

As it can be observed from previous graphs, the instantaneous modulated 
peak ac source currents can reach double the IM-rated RMS current. Even so, for 
rated current artificial loading conditions, the peak value of ac source current is 
twice smaller as the ac source current peak value obtained for IM-rated shaft 
loading.  
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The ac source current is limited only by the grid inductances. In many 
cases, these are very small. 

 

 
Fig. 4.31 ac source current for two induction machines in artificial loading conditions – real 

measurements and simulations 
 

The RMS value of the ac source current can be computed as presented in 
(4.12): 

 
ac _ source

IM p
IM VFC

RMS
n

1
2 P k 1

I
3 V

η η

 
⋅ ⋅ ⋅ −  ⋅ =

⋅
 (4.12) 

Where: 
ac _ sourceRMSI represents the RMS value of the ac source current, the I MP  

represents the induction machine power, which in this formula is taken into account 
doubled, IMη and VFCη are the IM's and VFC's efficiency, the nV  represents line 

rated voltage and pk is a dimensionless factor which refers to the uneven power 

losses variation during the artificial loading test:  

p

1 mechanically coupled IMs

k 2
1 2 not mechanically coupled IMs

3

 −
 

=  
+ ≤ − 

 

 

 
4.4.2. Power loss validation 

 
Considering that experimental shaft-rated loading is not a solution, 

correlations between simulation are required: first, a relation between artificial 
loading experiment and simulation needs to be done; second, the shaft loading 
simulation need to be correlated with artificial loading simulation. 

This way, the rated shaft loading simulation of one IM can be tied up by one 
real IM artificial loading (here, presented method). 
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In Fig. 4.32, the Simulink block diagram for power loss validation in artificial 
loading conditions is presented. Compared to the previous Simulink diagram (Fig. 
3.28), the power losses "inside" the induction machines and variable frequency 
converters are investigated in this case. The ac source (three-phase voltage source 
and the diode bridge rectifier) is neglected, considering an ideal rectifier (Ideal Vdc 
block). 

Both IMs are speed controlled, so the simulation is performed by prescribing 
the speed reference (block Ref. sin.). Like real artificial loading experiments, the 
speed dc offset is set at 2500rpm, with an ±500rpm and 6Hz oscillation frequency. 

The torque reference obtained after the speed and torque regulator block is 
given to the VFC Control blocks. Reference sinusoidal voltages alpha and beta 
(obtained from VFC control) and the actual value of the dc-link voltage are given to 
the SVM blocks. Here, space vector modulation is performed, so both induction 
machines are fed with a three-phase voltage system in αβγ reference frame. 

 

 
Fig. 4.32 Simulink implementation of artificial loading with two IMs and two VFCs 

 
VFC Control block equations are described below: 

Considering a flux weakening of *
rΨ : 
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Where: IM b fw, ,ω ω ω represent the IM's rotor speed, the IM's base speed, and the 

speed after the flux weakening, *
rΨ represents the value of the flux weakening after 

the base speed, bn represents the base speed in rpm, abc dqI , I , Iαβ represent the 

,abc,dqαβ reference frame, *
dqI represents the dq reference current in dq frame, 

m r rL ,L ,T are the IM's magnetization and rotor inductances and the rotor time 

constant, ( )H s represents a transfer function used for dI determination, 

*T represents the torque reference obtaine from Speed and torque regulator block, 

p is the number of pole pairs, *
2ω .represents the reference rotor speed, θ  is the 

rotor angle, *
dqV represents the dq reference voltage in dq frame, Vαβ represents the 

αβ  reference voltage prescribed to the Induction Machine. 

From Motion equation blocks, the IMs speed ( )ω  is calculated based on IM's 

inertia and friction coefficient. With IMs currents and voltages and the resulting dc 
voltage, the induction machine power and the dc current are computed in IM1 dc 
power and IM2 dc power blocks. Both VFC powers and the ac source power are 
mixed in the DCVI block, where the dynamic effect of both inverters is addressed. 
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More than that, the dc link capacitance (C) and the total inductances (L) are 
considered in this block. 

 
Fig. 4.33 Speed and torque regulator block 

 
The real dc voltage value used for space vector modulation is obtained in 

the DCVI block from the ac source current and dc currents (from VFCs) and the total 
capacitance value. The ac source currents are also obtained from the DCVI block 
using the difference between the real voltage and the ideal one and the total value 
of the inductances. 

The artificial loading results obtained during simulations are presented in 
Fig. 4.34. Here, the real dc voltage and both IMs phase currents are presented.  

 

 
Fig. 4.34 dc voltage and IM's instantaneous phase currents for artificial loading at 2500rpm dc 

speed offset, 6Hz oscillation frequency and ± 500rpm amplitude – simulations 
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The induction machine model used in this simulation is based on the same 
equations set presented in the chapter (Chapter 3). 

The real voltage and the ac source current from the DCVI block are obtained 
accordingly to the next equations: 

 ( )dc _real ac _ source dc1 dc2
1

V I I I dt
C

= ⋅ − − ⋅  (4.23) 

 ( )ac _source dc _real dc _ideal
1

I V V dt
L

= ⋅ − ⋅  (4.24) 

Where: dc _real dc _ idealV ,V represents the real voltage obtained based on VFCs 

loading and the ideal dc voltage C ,L represent the total dc-link capacitance and the 

total inductances, ac _source dc1 dc2I , I , I represents the ac source current and the 

VFCs dc currents. 
The IM's losses (both the instantaneous ones and their average) both in the 

case of artificial loading and in the case of rated shaft torque loading at constant 
speed are presented in Fig. 4.35 and Fig. 4.36. The loss equivalation can be 
observed from the sum of all losses presented in the image's description. It can be 
observed that the artificial loading method can be used as an acceptable method for 
IM's loss equivalation. 

 

 
Fig. 4.35 Instantaneous and average values of copper losses, mechanical losses, and iron 
losses for one IM for artificial loading at rated current at 2500rpm dc speed offset, 6Hz 

oscillation frequency, and ±500rpm amplitude – simulations. Total median 

losses= ( )1228.4 W  

 
The next simulation was run at the rated current. The ac current represents 

the input current of the diode bridge rectifier.  
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Fig. 4.36 Instantaneous and average values of copper losses, mechanical losses, and iron 

losses for one IM for shaft loading at rated power – simulations. Total median 

losses= ( )1432.1 W  

 
Indirectly, this represents the power losses of the two IMs and their VFCs. 

For simplicity, only the VFC losses are neglected in simulations  
In Fig. 4.37, it can be seen that at ±600rpm, regardless of speed offset, the 

peak-to-peak power of the dc is about 4kW. 
 

 
Fig. 4.37 Peak-to-peak dc power oscillations for two different speed offsets: 2000rpm and 

2500rpm – simulations. 
 
4.5. IM torque estimation for artificial loading method 

 
In the following, the induction machine torque is online estimated for 

artificial loading conditions using variable frequencies converter's terminals voltages 
and currents. 

The VFC's switching frequency is 5kHz. For the three-phase VFC output 
voltages, a low-pass first-order RC filter is used (with 16kHz cutoff frequency), while 
the phase currents are filtered by the machine.  
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The torque estimations are based on the estimators presented in Chapter 3 
(more details can be found there). 

 

 
Fig. 4.38 Dynamic mode computation method for online torque estimation 

 
 Based on this estimator, the results obtained online during the artificial 
loading test of both induction machines are presented below. Compared to Fig. 4.35 
and Fig. 4.36, where the losses obtained in the simulation are shown (artificial 
loading Fig. 4.35 and shaft loading Fig. 4.36), Fig. 4.39 presents momentary and 
mean values of losses obtained online in real-time on cRIO platform during the 
artificial loading test at rated phase current. 
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Fig. 4.39 Instantaneous and average values of copper losses, mechanical losses, and iron 
losses for one IM for artificial loading at rated current at 2500rpm dc speed offset, 6Hz 

oscillation frequency, and ±500rpm amplitude – online experiments. Total median 

losses= ( )1362.3 W  

 
 As can be observed from Fig. 4.35, Fig. 4.36, and Fig. 4.39, the sum of the 
losses (Pco1, Pco2, Pir, Pmech) online estimated in real-time are included between 
those obtaine from artificial loading simulation and shaft loading simulation. 
 It has to be noticed that, compared to online experiments, where the torque 
estimator runs in real-time on cRIO platform, and the measured voltage represents 
the 5kHz frequency modulated voltages, in simulations, the IM alpha-beta supply 
voltages are obtained from an ideal inverter where the output voltages are not 
modulated.  

Based on the dynamic torque estimator model, this leads to a fuzzy iron 
losses estimation. The iron losses presented in Fig. 4.39 are obtained using alpha-
beta 0.5kHz filtered voltages.  
 In the following figures are presented fairly acceptable comparisons between 
the losses obtaine in simulation for artificial loading at rated current at 2500rpm dc 
speed offset, 6Hz oscillation frequency, and ±500rpm amplitude.  

The results presented here (without time synchronization) can represent an 
acceptable validation between the simulation model and the online estimator. 

In Fig. 4.40 and Fig. 4.41 are presented the rotor and stator copper losses 
for online experiments and simulations. 
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Fig. 4.40 Stator losses for online experiments and simulations for artificial loading at rated 

current at 2500rpm dc speed offset, 6Hz oscillation frequency, and ±500rpm amplitude 
 

 
Fig. 4.41 Rotor losses for online experiments and simulations for artificial loading at rated 
current at 2500rpm dc speed offset, 6Hz oscillation frequency, and ±500rpm amplitude 

 
 Both simulated and online experimental results for stator and rotor copper 
losses follow the same path.  

The oscillating frequency is double the speed reference because the machine 
losses occurred both during the acceleration and deceleration period. 
 

 
Fig. 4.42 Iron losses for online experiments (with filtered voltages) and simulations for artificial 
loading at rated current at 2500rpm dc speed offset, 6Hz oscillation frequency, and ±500rpm 

amplitude 
 

Fig. 4.42 and Fig. 4.43 represent the iron and mechanical losses. The 
differences between the mechanical losses are caused by the online estimated 
speed, which varies more than the simulated one. 
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Fig. 4.43 Mechanical losses for online experiments and simulations for artificial loading at rated 

current at 2500rpm dc speed offset, 6Hz oscillation frequency, and ±500rpm amplitude 
 

Although Chapter 3 has demonstrated that the direct computation method 
represented a reduced complexity with a good performance solution for IM torque 
estimation, the modulated VFC's terminal voltages used in this subchapter for 
torque estimation can not be used by the direct computation method. In this 
situation, the direct method produces unacceptable results. 

Without time synchronization and no filtering in Fig. 3.44 are presented the 
electromagnetic torque obtained from the dynamic computation method (online 
experiment), from the Luenberger observer (online experiment), from simulation, 
and real VFC's estimated torque read from the analog output port.  

 

 
Fig. 4.44 Comparison between the electromagnetic torques obtained from online experimental 
dynamic mode computation method, online experimental Luenberger observer, simulation and 

real torque estimated read from VFC's analog output. 
 
 
4.6. Conclusion 
  

This chapter presents an induction machine artificial loading method in 
detail. Only industrial/commercial equipment and standardized communication 
protocols are used for this artificial loading method, where two induction machines 
without mechanical coupling are tested at rated phase currents. When one IM 
accelerates, the other one decelerates. The power flows from one IM to another via 
the common VFCs dc-link.  

For ac-source current limitation, different speed references were 
investigated: 180-degree phase-shifted - where both references were fixed-time 
shifted, variable phase shift - where the IM in motor mode was delayed from 
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accelerating, and triangle reference - where the IM was forced to change faster the 
operating regime. 

As it was experimentally demonstrated, no circulating current (between the 
motors via VFCs) does not contain 3k (k=0,1,2,..) harmonics. 

More than this, an acceptable Matlab&Simulink simulation is presented, 
which deals with the artificial loading and shaft loading losses correlation. 

Finally, induction machine torque and loss estimation are given for online 
experiments. 
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5. Active torque pulsation reduction in 

position-dependent loads 
 
 
Abstract 
 

For position-dependent loads with pulsating torques, torque pulsation 
reduction can be achieved in several ways. Passive conventional methods (such as 
shaft-mounted flywheels) represent a relatively simple method that involves 
oversizing the shaft/coupling. 

In this chapter, an active loading torque pulsation reduction method based 
on induction machine electromagnetic torque information is presented, both in 
simulation and experiment. It has to be stated that besides inertia moment, no 
mechanical parameters (such as coupling backlash or shaft stiffness) are required.  

 
 

5.1. Introduction 
 
5.1.1. Vibration control and active torque pulsation reduction - 

overview 
 

The active vibration control (AVC) technique is represented by the use of an 
external force added into the system, in the opposite manner to the disruptive force 
(the source of the main vibrations), to reduce partially/totally the unwanted effect of 
vibrations. 

The additionally superimposed force is added to the primary force, leading 
to vibration minimization. Thus, the effects caused by the loading force are reduced. 
In many cases, the vibrations are only spread and absorbed by a more elastic part 
of the system.The need for the AVC technique comes from the need for either safety 
or comfort. Preponderentely for modern industries, the AVC technique is worldwide 
spread and used. For example, in recent years, the piezoelectric material (FGPM) 
[183], [184] and sensors have found an important place for active vibration 
reduction both in aeronautics/spacecraft [185] and construction [186]. 

Another modern AVC applicability can be found in robot applications, where 
vibration-free positioning plays a key role in increased accuracy [187], [188], [189].  

As a particularity, in headphones, active noise canceling (ANC), which is -
more or less - based on the same principle as AVC, has been adopted by all the 
major vendors. In this case, active noise canceling (ANC) is pretty similar to AVC 
because, in this case, the additional force added into the system is replaced by the 
sound/noise (which should be eliminated) measured outside the headphones and 
then is reconstructed inside the headphones to eliminate the unwanted distracting 
background noise [190], [191], [192].  

Another active noise cancelation technology is increasingly used nowadays 
in the automotive industry, where the road noise inside the compartment is reduced 
by about 5dB [193], [194], [195], [196], [197]. 
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In rotary electrical machines, more aspects can be distinguished, depending 
on the type of torque pulsation source:  

- for example, reduced torque ripples (pulsations) caused by the 3rd-order 
space harmonic in IM can be achieved by voltage regulation (as presented in [198]). 

- a different approach for torque pulsation reduction can be found for 
electrical machines with high anisotropy and permanent magnets (PM). For 
example, in [199], the authors provide two configurations of flux barriers in 
PMASynchRM for lower torque pulsation. Another application for torque pulsations 
minimization in spoke-type PM machines can be achieved, as the author presents in 
[81], depending on the auxiliary salient poles' position. 

- the load type represents another source of torque ripples. The mechanical 
pulsating/vibrations appear in the system as an effect of the load opperation. 

In this last category, more work was carried out in recent years related to 
reducing the unfavorable/undesired effects of the pulsating loads. 

One of the simplest methods for torque pulsation reduction in 
electromechanical systems with rotating electric machines is represented by the use 
of passive mechanical methods: flywheels [200]. Based on the configuration, the 
high inertia of the flywheel is used as a "mechanical filter" for the torque pulsations. 

Similarly, with passive vibration reduction methods, centrifugal pendulum 
vibration absorbers (CPVAs) can also be used, which are designed to reduce only 
one vibration order torsional fluctuations for rotating shafts. For example, in [201], 
a centrifugal double pendulum vibration absorber is proposed and analyzed. 

Increased performances can be achieved in the case of active online control 
to minimize the torque pulsations. This method, also called the active torque 
pulsation reduction method (ATPRM), can be easily implemented in inverter-fed 
applications where the electrical machine is driven by variable frequency converters 
(VFC). 

For example, in the automotive industry, the internal combustion engine 
(ICE) torque ripple is reduced with an integrated starter alternator [202], based on 
an online torque observer and an indirect field-oriented induction machine control 

Active torque cancelation for low cylinder count engines using a PMSM and 
its control strategy is also presented in [203]. 

Several such methods are presented in the literature, with different control 
schemes and modulating techniques. In [204], a sensorless FOC control in the 
inverter-fed electrical machine for large-scale compressors applications is presented. 
More than that, a rotor flux field oriented control (RFOC) modulation technique used 
in a proportional-resonant (PR) controller for railway torsional vibration control for 
inverter-fed electric machines is presented in [205]. 

In [206], the author presents how the inverter's pulsating torque (caused by 
the modulation) is propagated to the motor shaft. It is analytically presented that 
the modulating frequency is more important for the shaft failure than the pulsating 
torque magnitude. 

Another type of loading torque in electromechanical rotary systems is the 
position-dependent loads (piston-based with crankshaft applications). Compared to 
the unpredictable and relatively slow in time-varying loads (such as fan, conveyor 
belts, chopper, rock breaker, etc.), these position-dependent load requires a higher 
response frequency than standard AVC. 

The torque pulsation reduction method presented in this chapter is based on 
position-dependent loading torques driven by grid-connected induction machines 
(GCIM). 
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In the case of position-dependent loading torques in which the loads 
repetitively vary depending on mechanical position, a specific control theory can be 
applied successfully based on the load's repetitive character. The repetitive control 
(RC) theory, first introduced by Inoue ([207], [86]), represents a feasible control 
strategy for active torque pulsation reduction. In recent  

With applicability from the last century to the present, repetitive control 
could be applied in various applications, such as PMSM (torque ripple) and IM 
(fluctuated loading torque) control ([208], [209]). 

 
5.1.2. Proposed solution 

 
This chapter deals with the torque pulsation reduction methods for position-

dependent loads (such as reciprocating compressors) driven by grid-connected 
induction machines. Compared to the literature presented solutions, the here-
presented method is based on an auxiliary motor driven by a VFC, mounted on the 
same shaft as the load (Fig. 5.1). Moreover, the here-presented torque pulsation 
reduction method implies a relatively simple control technique compared to the 
repetitive control (as given in references). As the main difference, the solution is 
presented as a mechanical parameters-free solution, where only the moment of 
inertia is required for active torque pulsation damping. 

The grid-connected induction machine operation is online and monitored by 
a high-speed data acquisition and process unit (National Instruments cRIO chassis). 
The electromagnetic torque and speed are calculated based on three voltages and 
three currents. It has to be specified that for real on-site applications, the 
loading torque is an unknown variable. 

Based on the estimated torque and system position, the cRIO platform 
calculates and prescribes the torque reference used to the auxiliary induction 
machine's variable frequency converter to actively reduce the torque pulsations.  
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Fig. 5.1 Basic schematic diagram of the proposed operating principle 

 
 
5.2. Setup configuration 
 
5.2.1. General schematic diagram 
 

The experimental setup (Fig. 5.2) consists of 3 induction machines 
connected on the same shaft. The loading machine - which produces the position-
dependent variable loading torque - is a four-pole pair, 30kW induction machine 
driven by a 25kVA power frequency converter. A 3 pole pair, 11kW, grid-connected 
induction machine drives the load. 
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On the same shaft (on the load machine side) a new 2 pole pair, 15kW 
auxiliary induction machine (compensating machine) driven by a 16kVA variable 
frequency converter, is added.  

One quadrature incremental encoder measures the system speed based. 
Both variable frequency converters (for the loading and the auxiliary machine) use 
the encoder speed as the more-accurate feedback speed. It has to be stated that all 
the variable frequency converters, equipment, and communications, respect 
industrial standards (no supplementary changes have been made to the inverters' 
control strategies).  

Further, in this chapter, the results obtained both for elastic and rigid 
couplings are presented. 

The loading machine emulates crankshaft-based equipment with position-
dependent loading torque. 

The system speed is given by the grid-connected induction machine 
(synchronous speed 1000rpm). Both the loading machine (the emulated 
compressor) and the auxiliary machine are torque controlled based on the direct 
torque control (DTC) method.  

While the three-pole pair grid-connected induction machine gives the 
system speed, the sinusoidal torque reference has (theoretically) 16.6Hz frequency. 
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Fig. 5.2 Setup schematic diagram 
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The torque reference is given digitally via industrial protocols: the emulated 
load machine's converter receives the torque reference via Profibus. In contrast, the 
auxiliary machine receives the torque reference via Modbus TCP/IP. 

A standard industrial programmable controller (PLC), online calculates the 
position-dependent torque reference (based on (5.1)) for the emulated loading 
machine. The PLC unit also reads the speed via Profibus.  

For online GCIM speed and torque estimation and torque reference 
generation, a cRIO-9068 chassis with two analog input modules (NI9215) and one 
5VTTL signal module (NI9401) is used. The cRIO platform reads three voltages, 
three currents, and the system speed. 

The effects of applying the here presented active torque pulsation reduction 
method are also investigated from the vibration point of view. 5 accelerometer 
sensors are used to monitor the vibration spectrum. 

For this demonstration, the loading torque profile (the reference given to the 
Pulsating Load) consists of a sinusoidal component overlapped with a dc component.  

The equation (5.1) shows how the torque reference for emulating load is 
calculated inside the PLC. 

 ( )= + ⋅*
ELT dc A sin tω  (5.1) 

where: *
ELT represents the torque reference given to the emulated loading machine, 

dc  and A  represent the dc and amplitude component of the torque reference 
ω represents the pulsation which depends on the system position (read from the 
encoder via Profibus) and t represents the time. In Fig. 5.3 the testing bench is 
presented, where all the equipment can be seen. 

 

 
Fig. 5.3 Testing banch 
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5.3. System and control method simulation 
 
All the simulations were performed in the Matlab&Simulink programming 

environment. The general schematic diagram also simulates the variable frequency 
converter used for the auxiliary induction machine (its equation is described below). 
Similar to the results presented in Chapter 3, the simulations are performed in this 
chapter using real voltages (with the real harmonic components and direct/inverse 
components). Fig. 4.4 shows the differences between the ideal and real voltages. 
 

 
Fig. 5.4 Differences between ideal and "real" voltages – which are further used 

 
5.3.1. General schematic diagram – proposed open-loop method - 

simulations 
 

The open-loop control method can also be considered to be a principal 
validation simulation. In Fig. 5.5, the Simulink diagram can be observed. The main 
elements in this scheme are further used. The grid-connected and auxiliary 
induction machines are based on the same induction machine equations described in 
Chapter 2. 
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Fig. 5.5 Open-loop control method for torque pulsation reduction 
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More than that, the GCIM performances have also been extensively 
presented in Chapter 3. The Auxiliary IM’s variable frequency converter is described 
in detail in equations (5.2) to (5.10). The system speed is used for the field 
weakening implementation. The alpha and beta voltages that supply the IM are 
obtained as the difference between the estimated and measured currents. 
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Where: 1m 2m 3m mI ,I , I ,ω  represent the GCIM read phase currents and system 

measured speed, I , Iα β  represent the ,α β  components of the measured phase 

currents, d qI , I represent the d,q  components of the measured phase currents, 

*
2 , ppω  represent the rotor reference speed and the number of the pole pair, 
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*
fw r,ψ ψ  represent the rotor reference flux after the flux weakening and the rotor 

maximum flux used for flux weakening, *
r r bL ,T ,T ,ω  represent the rotor 

inductances, the reference prescribed torque, the rotor time constant and the base 

speed used for flux weakening, 
d

* *
qI ,I  represents the reference d,q components of 

the currents used for voltages references, ( )sH  represents a transfer function, 

^ ^
* *
d qU ,U  represent the d,q  components of the estimated voltage references, 

^ ^
* *U ,Uα β  

represent the ,α β  components of the estimated voltage references. The auxiliary 
IM parameters which were used in simulations are given in Table 5.1. 

Table 5.1 Auxiliary induction machine parameters used in simulations 

No. 
15kW, 2pp, Induction 

machine 

1 Rated Voltage (V) 400 

2 Rated Current (A) 28.7 

3 Rs (Ω) 0.22 

4 Rr (Ω) 0.18 

5 Lm (mH) 70.028 

6 Ls (mH) 1.623 

7 Lr (mH) 3.979 

8 J (kgm2) 0.099 

9 Tr (s) 0.41115 

 
 The mechanical angle is given from the "Get Angle" block, as presented in 
Fig. 5.6 using a resettable integrator. 
 

 
Fig. 5.6 "Get angle" block from Fig. 5.5 

 
The motion equation uses the total system inertia for system speed 

calculation. 

 ⋅ = +total diff .
d

J T B
dt

ω
 (5.11) 
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where: totalJ  represents the total inertia moment of the system (without 

couplings), d / dtω  represents the time derivative component of the speed, diffT ,B  

represent the resulting torque on the system, and the total friction coefficient. 
For system calibration, in Fig. 5.7 are presented the load torque (which is a 

0 to GCIM rated power step), the GCIM electromagnetic torque, the estimated GCIM 
electromagnetic torque, the system speed (given by the motion equation), and the 
estimated speed.  

 

 
Fig. 5.7 Estimated and GCIM torque and system speed and estimated speed for a 0 to rated 

load step transition 
 

In Fig. 5.8 the results for different values of the pulsating loading torque are 
investigated. 
 

 
Fig. 5.8 Estimated and real GCIM torque and system speed and estimated speed for dc and 

sinusoidal loading 
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Fig. 5.8 is divided in 4 sections: 0-1s, the GCIM is not loaded, 1-2s the 
GCIM is 70% of rated torque loaded (GCIM rated torque = 108Nm), 2-3s a 30% 
sinusoidal reference is overlapped over the dc component, while in the 3-4s sector, 
the sinusoidal reference represents 50% of GCIM rated torque. 

The simulations use real voltages. The torque pulsations that appear are due 
to the voltage characteristics (see Fig. 5.4). 

The results from the active torque pulsation reduction method (ATPRM) from 
the open-loop control system are presented in Fig. 5.9. Here, the experiment is 
divided into five sectors. Between 2s and 5s, the loading torque follows a 70%dc + 
30% sinusoidal component (of GCIM-rated power).  

Until the ATPRM is applied, the auxiliary machine is only mechanically 
connected to the system without torque prescription (only inertia moment 
influences). 

From 3s to 5s, the open-loop ATRPM is applied. In sector 3s-4s, the auxiliary 
machine produces a 180-degree phase-shifted (considering GCIM torque) sinusoidal 
torque to the respected angle. In sector 3s-4s, the auxiliary machine compensates 
for 14% of GCIM-rated torque, while in sector 4s-5s, the auxiliary machine 
compensates for 17% of GCIM-rated torque. 

Acceptable results are obtained regarding torque pulsation minimization in 
the grid-connected induction machine. However, a certain level of torque pulsations 
appeared in the auxiliary machine. 
 

 
Fig. 5.9 Estimated GCIM torque, auxiliary IM torque, and system speed for open-loop control 
method with no aux. compensation, with 14% (GCIM-rated power) compensation and 17% 

(GCIM-rated power) compensation 
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As long as the loading machine is characterized by a position-dependent 
torque, the auxiliary machine torque phase angle is considered to be constant, 
without significant variations over time. 

It can be observed that with a 30% of GCIM-rated torque sinusoidal 
component overlapped with a 70% dc component, the speed oscillates with almost 
8% of its rated value (Fig. 5.9). 

Besides the maximum amplitude that could be compensated, a key role for 
auxiliary machine sizing is represented by the individual (GCIM and AM) and total 
power absorbed from the grid.  

Fig. 5.10, Fig. 5.11, and Fig. 5.12 demonstrate that the maximum 
compensated value of the GCIM torque pulsation amplitude could be established 
considering the total absorbed grid power. 

For example, in Fig. 5.10 the minimum grid absorbed power appears when 
only 34.4% of the pulsating loading torque amplitude is compensated. In this case, 
a higher level of torque pulsation compensation would be possible, considering a 
higher energy consumption from the grid. 

 

 
Fig. 5.10 GCIM peak-to-peak power, AM peak-to-peak power, and total peak-to-peak power 

absorbed from grid different compensation levels for loading torque reference: 70%+30% sin 
of GCIM rated power. 

 

 
Fig. 5.11 GCIM peak-to-peak power, AM peak-to-peak power, and total peak-to-peak power 

absorbed from grid different compensation levels for loading torque reference: 70%+40% sin 
of GCIM rated power. 
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Fig. 5.12 GCIM peak-to-peak power, AM peak-to-peak power, and total peak-to-peak power 

absorbed from grid different compensation levels for loading torque reference: 70%+50% sin 
of GCIM rated power. 

 
Fig. 5.13 to Fig. 5.16 present how the GCIM peak-to-peak power amplitude 

changed depending on the compensating torque phase shift. More than that, four 
compensating levels are studied (7.5%, 15%, 22.5%, and 30% of GCIM-rated 
power) considering that the loading torque reference was: 70%+30%sin (of GCIM-
rated power). 

 

 
Fig. 5.13 Grid-connected induction machine's peak-to-peak torque variation for torque 

ref:70%+30%sin (of rated power) with 7.5% (of rated power) compensation for different 
compensation phase-shift. 

 

 
Fig. 5.14 Grid-connected induction machine's peak-to-peak torque variation for torque 

ref:70%+30%sin (of rated power) with 15% (of rated power) compensation for different 
compensation phase-shift. 
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Fig. 5.15 Grid-connected induction machine's peak-to-peak torque variation for torque 

ref:70%+30%sin (of rated power) with 22.5% (of rated power) compensation for different 
compensation phase-shift. 

 
The increased auxiliary compensating torque requires more rigorous 

knowledge of the GCIM torque angle.  
However, at compensation torque levels of up to 50% of the pulsating 

loading torque (Fig. 5.13, Fig. 5.14), a 10degree AM's toque phase-angle deviation 
around the correct load torque phase angle (where the compensation effect is 
maximum) leads to a 3% increase of the load torque amplitude of the value 
obtained at the correct compensation angle. 

This result proves that for a closed-loop phase angle detection, a deviation 
of up to 5 degrees of the compensation angle could be considered to be within 
acceptable limits. 

 

 
Fig. 5.16 Grid-connected induction machine's peak-to-peak torque variation for torque 

ref:70%+30%sin (of rated power) with 30% (of rated power) compensation for different 
compensation phase-shift. 

 
5.3.2. Closed-loop control method 1 - simulations 
 

The closed-loop active torque pulsation reduction method 1 comes with the 
advantage of an automatic GCIM pulsation amplitude reduction because the 
auxiliary machine's variable frequency converter torque reference is given from PI 
output.  

Compared with the open-loop method – where the auxiliary machine's VFC 
torque reference amplitude was manually prescribed – the closed-loop method 1 
uses a PI regulator to minimize the GCIM torque pulsation amplitude.  

Several high-pass and low-pass filters are used to extract the GCIM 
regulator feedback value. 
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Fig. 5.17 shows the before-presented open-loop method (dashed part) with 
the additional added elements for the automatic closed-loop torque pulsation 
reduction method. 
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Fig. 5.17 Closed-loop control diagram – simulation 

 
As well as the open-loop method, also the closed-loop method uses a fixed 

phase-shift angle.  
The "Reference" block prescribes the desired GCIM torque pulsation 

amplitude after the auxiliary machine compensation. In other words, the auxiliary 
machine reduces the GCIM torque pulsations amplitude to the "References" value.  

One main difference is an additional torque estimator used for auxiliary 
machine torque estimation. The auxiliary machine (AM) torque is needed for the 
phase-angle detection between the GCIM and AM torques. 

The "Get Torque Amplitude" block is presented in Fig. 5.18. The GCIM 
torque pulsation amplitude is obtained using this block. The equation (5.12) 
represents the GCIM torque pulsation amplitude obtained from. Fig. 5.18. 

The low-pass filters are used to reduce the influences caused by the torque 
pulsations given by the three-phase voltage system, highlighted in Fig. 5.7. 

The second block (noted with "2") from Fig. 5.17 is used to use both the 
GCIM and AM torque to ensure a safe operation of the ATPDM 1. Therefore, block 
number 2 prevents the auxiliary machine-produced torque is always used to reduce 
GCIM torque pulsation amplitude, thus avoiding a phased desynchronization.  
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Fig. 5.18 Details for the "Get Torque Amplitude" block from Fig. 5.17 
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The high-pass filter eliminates the dc component of the investigated 
torques.  

In contrast, the low-pass filter is used for "sign" detection to separate the 
torque pulsations produced by the load (16.6 Hz in this case) from those produced 
by the voltage (higher frequency). Equation (5.14) presents how block two 
operates. 

 
GCIM Aux

^ ^
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 (5.14) 

The trigonometric interpretation of the above-presented operation of block 
two from Fig. 5.17 is presented in the equation (5.15). While both torques (the 
GCIM torque and the AM torque) are in phase, the result will be positive, but on the 
other hand, when the torques are 180degre phase-shifted, the result turns negative.  
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 (5.15) 
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A sign correction is performed as long as the auxiliary machine torque has 
to be in the opposite manner that the GCIM torque (-1). 

In Fig. 5.19, the results obtained from closed-loop ATPRM 1 are presented. 
Similarly, as in the open-loop method, the load has a 70%dc and 30%sinusoidal 
character.  

Also here, the results are presented on different sectors: until 3 seconds, 
the AM has a 0 torque reference. From 3-5 seconds, the AM automatically decreases 
the GCIM torque amplitude by 14% (of the GCIM-rated power). From 5-7 seconds, 
the AM torque reference was increased to 17% amplitude.  

Considering the fact that the position-dependent load follows a repetitive 
path, the PI regulator has a relatively big time constant.  

Acceptable oscillations appear during the AM torque reference transition and 
during the auxiliary machine's full stop (sector 7-9 seconds). 

 

 
Fig. 5.19 Closed-loop active torque pulsation damping -simulations 

 
In Fig. 5.20, the "Get Amplitude Block" operation is presented for the 

previously explained test (Fig. 5.19). 
For this control method, the correctness of the estimated torque amplitude 

is a key factor for the torque pulsation reduction method performance.  
This GCIM estimated torque amplitude is used as the feedback of the 

regulation system regarding the torque reference command for the auxiliary VFC. 
The compensation loop acts only after the start-up period (after 4 seconds in Fig. 
5.20). 
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Fig. 5.20 GCIM estimated torque and estimated torque amplitude for the operation described 

in Fig. 5.19 
 
5.3.3. Closed-loop control method 2 – simulations 

 
Two electromagnetic torques (for GCIM and AM) are required for the closed-

loop method 1 to actively reduce the loading torque pulsation. This leads to high 
complexity of the method.  

Even so, the closed-loop method 1 produced acceptable results even with 
real "simulated" voltages. However, the auxiliary machine's reference prescribed 
angle was considered known, determined from other electromechanical tests (not 
presented in this paper). 

The here-presented closed-loop method proposes a two-step method for 
online system inertia and load torque (amplitude and phase) estimation. Moreover, 
the found loading torque, as a complex number, is then used as a torque reference 
for the auxiliary machine's VFC. All the simulation results are obtained with the 
simulation diagram from Fig. 5.5. All the results (phasors) are given from 
simulation tests that used "real" simulated voltages. 

 
5.3.3.1. Moment of inertia and loading torque detection procedure 

 
In the following closed-loop method, both steps are described and 

explained: 
 

- Step 1: 
In order to determine the system's moment of inertia and the loading torque 

(as a complex number), first, the GCIM is loaded by the loading machine with 
_

loadT . To determine the system's total moment of inertia ( J ), the auxiliary 
machine should be mechanically connected to the system (with 0 torque reference 
and magnetized by the inverter). Based on the previous assumption, equation a) 

from (5.16) can be written. The 
_

obs1T  and 
_

1Ω  represent the GCIM estimated 
electromagnetic torque and measured speed obtained from this first test. The 
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torque resulting from the inertia moment speed variation depends only on the 
difference between the loading and GCIM torques. 

After the first test, the GCIM's amplitude and phase are found by means of 
the torque estimator. The occurred differences between the real and estimated 
torque are part of the method's total error.  

In Fig. 5.21, the phasor diagram of the first step is given in terms of torque 
and speed. The small differences that appear between the reference angle and the 
real angle are due to system errors (such that the GCIM estimated torque and the 

GCIM real torque are phase-shifted). The loading torque Tload appears at o179.2 . 
The estimated GCIM torque Tobs1 appears behind the loading torque. In step 2, the 

auxiliary machine reference torque (Taux (reference)) is given as a o180 phase-

shifted Tobs1 torque ( o o154.5 180− ). In this case, the resulting torque Trez1 

provided by the 1d
J

dt

Ω
 has large values. 

sin

cos
-179.2°

154.5°

Tobs1

Tload

Trez1

Ω1

Taux
(reference)

154.5°-180°

 
Fig. 5.21 The phasor diagram of the Step 1 test (only loading torque and GCIM torque) 

 
- Step 2: 

Step 2 consists of the same loading torque as in the first step, but the 
torque reference given to the auxiliary machine's VFC consists of the estimated 
torque amplitude and angle (180 deg phase shifted) found in Step 1. Equation b) 
from (5.16) explains that for this test (Step 2), the torque resulting from the inertia 
moment speed variation is given by the interaction between the loading torque 
_

loadT  , GCIM torque (found by the torque observer in this test 
_

obs2T ), and 

auxiliary machine torque (
_

auxT  which in this case is none other than 
_

obs1T− . The 
equation (5.17) explains the mathematical relation between GCIM estimated torque 

obtained in step 1(
_

obs1T ) and the auxiliary machine torque reference used in Step 
2. 

In Fig. 5.22, the phasor diagram of the step 2 test is given, where the load 
torque, the GCIM torque as well as the AM torque interact.  

In Step 2, the resulting system torque ( rez2T ) is different than the resulting 

system torque obtained from Step 1 ( rez1T ), because of the auxiliary machine 

influence. 
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Fig. 5.22 The phasor diagram of the Step 2 test (the loading torque, the GCIM torque, and the 

AM torque) 
 

It has to be stated that the auxiliary machine torque (Taux) appears at 
o21.4−  ( o4.1 phase-shifted than the reference – mainly caused by the VFC 

opperation, but not only). In this case, the system-resulting torque Trez2 (given by 
the phasor sum of the Tload, Tobs2, and Taux) is notably smaller than the system-
resulting torque Trez1 without the AM compensation. The system equations are 
described in (5.16), where both tests are presented, together with the necessary 
condition used in Step 2 (5.17): 

 

_
_ _

1
load obs1

_
_ _ _

2
load obs2 Aux

d
a).T T J

dt

d
b).T T T J

dt

Ω

Ω

+ = ⋅

+ + = ⋅

 (5.16) 

 

ampl ampl

_ _
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o
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_ _
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T T

T T 180

T T


 = −



= −



=


∢ ∢
 (5.17) 

By subtracting both equations, we get (5.20) where the only unknown variable is 
the total moment of inertia J . 

 

_
_ _

1
load obs1

_
_ _ _

2
load obs2 obs1

d
T T J

dt

d
T T T J

dt

Ω

Ω




+ = ⋅


−

 + − = ⋅


 (5.18) 

 

_ _
_ _ _ _ _

1 2
load obs1 load obs2 obs1

d d
T T T T T J J

dt dt

Ω Ω
+ − − + = ⋅ − ⋅  (5.19) 

 

_ _
_ _

1 2
obs1 obs2

d d
2 T T J

dt dt

Ω Ω
 
 

⋅ − = ⋅ − 
 
 

 (5.20) 

BUPT



 System and control method simulation 157

Where 
_

loadT  represent the complex number of the loading torque, 
_

obs1T  
_

obs2T  
represent the GCIM electromagnetic torque given by the torque estimator in Step 1 
and Step 2, J represents the total moment of inertia (GCIM, Load, and Auxiliary 

motor), 
_

1Ω  
_

2Ω  represent the complex number of the measured speed from Step 1 

and Step 2,
_

auxT ,
_

auxT
∢

,
ampl

_

auxT represent the auxiliary machine torque in a 

complex form with its components: angle and magnitude, 
_

obs1T
∢

 
ampl

_

obs1T  

represent the angle and the amplitude of the GCIM estimated torque obtained from 

Step 1 and the
d

dt
 represents the time derivative function. 

An ideal angle was built based on a fixed-step size, which was used on a 
limited interval delimited by the start  and stop  variables. 

 ( )ideal 0 startT ti tiθ Ω= ⋅ ⋅ −  (5.21) 

 
stop

0 1

i start

1

Np
Ω Ω

=

= ⋅   (5.22) 

 Np stop start 1= − +  (5.23) 

where: idealθ represents the ideal angle based on the elapsed time from simulation, 

Np represents the total number of elements that were used for calculus (the +1 
from its equation depends on the used software – here Matlab Simulink),  
start , stop  represent the indices used for the interval on which the calculations are 

performed T represents the sample time, startti , ti represent the total index 

produced by the simulation, and the index value from where the calculus begins, 

0 1,Ω Ω  represent the mean speed from the interest interval, of the simulation 

measured speed. The complex numbers are given according to the following 
equations: (5.24) and (5.25).  

 ( )( )
stop

real ideal i
p i start

2
X cos h x

N
θ

=

= ⋅ ⋅ ⋅  (5.24) 

 ( )( )
stop

imag ideal i
p i start

2
X sin h x

N
θ

=

= ⋅ ⋅ ⋅  (5.25) 

where the h  represents the number of harmonic used (i.e. h 1=  fundamental, 
h 2=  first harmonic component, etc). If we consider that: 

 ( ) ( )
real imag1 0 1 0(t ) cos h t sin h tΩ Ω Ω Ω Ω= ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅  (5.26) 

and if we derivate it, we can get the derivated real and imaginary components: 

 ( )( ) ( )= ⋅ ⋅ ⋅ − ⋅ + ⋅ ⋅ ⋅ ⋅
i

real imag1 0 0 1 0 0(t ) h sin t h cos tΩ Ω Ω Ω Ω Ω Ω   (5.27) 
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real imag

imag real

1 0 1

1 0 1

Ω Ω Ω

Ω Ω Ω

 = ⋅



= ⋅

 (5.28) 

Where (t )Ω represents the momentary speed, 
real1Ω and 

imag1Ω represent the real 

and imaginary parts of the complex speed, and t represents the time. 
So, if we rewrite the (5.20) and divide it into Real and Imaginary 

components, we get the following: 

 
( )

( )
real real imag imag

imag imag real real

obs1 obs2 0 1 2

obs1 obs2 0 1 2

2 T T J

2 T T J

Ω Ω Ω

Ω Ω Ω


⋅ − = ⋅ ⋅ −


 ⋅ − = ⋅ ⋅ − −


 (5.29) 

In order to avoid consistent component errors (Real and Imaginary 
components) around the axes, next we use the amplitude value.Therefore, the 
equation (5.30) presents the system total inertia equation, extracted from the 2-
step method: 

 imag imagreal real

imag imag real real

2 2
obs1 obs2obs1 obs2

0 1 2 1 2

2 T T2 T T1
J

Ω Ω Ω Ω Ω

   ⋅ −⋅ −
   = ⋅ +
   − − − 

  

 (5.30) 

Once we have the system's moment of inertia, the load torque is calculated 
based on the equation (5.17), both for fundamental and harmonics: 

 h
h h

_
_ _1
load obs1

d
T J T

dt

Ω
= ⋅ −  (5.31) 

 
real imag realh h h

imag real imagh h h

load 0 1 obs1

load 0 1 obs1

T J h T

T J h T

Ω Ω

Ω Ω

 = ⋅ ⋅ ⋅ −



= − ⋅ ⋅ ⋅ −


 (5.32) 

Where: all the symbols are explained before, mentioning that the h  index 
represents the component for which the calculation is performed (fundamental or 
harmonics). Next, the final load torque found through the two-step method is given 
as the sum between fundamental and harmonics: 

 
c h

n_ _

load load

h 1

T T

=

=   (5.33) 

where 
c

_

loadT represents the final computed form of the loading torque, n  

represents the total number of components (harmonics) taken into account, 

h

_

loadT and represents the computed loading torque component. 

The results obtained from (5.16)-(5.32) are expressed graphically in Fig. 
5.23. First, the two-step method was applied. After both steps, the loading torque 
was found (amplitude and angle). The resulting torque was then used as the 
auxiliary machine's VFC torque reference. The angle used is 180deg phase shifted, 
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and the found amplitude was given as 50% and 100% amplitude (even if the 100% 
compensation level is given only for demonstration purposes). 

Based on theory and results, the optimum phase angle used for auxiliary 
machine VFD torque reference is obtained from the two-step method. The AM's VFC 
torque reference amplitude can be given as a percentage of found loading torque 
amplitude. As presented in the following, the observer's parameters variation and 
the incorrectly calculated loading torque phase shift can lead to a decrease in the 
efficiency of the torque pulsation compensation method with an auxiliary machine. 

 

 
Fig. 5.23 GCIM and Observer torque, auxiliary machine torque, and the system resulting 

torque for no compensation, 50% loading torque compensation, and 100% loading torque 
compensation for the phase shift found from the two-step method. 

 
5.3.3.2. Two-step method sensitivity testing 

 
The here-presented two-step method's sensitivity is investigated according 

to the GCIM torque estimator's parameters variations. 
 Fig. 5.24, Fig. 5.25, and Fig. 5.26 present how the calculated moment of 

inertia (5.31) and loading torque (phasor (5.32) varies depending on the estimator's 
parameter variation. 

As long as the errors produced by the magnetizing inductance variation are 
relatively constant, we can say that the machine saturation should not significantly 
affect the method's accuracy.  

More than that, the errors produced by the rotor and stator resistance 
variation vary in an opposite manner (when one increases, the other decreases), 
and considering that both rotor and stator resistance increase or decrease almost 
simultaneously, it can be considered that the total error variation produced by the 
rotor and stator resistances variation compensate on each other. 
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Fig. 5.24 The calculated moment of inertia error respected to the system moment of inertia 

2J 0.411(kgm )= depending on the GCIM torque observer parameters variation 

 

 
Fig. 5.25 The calculated torque amplitude error respected to the loading torque amplitude 

depending on the GCIM torque observer parameters variation 
 

 
Fig. 5.26 The calculated torque angle error respected to the loading torque angle depending on 

the GCIM torque observer parameters variation 
 
All the previous calculus and results were given for zero phase shift for the 

loading torque angle.  
Next, the calculated moment of inertia error (Fig. 5.27), the calculated angle 

deviation (Fig. 5.28), and the calculated loading torque amplitude error (Fig. 5.29) 
are given for different loading torque angles. 

While the most insignificant calculated moment of inertia error can be found 
around 0deg phase-shifted loading torque (Fig. 5.27), the calculated torque angle 

deviation (Fig. 5.28) presents the smallest values around o115± . 

The positive phase-shifted angles ( o o0 180− ) produce smaller errors for the 
calculated torque amplitude (Fig. 5.29) than the negative ones. 

 

BUPT



 System and control method simulation 161

 
Fig. 5.27 Calculated moment of inertia error depending on the loading torque angle 

 

 
Fig. 5.28 Calculated torque angle deviation depending on the loading torque angle 

 

 
Fig. 5.29 Calculated torque amplitude error depending on the loading torque angle 

 
5.3.3.3. Two-step method testing in real (compressor) loading 
torque conditions 
 

During previously presented results, the load torque used was synthesized 
from a sinusoidal waveform. 

Another key role in this presented problem is given by the mechanical stress 
of the mechanical couplings during the operation. To quantify the total torque 
transmitted between motors and load, the equation (5.34) is used. 

In Fig. 5.30, an example of coupling mechanical torque is given. For 5 
seconds, the GCIM was loaded with 70%dc components and 30% sinusoidal 
overlapped components without compensation. From 0.5 seconds, the AM has a 
15% sinusoidal torque reference. 

 
1

2

C IM IM

C AM AM

d
T T J

dt

d
T T J

dt

ω

ω


= − ⋅ 


= − ⋅


 (5.34) 
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where: 
1 2C CT ,T  represent the torque transmitted through mechanical couplings, 

I M AMT ,T  represent the GCIM and AM torque, I M AMJ , J  represent the inertia 

moment of the GCIM and AM, and ω  represents the system speed. 
The GCIM torque appears as an effect of the loading torque, the reason why 

the mechanical coupling one torque appears in front of the GCIMs torque. 
On the other hand, the Auxiliary Machine torque appears at a fixed phase 

shift (as the VFC drives), while the transmitted torque through mechanical coupling 
2 is in phase with the AM's torque. 

 

 
Fig. 5.30 GCIM, AM torques, and transmitted torques between Load and GCIM (mechanical 

coupling 1 ) and transmitted torques between AM and Load (mechanical coupling 2) 
 
Next, the two-step method performance is presented when the load torque 

is given by a reciprocating compressor or a large piston engine.  
The next presented loading torque profiles come from the interaction 

between the torque developed during the cylinder gas compression and the 
mechanical masses that are reciprocated. 

For small powers up to 25kW, single-piston (single-acting or double-acting) 
reciprocating compressors are used in cars and refrigerator systems [210], [211], 
[212], [213].  

Large 2, 4, or 6 throws -generally double-acting- compressors,   are used in 
the gas and petroleum industry. The reciprocating compressor units can reach up to 
thousands of kilowatts. 

Various examples of double or single-acting, two and four throws 
compressors with multiple compression stages are given in [214], [215], [216], 
[217], [218].  

In Fig. 5.31, the demand reciprocating compressor torque is given for 
various compressor types and powers. 

The compressor's real torque profiles were given into Simulink using the 
"Lookup Table" block. The entered values were taken from the real compressor's 
torque curves.  
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Fig. 5.31 loading torque for different reciprocating compressors: a) single throw - single acting 
compressor, b) two throws – double acting single stage compressor, c) Four throws – double 

acting single stage compressor,  d) Six throws – double acting single stage compressor 
 

The following results are presented by applying the two-step method, 
considering the loading torques as the real ones. 

In the first step, the moment of inertia is determined (according to the two-
step method) only from the 1st harmonic of the loading torque. Compared with the 
results presented in Chapter 5.3.3.1, where the two-step method was used to 
determine only the 1st harmonic (fundamental) of the load torque, the second 
harmonic ( 2 f⋅ ) was taken into account for auxiliary machine variable frequency 
converter torque reference. 

In the following figures, the system operation with different real loading 
torques (refer to Fig. 5.31) is given. In all cases, the system operation is divided 
into 3 sectors (0s-0.2s: without auxiliary compensation only the loading torque acts; 
0.2s-0.4s: with 50% auxiliary motor compensation of the first harmonic; 0.4s-0.7s: 
with 50% auxiliary motor compensation of the first harmonic and 50% 
compensation of the second harmonic). The GCIM high-frequency torque is given by 
the grid voltages. 

For a one-throw single-acting compressor, the results are presented in Fig. 
5.32. The loading torque also has a negative component. The resulting loading 
torque decreases when the Auxiliary machine starts to compensate only 50% of the 
1st harmonic (0.2s-0.4s). The system speed pulsation does not show substantial 
changes. When the auxiliary machine reference also contains the 2nd harmonic 
content, the torque spikes drop even more. Also, the GCIM torque decreases in 
amplitude with the increase in compensation. 
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Fig. 5.32 Grid-connected Induction Machine torque, Auxiliary Machine torque, loading torque, 

the resulting torque, and system speed for the one-throw single-acting reciprocating 
compressor (Fig. 5.31, a) without pulsating load compensation, with 50% of 1st. harmonic 

compensation and with 50% 2nd harmonic compensation 
 

In Fig. 5.33, in the 0.4s-0.7s sector, where the auxiliary machine partially 
compensates for both the first and second harmonics, the mechanical coupling 
between the auxiliary machine and load is highly stressed.  

 

 
Fig. 5.33 The grid-connected induction machine torque and the torque transferred through the 

mechanical coupling 1 and the auxiliary machine electromagnetic torque and the torque 
transferred through mechanical coupling 2 for one-throw single-acting compressor torque 

reference with and without auxiliary compensation 
 

Even though the auxiliary machine compensating effect does not change 
substantially the system opperation, the mechanical torque transmitted through 
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couplings is strongly influenced. In the case of a two-throw double-acting 
compressor loading torque profile (Fig. 5.31, b), the system operation is presented 
in Fig. 5.34.  

 

 
Fig. 5.34 Grid-connected Induction Machine torque, Auxiliary Machine torque, loading torque, 

the resulting torque, and system speed for the two-throws double-acting reciprocating 
compressor (Fig. 5.31, b) without pulsating load compensation, with 50% of 1st. harmonic 

compensation and with 50% 2nd harmonic compensation 
 

Although the 2nd-order harmonic compensation positively affects the GCIM 
mechanical stress, the torque transmitted through the 2nd coupling presents a 
substantial increase (Fig. 5.35). 
 

 
Fig. 5.35 The grid-connected induction machine torque and the torque transferred through the 

mechanical coupling 1 and the auxiliary machine electromagnetic torque and the torque 
transferred through mechanical coupling 2 for two-throw double-acting compressor torque 

reference with and without auxiliary compensation 
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When the Auxiliary Machine VFC's reference contains both the first and 
second harmonic components, the resulting system torque and the GCIM torque 
show a substantial decrease in the torque pulsation amplitude. In this case, the 
second-order harmonic amplitude is almost three times greater than the first 
harmonic amplitude, which is the reason why the influence of its compensation 
strongly affects the results. 

In the case of the four-throw double-acting compressor torque reference 
(Fig. 5.36), the second-order harmonic compensation has a small influence over the 
system's resulting torque. Not even the second-harmonic influence can be 
neglected; its presence in the auxiliary machine torque conducts to insignificant 
results of the GCIM torque. 
 

 
Fig. 5.36 Grid-connected Induction Machine torque, Auxiliary Machine torque, loading torque, 

the resulting torque, and system speed for the four-throws double-acting reciprocating 
compressor (Fig. 5.31, c) without pulsating load compensation, with 50% of 1st. harmonic 

compensation and with 50% 2nd harmonic compensation 
 

However, the partial compensation of second-order harmonic decreases the 
mechanical stress on coupling 2 (Fig. 5.37).  

Thus, it can be considered that in this case, the second-order harmonic 
compensation can be used to reduce the coupling 2 mechanical stress (peak-to-peak 
torque). 

However, this compensation does not seem to reduce significantly the 
torque pulsation in GCIM and in its coupling. 

In addition to the importance of the load torque profile, with the reduction of 
peak-to-peak pulsations of the load, the mechanical stress in the coupling between 
the auxiliary machine and the load also decreases. 

In Fig. 5.38, the system operation for the six-throw double-acting 
compressor torque is presented (Fig. 5.31, d). 
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Fig. 5.37 The grid-connected induction machine torque and the torque transferred through the 

mechanical coupling 1 and the auxiliary machine electromagnetic torque and the torque 
transferred through mechanical coupling 2 for four-throw double-acting compressor torque 

reference with and without auxiliary compensation 

 
In this simulation, the system moment of inertia (J=0.422kgm2) filters the 

speed.  
Regarding the load torque, the GCIM torque contains only the dc 

component. The high frequency is given by the voltages.  
No results are obtained from the two-step method for the 1st and 2nd 

harmonic. 

 
Fig. 5.38 Grid-connected Induction Machine torque, Auxiliary Machine torque, loading torque, 

the resulting torque, and system speed for the six-throws double-acting reciprocating 
compressor (refer to Fig. 5.31, d) without pulsating load compensation  

 
The only torque interaction from the auxiliary machine is given by its 

moment of inertia (Fig. 5.39). 
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Fig. 5.39 The grid-connected induction machine torque and the torque transferred through the 

mechanical coupling 1 and the auxiliary machine electromagnetic torque and the torque 
transferred through mechanical coupling 2 for six-throw double-acting compressor torque 

reference without compensation 
 
5.4. Experimental validation 
 

The experiments are meant to validate the active torque pulsation reduction 
simulation methods.  

In the following pages, the open-loop and two-step methods are 
experimentally investigated and discussed. For the open-loop method, the loading 
torque amplitude and phase are considered to be known, but for the two-step 
method, the system moment of inertia and the loading torque (amplitude and 
phase) are determined during the experiments.  

As was already presented in the simulation, a key factor is represented by 
the correct estimation of the pulsating torque to perform an optimum compensation. 
For closed-loop methods, the pulsating loading torque amplitude and phase angle 
must be permanently known.  

In Fig. 5.40, an elastic spider element, the claw-type coupling, is presented 
together with and rigid disc-type coupling. All the experiments presented here were 
obtained with rigid mechanical coupling. 
 

 
Fig. 5.40 Mechanical couplings used in experiments 

 
A high system elasticity could introduce loading torque lags along the shaft 

and, at the same time, loading torque spectrum filtering. More than that, an elastic 
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coupling between the auxiliary machine and the loading machine could lead to an 
unpredictable interaction between the auxiliary machine inertia (and compensating 
torque) and actual loading torque. More information about spider-type and disc-type 
mechanical couplings can be found in the following references [39]–[43]. 

In some cases, a wrong application of the compensation torque can lead to 
unwanted effects of the resulting torque over the mechanical system. The auxiliary 
machine torque phase is considered a critical value of the active compensation. 

The machines' alignment represents another important factor for system 
safety. As long as the rigid couplings allow a small degree of misalignment between 
the machines, such an action can lead to mechanical couplings breaking. 

In Fig. 5.51, two disks of rigid couplings destroyed during operation can be 
seen.  

The first disc was made of soft steel and was bent due to the machines' 
misalignment, and the second disc was made of rigid steel and was destroyed due 
to the wrong compensation of the pulsating torque. 

 

 
Fig. 5.41 Destroyed soft steel and rigid steel discs during the tests 

 
5.4.1. Open-loop experimental validation 
 

Similarly, as presented in Chapter 5.3.1, the experiments obtained from the 
open-loop torque pulsation reduction method are presented below. This situation is 
meant only to prove the principle of operation: the torque pulsations produced by a 
position-dependent loading torque can be reduced by an auxiliary superimposed 
(180-degree phase shifted) torque. 

The test (presented in Fig. 5.42) was performed for 20 seconds, with 5 
different sectors: 0-4seconds the GCIM was only grid-connected and the AM was not 
operating; 4-8seconds the GCIM was 70%dc component (of rated torque=108Nm) 
loaded; 8-12seconds 70%dc component GCIM load was overlapped with a 
30%sinusoidal component; 12-16seconds the AM compensates with a 14% 
sinusoidal component (of the GCIM rated power); 16-20 seconds, the AM 
compensated with an 18% sinusoidal component of the GCIM rated power.  
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Fig. 5.42 Grid-connected induction machines' s estimated torque, estimated speed, and 
measured currents for different loads torques and compensation torques – experiments 

 
In Fig. 5.42, the grid-connected induction machine estimated torque, the 

system estimate speed, and the measured phase currents are presented. It can be 
observed that in sector three (8-12 seconds) - where the pulsating load is present - 
the GCIM torque and system speed present a severe pulsating character. As we 
expected, in the fourth sector, where the AM compensates 14% (of GCIM-rated 
torque), the pulsations decrease. As the compensation level increases, the system 
speed and GCIM torque pulsations decrease even more. 

In Fig. 5.43, the GCIM estimated electromagnetic torque frequency 
spectrum is investigated.  

Fast Fourier Transform (FFT) analysis is performed for all four situations: no 
load, with pulsating load, with pulsating load and 14% compensation, and with 
pulsating load and 18% compensation.  

When no loading torque is present, the 16.6Hz harmonic can be neglected. 
For full-loading torque (without compensation), the 16.6Hz harmonic represents 
almost 14% of the fundamental harmonic.  

For the first level of compensation, the 16.6Hz harmonic decreases by 
almost 67%, while for the second level of compensation, the 16.6Hz harmonic 
presents a substantial decrease by more than 80% of its no-compensation situation 
level. 
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Fig. 5.43 FFT on GCIM's estimated torque for different load torques and compensation torques 

– experiments 
 
Fig. 5.44 shows the FFT analysis on GCIM phase currents.  
The 16A value of the 50Hz harmonic represents the induction machine's no-

load current. When the pulsating loading torque is present, the 16.6Hz apart paired 
harmonics (33.3Hz and 66.6Hz) appear.  

These harmonics are given as a result of the phase current harmonics (50Hz 
and 16.6Hz -caused by the load torque) frequency composition (as it is presented in 
(5.35)) 

 ( ) ( ) ( ) ( )( )⋅ = ⋅ − − +
1

sin a sin b cos a b cos a b
2

 (5.35) 

where: a and b represent the 50Hz and 16.6Hz frequencies, and the sin and cos are 
trigonometric functions. 
 For the first level of compensation (14% on GCIM-rated torque), the 16.6 Hz 
apart paired harmonics decrease by more than 62%. 

In comparison, for the second level of compensation (18% on GCIM-rated 
torque), the 33.3Hz and 66.6Hz harmonics decrease by more than 84% from their 
initial (no-compensation) values. 
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Fig. 5.44 FFT on GCIM's measured phase currents for different load torques and compensation 

torques – experiments 
 
5.4.2. Two-step method experimental validation – 1st harmonic-

based loading torque 

All the experiments can be performed using the cRIO chassis. 
The existent VFCs (ACS800) communication is limited to Profibus or Modbus 

RTU or TCP/IP protocol. 
The cRIO-9068 chassis has the FPGA capability to operate the Modbus 

TCP/IP protocol with dedicated Profibus or Modbus modules (which do not exist in 
the current setup). Otherwise, the Modbus protocol can be implemented into 
Labview (Fig. 5.45), but with a much lower communication speed performance.  

In this case, the cRIO-9068 chassis cannot be used as a unitary equipment 
for both command and control. 

In this way, the cRio-9068 chassis will be used as a flux and torque 
observer; the two-step method will be implemented on this RT processor. The 
results obtained fro the two-step method will be used in the PLC to control the 
auxiliary machine. There is no direct data communication between the real-time 
cRio-9068 and the PLC. 
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Fig. 5.45 Modbus TCP/IP for two VFCs - Labview implementation 

The systems' synchronization (PLC and cRIO) is performed through two 
encoders mounted on the same shaft (one encoder communicates with the PLC on 
Profibus, and the other one communicates with cRIO with a 5VTTL signal – see Fig. 
5.46).  

The processing delay of the encoders was not taken into account directly.  
 

 
Fig. 5.46 Partial experimental setup (view from encoders) 
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This limitation leads to a hybrid control and command system (presented in 
Fig. 5.47). This system uses both a standard commercial PLC with Profibus 
capability for VFC control and also a cRIO system with high data acquisition 
frequency modules for data processing.For real applications, where the control 
system is designed from the beginning, this limitation would not exist.  
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Fig. 5.47 Basic schematic diagram for the hybrid control and command system with PLC and 

cRIO with two encoders 
 

A more comprehensive understanding of the data transfer on Modbus 
TCP/IP to the VFCs is described in Fig. 5.48.  
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Fig. 5.48 comparison between communication capabilities with and without dedicated modules 

(Modbus protocol exemplification) 
 
The transition from one reference frame to another, in other words, from 

cRIO to PLC (or vice versa), is carried out according to Fig. 5.49.   
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Fig. 5.49 Absolute and incremental encoder axis differences 
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The phase shift between the encoders' axes is 217.2deg and was 
determined through experiments.  

To synchronize the real loading torque estimated by the VFC with the 
system position measured with the Profibus encoder, the torque reference given to 
the VFC from the PLC and the VFC received reference was used as a synchronization 
signal.  

In Fig. 5.50, the torque reference and the estimated load torque read from 
VFC on optical fiber (o.f.) and the torque reference given to the inverter from the 
PLC on Profibus (prof.) and the system position given by the encoder are presented. 
Compared to subfigure a), in subfigure b), the 57deg VFC phase shift between the 
received reference and the estimated real torque is compensated. This way, the 
experiment can easily be compared with the simulation of the two-step method 
because, after the 57-degree compensation, the loading torque appears at -180 
degrees (as presented in the simulation). 

It can be observed that the Profibus communication speed is sometimes 
limited, so the torque reference sent/received to/by the VFC is strongly altered. 
Moreover, this produces significant errors in performing the desired loading torque 
(Fig. 5.50, a, sector between 0.1s and 0.15s).  

 

 
Fig. 5.50 Data synchronization for VFC's received reference and estimated real torque read on 
optical fiber and PLC's given reference and system position read on Profibus: a) without VFC 

phase shift compensation, b) with VFC phase shift compensation (57deg) 
 

The two-step method is further described for experimental tests. Similar to 
what was given in Ch 4.3.3.1, both steps are performed: 
 

- Step 1: 
In the first stage, the load operates, thus loading the GCIM. The auxiliary 

machine is connected to the same shaft.  
The Aux. VFC magnetizes the auxiliary machine (the braking torque 

introduced by the VFC magnetization with 0 torque reference must also be taken 
into account). 
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In Fig. 5.51, the phasor diagram of the torques that appear in the first step 
is presented. It has to be noticed that the torque reference given to the Loading 
Machine (and in the second step also to the AM) has to be around 57 degrees ahead 
in order to obtaine the desired loading (respectively Auxiliary) torque. In this case, 
the loading torque (Tload) is given at -180 degrees.  
 The estimated GCIM loading torque ("Tobs1 incremental enc. reference 
frame") is being calculated with the cRIO platform in incremental encoder reference 
frame. 217.2 degree needs to be added to change the reference frame from 
incremental encoder to absolute encoder reference frame, thus, estimated GCIM 
loading torque ("Tobs1 absolut enc. Reference frame") can be compared to the 
loading torque.  
 

sin

cos

Tloadref

Tload

Tobs1
(Absolut enc. 

reference frame) 147.6°

Tobs1
(Incremental enc. 
reference frame)

217.2° 
(the difference between 

reference frames)

-57°
Ω1

 
Fig. 5.51 The phasor diagram of Step 1 experimental test (only loading torque and GCIM 

torque) 
 

- Step 2: 
Fig. 5.52 presents the phasor diagram of the Step 2 method, where the 

Tobs1 (from the First step) is used as information for the Auxiliary machine's VFC 
torque reference. 
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Fig. 5.52 The phasor diagram of Step 2 experimental test (the loading torque, the GCIM 

torque, and AM torque) 
 

After Step 1 was completed, the "Tobs1 absolut enc. Reference frame" 
information is known. This way, for this step, the auxiliary machine has to be driven 
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in such a way that its actual torque (Taux) is -180 degree phase shifted than the 
"Tobs1 absolut enc. Reference frame". This way, the Aux. VFC torque reference is 
given with about 57 degrees ahead (similarly with Loading Machine). 
 The two-step method was applied for 11 tests performed for the same 
loading torque reference angle and amplitude to emphasize the error's unpredictable 
character. The results are given in Table 5.2. 

For each test, both variable frequencies converter were restarted (thus 
simulating a totally new test). The VFC used for the loading machine was 
commanded each time with the same data set of parameters (Loading torque 
parameters).  During all tests, the GCIM was connected to the grid. The Profibus 
communication between PLC and VFC does not guarantee that the VFC always 
receives exactly the same reference, which can be considered to be the first source 
of errors. 

It can be observed that after the Step 1 test, the torque amplitude and 
phase of the torque observer are slightly different from each other. 

After Step 2, the system moment of inertia, the loading torque amplitude, 
and the torque angle are calculated. The results are placed in ascending order in the 
table according to the estimated system moment of inertia. 

  
Table 5.2 Step 1 parameters and Step 2 results after 11 tests for the same loading torque 

reference angle (180°) and amplitude (30% GCIM rated torque)  

Loading torque parameters Results after Step 1 Results after Step 2 

Amplitude 
(Nm) Phase 

(°) 
amplobs1T  

(Nm) 

angleobs1T  

(°) 

Found 
Moment 
of inertia 

( 2kgm ) 

Found 
Loading 

Amplitude 
(Nm) 

Found 
Loading 
Angle 
(°) Reference 

Real 
torque 

32.2 18.1 180 

10.45 144.91 0.4084 16.31 178.59 

10.73 144.62 0.4183 17.26 179.92 

10.45 144.91 0.4183 17.26 179.32 

10.47 144.93 0.4227 17.15 179.2 

10.77 144.66 0.426 17.19 179.86 

10.69 144.5 0.424 17.33 179.05 

10.67 144.52 0.4248 17.33 179.05 

10.7 145.13 0.4253 17.35 179.04 

10.46 145.6 0.4262 17.17 179.94 

10.42 144.51 0.4295 17.52 179.61 

10.49 144.92 0.4297 17.52 179.61 
 

The moment of inertia in the table is graphically presented in Fig. 5.53. The 
median and mean values of all measurements are slightly different, with less than 
0.3%.  

The total differences between the maximum and minimum found moment of 

inertia values is less than 5% of the real moment of inertia (J=0.422 2kgm ). 
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Fig. 5.53 Determined system moment of inertia according to the two-step method for the 

same loading torque reference angle (180°) and amplitude (30% GCIM rated torque) 
 

After the two-step method was performed, the loading torque found results 
were used for an effective active torque pulsation reduction. In Fig. 5.54, the GCIM 
estimated torque, the estimated speed, and the phase currents are presented.  
 

 
Fig. 5.54 Grid-connected induction machines' estimated torque, estimated speed, and 

measured currents for auxiliary machine torque reference obtained from two-step method- 
experiments 
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The graph is divided into 5 different sectors: no load situation, GCIM loaded 
at 70% of its rated torque ( =

ratedGCIMT 108(Nm) ), 16.8% sinusoidal reference 

overlapped with the dc without pulsation compensation, and from 12s to 16 s, the 
auxiliary machine compensates 8% of GCIM rated torque, and in the last sector, the 
AM compensates 12% of GCIM rated torque (71% of pulsating real torque) 
 The following experiment demonstrates the two-step method efficiency for 
different loading torque angles. According to Fig. 5.55, the loading torque 
investigated angles change from 60° to 60°. 
 

 
Fig. 5.55 Investigated loading torque reference angle 

 
Fig. 5.56 presents the resulting system moment of inertia error after the 

two-step method.  
Caused, probably, by the incorrect value of the auxiliary VFC torque 

reference, all the calculated moments of inertia are slightly bigger than the real 
moment of inertia. The maximum error is reported at 60° but does not exceed 2% 
of the real moment of inertia. 
 

 
Fig. 5.56 Determined system moment of inertia error according to two-step method for 

different loading torque reference angle - experiment 
 

Similar to the previous figure, Fig. 5.56 presents the errors between the 
determined loading torque amplitude and the real loading torque amplitude. 
Compared to the moment of inertia graph, here, the maximum error is around 6% 
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of the real value, and - as expected- is reported also at  60° loading torque phase 
shift. 

 

 
Fig. 5.57 Determined loading torque amplitude error according to the two-step method for 

different loading torque reference angle - experiment 
 

The estimated torque angle deviations for different loading torque phase 
shifts are presented in Fig. 5.58.  

According to Fig. 5.27 - Fig. 5.29, 2° estimated torque phase-shift deviation 
has no significant influence over the final results used for the torque pulsation 
reduction method. 

 

 
Fig. 5.58 Determined torque angle deviation according to the two-step method for different 

loading torque reference angle - experiment 
 
5.4.3. Two-step method experimental validation – 1st, 2nd, and 3th 

harmonic-based loading torque 
 

In the following, the two-step method is experimentally validated for a more 
complex loading torque profile based on the first three harmonics (fundamental, 
second, and third harmonic). 

The following equation represents the loading torque reference the PLC gave 
to the VFC via Profibus and the actual torque produced by the loading machine, read 
from VFC.  

As we already know, there is a significant difference between the torque 
reference given to the VFC and the actual torque produced by the loading machine. 
No phase shift was added to any harmonic. 
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 = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
refload b b bT 40%+30% cos( t)+60% cos(2 t)+70% cos(3 t)ω ω ω (5.36) 

Where: the dc component and the amplitudes are related to the rated torque of the 
GCIM, = ⋅ ⋅b b2 fω π  represents the base angular frequency, the bf represents the 

system frequency given by the GCIM and t represents the time.  
 Fig. 5.59 presents the torque reference given by the PLC and the actual 
loading torque, both read from the variable frequency converter that drives the 
loading machine. The VFC's limitation and how the actual torque is filtered can be 
observed. 
 

 
Fig. 5.59 Loading torque reference prescribed by the PLC to the load VFC 

 
As we previously mentioned, inconsistent values appear due to the Profibus 

communication. 
After the two-step method was applied in accordance with its procedure, the 

resulting loading torque is given in Fig. 5.60. The dc component and other 
harmonics higher than the 3rd order were not considered. 

 

 
Fig. 5.60 Reconstructed loading torque from the two-step method considering the first three 

harmonics  
 

Similar results compared to the actual loading torque can be successfully 
obtained by applying this method for loading torques composed of the first three 
harmonics.  
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5.5. Conclusion 
 
This chapter presents a practical approach to the well-known Active Torque 

Pulsation Reduction principle to a novel configuration of an electromechanical 
system with position-dependent loading torques with an auxiliary machine mounted 
on the same shaft. 

In the first part of the chapter, a comprehensive simulation is given for 
open-loop principle validation (Fig. 5.9). The simulated open-loop results are 
validated experimentally. Torque and currents Fast Fourier Transform analysis are 
given in Fig. 5.42 - Fig. 5.44. 

After principle validation, a closed-loop diagram is given with the related 
results, where the torque pulsations are reduced based on two induction machine 
torque observers. In this case, the torque pulsation amplitude is monitored and 
used as feedback in the closed-loop control scheme. 

In the second part of the chapter, a two-step method is proposed for the 
system moment of inertia and loading torque determining. Simulation and 
experimental results are given for different frequency spectrums of the loading 
torque. The experimental setup limitations are highlighted for complex loading 
torques composed of the first three harmonics. 
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6. Conclusion, contribution, and future work 
 
 
6.1. Conclusions 
 

This thesis had as its main purpose the study of the possibility of extending 
the classic role of industrial command and control equipment. In this context, using 
classic industrial equipment, three different applications are presented, simulated, 
and experimentally validated. 

To extend the main traditional role of the Programmable Logic Controllers 
(PLC), three different low-cost PLCs were extensively investigated to be used as 
grid-connected induction machine electromagnetic torque observers. It was proven 
that the main factor that has to be considered for this type of application is not 
represented by the acquisition frequency but by the variation of the PLC's program 
cycle. In steady-state, a random 3% variation of the program cycle can lead to 
more than 50% error in the estimated torque. Not even advanced integration 
methods (such as Runge Kutta no. 4) produce better results. The low-cost PLCs 
have a significant limitation, thus producing poor results in terms of electrical 
machine torque estimators. However, they can be successfully used for frequency 
analysis considering the well-known Discrete Fourier Transform technique. 

In an attempt to precisely estimate online the electromagnetic torque of a 
grid-connected induction machine, three torque estimators were simulated and 
implemented in a more-advanced FPGA-based processor. Considering the electrical 
machine's dynamic effect, the Luenberger-based torque observer produced better 
results than the presented dynamic computation torque estimator. In contrast with 
the investigated PLCs, all three torque estimators can run simultaneously on the 
Real-Time target with data transferred from the FPGA module. 

In comparison with the third and fifth harmonics, the grid voltages' inverse 
component has a significant negative impact on the induction machine operation. 
Thus, more accurate simulation results are obtained if the real voltage spectrum is 
considered. 

An artificial (synthetic) loading procedure was proposed for two identical 
induction machines without mechanical coupling driven by two identical dc-link 
connected, unidirectional variable frequency converters. The phase-rated current 
loading and thermal test can be performed with industrial standard equipment. No 
overvoltages occurred even at 120% of the rated current. The experiment revealed 
that the induction machines' efficiency has a major role as long as the ac source 
current spikes are given by the machines' losses over a complete period. The grid-
absorbed currents are almost twice smaller for here presented method than one 
induction machine tested at rated power. It was shown that the current that flows 
between the induction machines during the artificial loading (via variable frequency 
converters) does not contain the triplens harmonics (3k, k=0,1,2,..) nor the fifth-
order harmonic. Besides the open-loop control, a slow close-loop automatized 
method can be used to improve the total testing time. Acceptable results are 
obtained by comparing the artificial loading experimental test losses with those 
obtained from the simulation of one induction machine at rated power. 
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For rotary electromechanical systems, acceptable results can be obtained 
regarding active torque pulsation reduction for position-dependent loading torque 
using a novel system configuration with a smaller auxiliary machine mounted on the 
same shaft. Although this configuration requires a third machine driven by a two-
quadrant inverter, the auxiliary machine can successfully smoothen the torque 
alternating pulsations by producing a 180-degree phase-shifted torque compared to 
the loading torque. Besides the open-loop, a high-complexity method with two 
torque observers can be used in a closed-loop configuration to minimize the loading 
torque pulsation. The method efficiency is also validated by the current and torque 
Fast Fourier Transform analysis. 

It was analytically demonstrated that the same configuration could be used 
in a two-step method for the system of inertia and loading torque detection. It was 
experimentally shown that the loading torque phase requires special attention for 
effective compensation. The two-step method can also be used for complex loading 
torques with harmonic content and phase shifts different from 0 degrees. The total 
system moment of inertia gives the loading torque frequency limitation. In this case, 
the loading machine can only produce the first three harmonics. The two-step 
method performances are influenced by the system's unknown variable time delay 
produced by both the communication and also by the internal control logic of the 
inverters. 

 
 
6.2. Original contribution 

 
In the following, in the author's opinion, the most relevant original 

contributions are related to: 
 
- Performing a state-of-the-art regarding the thesis's main investigated 

fields: state and flux observers, synthetic electrical machine loading and 
torque pulsation reduction in electromechanical rotary systems. 

- Investigation of three different types of low-cost Programmable Logic 
Controllers in order to extend their classic role. 

- Performing the 11kW Induction Machine parameters identification and 
creating an acceptable simulated induction machine model, also 
considering the main losses.  

- Performing a grid voltage analysis in terms of harmonic content and 
direct and inverse components. 

- The PLC implementation of three different electromagnetic torque 
estimators and the Discrete Fourier Transform based on the Cooley-
Tokey Radix-2 algorithm. 

- The simulation, both for ideal data and ideal data with real 
characteristics, all three torque estimators: the direct computation 
method, the dynamic torque computation method, and the Luenberger-
based torque observer. 

- Performing a comprehensive comparison between all three torque 
estimators. 

- Creating a Labview dedicated algorithm (FPGA+RT programming mode) 
for the cRIO-9086 platform for online investigation of all three torque 
estimators, including also the Modbus TPC communication procedure 
and the high-speed reading of the incremental encoder TTL-type signal. 
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- Proposing a new twin un-coupled inverter-fed artificial loading 
methodology with comprehensive modeling analysis and testing 
validation. 

- Testing multiple control techniques during artificial loading for ac-source 
current spikes limitation: 180-degree phase shift reference, variable 
phase shift reference, triangle phase shift reference. 

- Performing a closed-loop automatized testing procedure for induction 
machine thermal testing with phase current feedback. 

- Performing a frequency spectrum analysis for grid current as well as for 
the induction machine circulation current (via common dc link) during 
the synthetic loading. 

- Simulating the artificial loading principle both for ac source current 
investigation and also for systems behavior analysis.  

- Simulating and experimental validating the proposed active torque 
pulsation reduction method both in theoretical and practical situations. 

- Proposing a new high-complexity closed-loop simulation for automatic 
reduction of torque pulsations based on two torque observers. 

- Proposing, testing, and experimental validating of a novel mathematical 
two-step tool based on the current solution with an auxiliary machine 
mounted on the same shaft for preliminary system moment of inertia 
and loading torque detection procedure. 

- Performing the two-step method stability analysis for machine 
parameters variation and extending the two-step method capabilities for 
more complex loading torques based on the first three harmonics. 

- Building the necessary experimental setup for both applications: for 
artificial loading procedure: two identical induction machines driven by 
two identical dc link-connected variable frequency converters; for torque 
pulsation reduction method: with three mechanically coupled induction 
machines and two variable frequency converters. 

 
 

6.3. Future work 
 

This work was carried out in a continuously expanding field. Industrial 
equipment is exponentially growing its need in the market so that, in this context, 
more future work is needed: 

 
- More research related to find a suitable low-cost with minimum-

performance PLC that can be used successfully for torque estimation 
based on traditional observers is needed. 

- Considering using new torque estimators suitable for low-cost 
processors with small cyclic time variations. 

- Improve the torque estimators' stability and optimize them for low-
performance equipment. 

- Improve the loss estimation for the artificial loading method, also 
considering the reference speed of the artificial loading procedure (sine, 
triangle, phase-shifted sine). 

- Create a lookup table-like dataset for experimental setup time delays 
used to reduce the two-step method's errors. 

- New torque pulsation reduction strategies can be developed considering 
the maximum stress on the mechanical couplings also.  
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Appendices 
 
 
Appendix 1 – Cooley-Toky Algorithm: Matlab implementation 
 
data=xlsread('data_exp2_5.xlsx'); 
% 
start=1200; 
stop=2000+start-1; 
x=data(start:stop,1); 
% 
nb_of_points=32; 
L=nb_of_points; 
x_real=x; 
x_imaginary=x.*0; 
%    
nb_of_cycles=0;  
p=0; 
N = 2;  
while N <= L  
        for k = 0:N/8  
            w_real(k+1) = cosd(2*180*k/N); 
            w_complex(k+1) = sind(2*180*k/N 
        end 
         
        ind = 0; 
        w_ind = 0; 
        span = 1; 
        LpN = L/N; 
        for k = 0 : L-1 
            if w_ind <= N/2  
                if w_ind <= N/8 
                    w_r = w_real(w_ind+1); 
                    w_c = -w_complex( w_ind+1 ); 
                elseif w_ind <= N/4  
                    w_r = w_complex( N/4-w_ind+1 ); 
                    w_c = -w_real( N/4-w_ind+1 ); 
                elseif w_ind <= 3*N/8  
                    w_r = -w_complex( w_ind-N/4+1 ); 
                    w_c = -w_real( w_ind-N/4+1 ); 
                else 
                    w_r = -w_real( N/2-w_ind+1 ); 
                    w_c = -w_complex( N/2-w_ind+1 ); 
                end 
            else 
                if w_ind <= 5*N/8 
                    w_r = -w_real( w_ind-N/2+1 ); 
                    w_c = w_complex( w_ind-N/2+1 ); 
                elseif w_ind <= 3*N/4  
                    w_r = -w_complex( 3*N/4-w_ind+1 ); 
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                    w_c = w_real( 3*N/4-w_ind+1 ); 
                elseif w_ind <= 7*N/8  
                    w_r = w_complex( w_ind-3*N/4+1 ); 
                    w_c = w_real( w_ind-3*N/4+1 ); 
                else 
                    w_r = w_real( N-w_ind+1 ); 
                    w_c = w_complex( N-w_ind+1 ); 
                end 
            end 
            A_r = x_real( ind+1 );  
            A_c = x_imaginary( ind+1 ); 
            B_r = x_real( ind+LpN+1 ); 
            B_c = x_imaginary( ind+LpN+1 ); 
            if  k==1 & N==8    
                a_r_v=A_r; 
                a_c_v=A_c; 
                b_r_v=B_r ; 
                b_c_v=B_c; 
                w_r_v=w_r; 
                w_c_v=w_c; 
            end 
            tmp_real(k+1) = A_r + B_r*w_r - B_c*w_c; 
            tmp_complex(k+1) = A_c + B_r*w_c + B_c*w_r; 
            if  N==8 
                for k = 0:N/8 
                    w_real_v(k+1) = w_real(k+1); 
                    w_complex_v(k+1)=w_complex(k+1); 
                end        
            end 
            ind = ind + 1; 
            if ind + LpN == L 
                ind = 0; 
                w_ind = w_ind + 1; 
                span  = 1; 
            elseif ind + LpN == span*LpN*2  
                ind = ind + LpN; 
                w_ind = w_ind + 1; 
                span = span + 1; 
            end 
  
        end 
        
        N = N*2; 
        for k = 0:L-1 
            x_real(k+1) = tmp_real(k+1); 
            x_imaginary(k+1) = tmp_complex(k+1); 
            nb_of_cycles=nb_of_cycles+1; 
        end 
        stg_1=0; 
        if N/2==2  
            for k = 0:L-1 
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                stg_1_real_line(k+1) = tmp_real(k+1); 
                stg_1_imag_line(k+1) = tmp_complex(k+1); 
                stg_1=1; 
            end 
        end 
        if stg_1==1 
            stg_1_real=stg_1_real_line.'; 
            stg_1_imag=stg_1_imag_line.'; 
        end 
        stg_2=0; 
        if N/2==4  
            for k = 0:L-1 
                stg_2_real_line(k+1) = tmp_real(k+1); 
                stg_2_imag_line(k+1) = tmp_complex(k+1); 
                stg_2=1; 
            end 
        end 
        if stg_2==1 
            stg_2_real=stg_2_real_line.'; 
            stg_2_imag=stg_2_imag_line.'; 
        end 
        stg_3=0; 
        if N/2==8  
            for k = 0:L-1 
                stg_3_real_line(k+1) = tmp_real(k+1); 
                stg_3_imag_line(k+1) = tmp_complex(k+1); 
                stg_3=1; 
            end 
        end 
        if stg_3==1 
            stg_3_real=stg_3_real_line.'; 
            stg_3_imag=stg_3_imag_line.'; 
        end 
        stg_4=0; 
        if N/2==16  
            for k = 0:L-1 
                stg_4_real_line(k+1) = tmp_real(k+1); 
                stg_4_imag_line(k+1) = tmp_complex(k+1); 
                stg_4=1; 
            end 
        end 
        if stg_4==1 
            stg_4_real=stg_4_real_line.'; 
            stg_4_imag=stg_4_imag_line.'; 
        end   
end 
x_ct=complex(x_real, x_imaginary); 
x_ct=x_ct(1:length(x_ct)); 
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Appendix 2 – Runge-Kutta 4-th order integration method 
 
IF "mi".start_estimator = true THEN 
     
    IF "mi".gata_primul_calcul = true THEN 
        IF "mi".k <= 1200 THEN 
         (**) 
            "mi".ret_val := RD_SYS_T("mi".datetime); 
            "mi".ns := "mi".datetime.NANOSECOND; 
            "mi"."t(n)" := "mi".ns / 1000000; 
            IF "mi"."t(n)" < "mi"."t(n-1)" THEN 
                "mi".delta_t := ((999.9999 + "mi"."t(n)") - "mi"."t(n-1)") / 1000; 
            ELSE 
                "mi".delta_t := ("mi"."t(n)" - "mi"."t(n-1)") / 1000; 
            END_IF; 
        (* 
        (**)        "mi".excel_delta_t[2] := "mi"."t(n)"; 
        (**)        "mi".start_estimator := false; 
        (**)        "mi".excel_delta_t[3] := "mi"."t(n)" - "mi"."t(n-1)"; 
             
            "mi".tensiune1_nefiltrata := ((INT_TO_REAL("v1")) / 2764.8 * 46); 
            "mi".tensiune1_calcul := "mi"."tensiune1_calcul(n-1)" * "mi".A_filtru + 
"mi".tensiune1_nefiltrata * "mi".B_filtru; 
            "mi".tensiune1 := "mi".tensiune1_nefiltrata - "mi".tensiune1_calcul; 
            (**) 
            "mi".tensiune2_nefiltrata := ((INT_TO_REAL("v2")) / 2764.8 * 46); 
            "mi".tensiune2_calcul := "mi"."tensiune2_calcul(n-1)" * "mi".A_filtru + 
"mi".tensiune2_nefiltrata * "mi".B_filtru; 
            "mi".tensiune2 := "mi".tensiune2_nefiltrata - "mi".tensiune2_calcul; 
            (**) 
            "mi".tensiune3_nefiltrata := ((INT_TO_REAL("v3")) / 2764.8 * 46); 
            "mi".tensiune3_calcul := "mi"."tensiune3_calcul(n-1)" * "mi".A_filtru + 
"mi".tensiune3_nefiltrata * "mi".B_filtru; 
            "mi".tensiune3 := "mi".tensiune3_nefiltrata - "mi".tensiune3_calcul; 
            (**) 
            "mi".curent1_nefiltrat := ((INT_TO_REAL("i1")) / 2764.8 / 100 * 2000 / 3); 
            "mi".curent1_calcul := "mi"."curent1_calcul(n-1)" * "mi".A_filtru + 
"mi".curent1_nefiltrat * "mi".B_filtru; 
            "mi".curent1 := "mi".curent1_nefiltrat - "mi".curent1_calcul; 
            (**) 
            "mi".curent2_nefiltrat := ((INT_TO_REAL("i2")) / 2764.8 / 100 * 2000 / 3); 
            "mi".curent2_calcul := "mi"."curent2_calcul(n-1)" * "mi".A_filtru + 
"mi".curent2_nefiltrat * "mi".B_filtru; 
            "mi".curent2 := "mi".curent2_nefiltrat - "mi".curent2_calcul; 
            (**) 
            "mi".curent3_nefiltrat := ((INT_TO_REAL("i3")) / 2764.8 / 100 * 2000 / 3); 
            "mi".curent3_calcul := "mi"."curent3_calcul(n-1)" * "mi".A_filtru + 
"mi".curent3_nefiltrat * "mi".B_filtru; 
            "mi".curent3 := "mi".curent3_nefiltrat - "mi".curent3_calcul; 
            (**) 
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            "mi".u_alpha_m := (2 * "mi".tensiune1 - "mi".tensiune2 - "mi".tensiune3) / 
3; 
            "mi".u_beta_m := SQRT(3) / 3 * ("mi".tensiune2 - "mi".tensiune3); 
            "mi".i_alpha_m := (2 * "mi".curent1 - "mi".curent2 - "mi".curent3) / 3; 
            "mi".i_beta_m := SQRT(3) / 3 * ("mi".curent2 - "mi".curent3); 
            (**) 
             
            "mi".flux1_k1 := ("mi".u_alpha_m - "mi".a11 * "mi"."flux_s1(n-1)" + 
"mi".a12 * "mi"."flux_r1(n-1)") * "mi".delta_t; 
            "mi".flux2_k1 := ("mi".u_beta_m - "mi".a11 * "mi"."flux_s2(n-1)" + 
"mi".a12 * "mi"."flux_r2(n-1)") * "mi".delta_t; 
            "mi".flux3_k1 := ("mi".a21 * "mi"."flux_s1(n-1)" - "mi".a22 * 
"mi"."flux_r1(n-1)" - "mi".p * "mi"."w(n-1)" * "mi"."flux_r2(n-1)") * "mi".delta_t; 
            "mi".flux4_k1 := ("mi".a21 * "mi"."flux_s2(n-1)" - "mi".a22 * 
"mi"."flux_r2(n-1)" + "mi".p * "mi"."w(n-1)" * "mi"."flux_r1(n-1)") * "mi".delta_t; 
            "mi".flux1_k1_calcul := "mi"."flux_s1(n-1)" + 0.5 * "mi".flux1_k1; 
            "mi".flux2_k1_calcul := "mi"."flux_s2(n-1)" + 0.5 * "mi".flux2_k1; 
            "mi".flux3_k1_calcul := "mi"."flux_r1(n-1)" + 0.5 * "mi".flux3_k1; 
            "mi".flux4_k1_calcul := "mi"."flux_r2(n-1)" + 0.5 * "mi".flux4_k1; 
            (**) 
            "mi".flux1_k2 := ("mi".u_alpha_m - "mi".a11 * "mi".flux1_k1_calcul + 
"mi".a12 * "mi".flux3_k1_calcul) * "mi".delta_t; 
            "mi".flux2_k2 := ("mi".u_beta_m - "mi".a11 * "mi".flux2_k1_calcul + 
"mi".a12 * "mi".flux4_k1_calcul) * "mi".delta_t; 
            "mi".flux3_k2 := ("mi".a21 * "mi".flux1_k1_calcul - "mi".a22 * 
"mi".flux3_k1_calcul - "mi".p * "mi"."w(n-1)" * "mi".flux4_k1_calcul) * 
"mi".delta_t; 
            "mi".flux4_k2 := ("mi".a21 * "mi".flux2_k1_calcul - "mi".a22 * 
"mi".flux4_k1_calcul + "mi".p * "mi"."w(n-1)" * "mi".flux3_k1_calcul) * 
"mi".delta_t; 
            "mi".flux1_k2_calcul := "mi"."flux_s1(n-1)" + 0.5 * "mi".flux1_k2; 
            "mi".flux2_k2_calcul := "mi"."flux_s2(n-1)" + 0.5 * "mi".flux2_k2; 
            "mi".flux3_k2_calcul := "mi"."flux_r1(n-1)" + 0.5 * "mi".flux3_k2; 
            "mi".flux4_k2_calcul := "mi"."flux_r2(n-1)" + 0.5 * "mi".flux4_k2; 
            (**) 
            "mi".flux1_k3 := ("mi".u_alpha_m - "mi".a11 * "mi".flux1_k2_calcul + 
"mi".a12 * "mi".flux3_k2_calcul) * "mi".delta_t; 
            "mi".flux2_k3 := ("mi".u_beta_m - "mi".a11 * "mi".flux2_k2_calcul + 
"mi".a12 * "mi".flux4_k2_calcul) * "mi".delta_t; 
            "mi".flux3_k3 := ("mi".a21 * "mi".flux1_k2_calcul - "mi".a22 * 
"mi".flux3_k2_calcul - "mi".p * "mi"."w(n-1)" * "mi".flux4_k2_calcul) * 
"mi".delta_t; 
            "mi".flux4_k3 := ("mi".a21 * "mi".flux2_k2_calcul - "mi".a22 * 
"mi".flux4_k2_calcul + "mi".p * "mi"."w(n-1)" * "mi".flux3_k2_calcul) * 
"mi".delta_t; 
            "mi".flux1_k3_calcul := "mi"."flux_s1(n-1)" + "mi".flux1_k3; 
            "mi".flux2_k3_calcul := "mi"."flux_s2(n-1)" + "mi".flux2_k3; 
            "mi".flux3_k3_calcul := "mi"."flux_r1(n-1)" + "mi".flux3_k3; 
            "mi".flux4_k3_calcul := "mi"."flux_r2(n-1)" + "mi".flux4_k3; 
            (**) 
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            "mi".flux1_k4 := ("mi".u_alpha_m - "mi".a11 * "mi".flux1_k3_calcul + 
"mi".a12 * "mi".flux3_k3_calcul) * "mi".delta_t; 
            "mi".flux2_k4 := ("mi".u_beta_m - "mi".a11 * "mi".flux2_k3_calcul + 
"mi".a12 * "mi".flux4_k3_calcul) * "mi".delta_t; 
            "mi".flux3_k4 := ("mi".a21 * "mi".flux1_k3_calcul - "mi".a22 * 
"mi".flux3_k3_calcul - "mi".p * "mi"."w(n-1)" * "mi".flux4_k3_calcul) * 
"mi".delta_t; 
            "mi".flux4_k4 := ("mi".a21 * "mi".flux2_k3_calcul - "mi".a22 * 
"mi".flux4_k3_calcul + "mi".p * "mi"."w(n-1)" * "mi".flux3_k3_calcul) * 
"mi".delta_t; 
            (**) 
            "mi".flux_s1 := "mi"."flux_s1(n-1)" + ("mi"."flux1_k1" + 2 * 
"mi"."flux1_k2" + 2 * "mi"."flux1_k3" + "mi"."flux1_k4") / 6; 
            "mi".flux_s2 := "mi"."flux_s2(n-1)" + ("mi"."flux2_k1" + 2 * 
"mi"."flux2_k2" + 2 * "mi"."flux2_k3" + "mi"."flux2_k4") / 6; 
            "mi".flux_r1 := "mi"."flux_r1(n-1)" + ("mi"."flux3_k1" + 2 * 
"mi"."flux3_k2" + 2 * "mi"."flux3_k3" + "mi"."flux3_k4") / 6; 
            "mi".flux_r2 := "mi"."flux_r2(n-1)" + ("mi"."flux4_k1" + 2 * 
"mi"."flux4_k2" + 2 * "mi"."flux4_k3" + "mi"."flux4_k4") / 6; 
            (**) 
            "mi".i_alpha_e := "mi".c1 * "mi"."flux_s1" + "mi".c2 * "mi"."flux_r1"; 
            "mi".i_beta_e := "mi".c1 * "mi"."flux_s2" + "mi".c2 * "mi"."flux_r2"; 
            (**) 
            "mi".t_elm := 1.5 * "mi".p * "mi".c2 * ("mi"."flux_s1" * "mi"."flux_r2" - 
"mi"."flux_s2" * "mi"."flux_r1"); 
            (**) 
            "mi".i_x := "mi".i_alpha_e * "mi".i_beta_m - "mi".i_beta_e * 
"mi".i_alpha_m; 
            (**) 
            "mi".i_x_pid_i := "mi"."i_x_pid_i(n-1)" + "mi".i_x * "mi".delta_t * "mi".ki; 
            "mi".i_x_pid := "mi".i_x * "mi".kp + "mi".i_x_pid_i; 
            (**) 
            "mi"."T_elm-i_x_pid" := "mi".t_elm - "mi".i_x_pid; 
            (**) 
            "mi".w := (("mi"."T_elm-i_x_pid" - "mi"."w(n-1)" * "mi".B) * "mi".delta_t) / 
"mi".J + "mi"."w(n-1)"; 
            (**) 
            (**) 
            (**) 
            (**) 
            (**) 
            "mi"."flux_s1(n-1)" := "mi".flux_s1; 
            "mi"."flux_s2(n-1)" := "mi".flux_s2; 
            "mi"."flux_r1(n-1)" := "mi".flux_r1; 
            "mi"."flux_r2(n-1)" := "mi".flux_r2; 
            (**) 
            "mi"."tensiune1_calcul(n-1)" := "mi".tensiune1_calcul; 
            "mi"."tensiune2_calcul(n-1)" := "mi".tensiune2_calcul; 
            "mi"."tensiune3_calcul(n-1)" := "mi".tensiune3_calcul; 
            "mi"."curent1_calcul(n-1)" := "mi".curent1_calcul; 
            "mi"."curent2_calcul(n-1)" := "mi".curent2_calcul; 
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            "mi"."curent3_calcul(n-1)" := "mi".curent3_calcul; 
            (**) 
            "mi"."flux_s1(n-1)" := "mi".flux_s1; 
            "mi"."flux_s2(n-1)" := "mi".flux_s2; 
            "mi"."flux_r1(n-1)" := "mi".flux_r1; 
            "mi"."flux_r2(n-1)" := "mi".flux_r2; 
            (**) 
            "mi"."flux1_k1(n-1)" := "mi".flux1_k1; 
            "mi"."flux2_k1(n-1)" := "mi".flux2_k1; 
            "mi"."flux3_k1(n-1)" := "mi".flux3_k1; 
            "mi"."flux4_k1(n-1)" := "mi".flux4_k1; 
            "mi"."flux1_k2(n-1)" := "mi".flux1_k2; 
            "mi"."flux2_k2(n-1)" := "mi".flux2_k2; 
            "mi"."flux3_k2(n-1)" := "mi".flux3_k2; 
            "mi"."flux4_k2(n-1)" := "mi".flux4_k2; 
            "mi"."flux1_k3(n-1)" := "mi".flux1_k3; 
            "mi"."flux2_k3(n-1)" := "mi".flux2_k3; 
            "mi"."flux3_k3(n-1)" := "mi".flux3_k3; 
            "mi"."flux4_k3(n-1)" := "mi".flux4_k3; 
            "mi"."flux1_k4(n-1)" := "mi".flux1_k4; 
            "mi"."flux2_k4(n-1)" := "mi".flux2_k4; 
            "mi"."flux3_k4(n-1)" := "mi".flux3_k4; 
            "mi"."flux4_k4(n-1)" := "mi".flux4_k4; 
            (**) 
            "mi"."i_x_pid_i(n-1)" := "mi".i_x_pid_i; 
            (**) 
            "mi"."w(n-1)" := "mi".w; 
            (**) 
            "mi"."t(n-1)" := "mi"."t(n)"; 
            (**) 
            "mi"."delta_t(n-1)" := "mi".delta_t; 
            (**) 
            "mi".excel_w["mi".k] := "mi".w; 
            "mi".excel_tensiune_1["mi".k] := "mi".tensiune1; 
            "mi".excel_tensiune_2["mi".k] := "mi".tensiune2; 
            "mi".excel_tensiune_3["mi".k] := "mi".tensiune3; 
            "mi".excel_curent_1["mi".k] := "mi".curent1; 
            "mi".excel_curent_2["mi".k] := "mi".curent2; 
            "mi".excel_curent_3["mi".k] := "mi".curent3; 
            "mi".excel_u_alpha_m["mi".k] := "mi".u_alpha_m; 
            "mi".excel_u_beta_m["mi".k] := "mi".u_beta_m; 
            "mi".excel_i_alpha_m["mi".k] := "mi".i_alpha_m; 
            "mi".excel_i_beta_m["mi".k] := "mi".i_beta_m; 
        (**) 
            "mi".excel_flux_s1["mi".k] := "mi".flux_s1; 
            "mi".excel_flux_s2["mi".k] := "mi".flux_s2; 
            "mi".excel_flux_r1["mi".k] := "mi".flux_r1; 
            "mi".excel_flux_r2["mi".k] := "mi".flux_r2; 
        (**) 
            "mi".excel_flux1_k1["mi".k] := "mi".flux1_k1; 
            "mi".excel_flux2_k1["mi".k] := "mi".flux2_k1; 
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            "mi".excel_flux3_k1["mi".k] := "mi".flux3_k1; 
            "mi".excel_flux4_k1["mi".k] := "mi".flux4_k1; 
            "mi".excel_flux1_k1_calcul["mi".k] := "mi".flux1_k1_calcul; 
            "mi".excel_flux2_k1_calcul["mi".k] := "mi".flux2_k1_calcul; 
            "mi".excel_flux3_k1_calcul["mi".k] := "mi".flux3_k1_calcul; 
            "mi".excel_flux4_k1_calcul["mi".k] := "mi".flux4_k1_calcul; 
            "mi".excel_flux1_k2["mi".k] := "mi".flux1_k2; 
            "mi".excel_flux2_k2["mi".k] := "mi".flux2_k2; 
            "mi".excel_flux3_k2["mi".k] := "mi".flux3_k2; 
            "mi".excel_flux4_k2["mi".k] := "mi".flux4_k2; 
            "mi".excel_flux1_k2_calcul["mi".k] := "mi".flux1_k2_calcul; 
            "mi".excel_flux2_k2_calcul["mi".k] := "mi".flux2_k2_calcul; 
            "mi".excel_flux3_k2_calcul["mi".k] := "mi".flux3_k2_calcul; 
            "mi".excel_flux4_k2_calcul["mi".k] := "mi".flux4_k2_calcul; 
            "mi".excel_flux1_k3["mi".k] := "mi".flux1_k3; 
            "mi".excel_flux2_k3["mi".k] := "mi".flux2_k3; 
            "mi".excel_flux3_k3["mi".k] := "mi".flux3_k3; 
            "mi".excel_flux4_k3["mi".k] := "mi".flux4_k3; 
            "mi".excel_flux1_k3_calcul["mi".k] := "mi".flux1_k3_calcul; 
            "mi".excel_flux2_k3_calcul["mi".k] := "mi".flux2_k3_calcul; 
            "mi".excel_flux3_k3_calcul["mi".k] := "mi".flux3_k3_calcul; 
            "mi".excel_flux4_k3_calcul["mi".k] := "mi".flux4_k3_calcul; 
            "mi".excel_flux1_k4["mi".k] := "mi".flux1_k4; 
            "mi".excel_flux2_k4["mi".k] := "mi".flux2_k4; 
            "mi".excel_flux3_k4["mi".k] := "mi".flux3_k4; 
            "mi".excel_flux4_k4["mi".k] := "mi".flux4_k4; 
        (**) 
            "mi".excel_i_alpha_e["mi".k] := "mi".i_alpha_e; 
            "mi".excel_i_beta_e["mi".k] := "mi".i_beta_e; 
            "mi".excel_t_elm["mi".k] := "mi".t_elm; 
        (**) 
            "mi".excel_i_x["mi".k] := "mi".i_x; 
            "mi".excel_I_x_PID_i["mi".k] := "mi".i_x_pid_i; 
            "mi".excel_I_x_PID["mi".k] := "mi".i_x_pid; 
            "mi"."excel_t_elm-i_x_pid"["mi".k] := "mi"."T_elm-i_x_pid"; 
            "mi".excel_diff["mi".k] := "mi".diff_J_B; 
            "mi".excel_w["mi".k] := "mi".w; 
            "mi".excel_delta_t["mi".k] := "mi".delta_t; 
            "mi"."excel_delta_t(n-1)"["mi".k] := "mi"."t(n)"; 
            "mi".k := "mi".k + 1; 
             
        ELSE 
            "mi".k := 1; 
            "mi".achizitie_pt_excel := false; 
            "mi".start_estimator := false; 
            "mi".gata_primul_calcul := false; 
            "mi".primul_calcul := true; 
             
        END_IF; 
         
    END_IF; 
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       IF "mi".primul_calcul = true THEN 
        "mi".flux1_k1 := 0; 
        "mi".flux2_k1 := 0; 
        "mi".flux3_k1 := 0; 
        "mi".flux4_k1 := 0; 
        "mi"."flux1_k1(n-1)" := 0; 
        "mi"."flux2_k1(n-1)" := 0; 
        "mi"."flux3_k1(n-1)" := 0; 
        "mi"."flux4_k1(n-1)" := 0; 
        "mi".flux1_k1_calcul := 0; 
        "mi".flux2_k1_calcul := 0; 
        "mi".flux3_k1_calcul := 0; 
        "mi".flux4_k1_calcul := 0; 
        (**) 
        "mi".flux1_k2 := 0; 
        "mi".flux2_k2 := 0; 
        "mi".flux3_k2 := 0; 
        "mi".flux4_k2 := 0; 
        "mi"."flux1_k2(n-1)" := 0; 
        "mi"."flux2_k2(n-1)" := 0; 
        "mi"."flux3_k2(n-1)" := 0; 
        "mi"."flux4_k2(n-1)" := 0; 
        "mi".flux1_k2_calcul := 0; 
        "mi".flux2_k2_calcul := 0; 
        "mi".flux3_k2_calcul := 0; 
        "mi".flux4_k2_calcul := 0; 
        (**) 
        "mi".flux1_k3 := 0; 
        "mi".flux2_k3 := 0; 
        "mi".flux3_k3 := 0; 
        "mi".flux4_k3 := 0; 
        "mi"."flux1_k3(n-1)" := 0; 
        "mi"."flux2_k3(n-1)" := 0; 
        "mi"."flux3_k3(n-1)" := 0; 
        "mi"."flux4_k3(n-1)" := 0; 
        "mi".flux1_k3_calcul := 0; 
        "mi".flux2_k3_calcul := 0; 
        "mi".flux3_k3_calcul := 0; 
        "mi".flux4_k3_calcul := 0; 
        (**) 
        "mi".flux1_k4 := 0; 
        "mi".flux2_k4 := 0; 
        "mi".flux3_k4 := 0; 
        "mi".flux4_k4 := 0; 
        "mi"."flux1_k4(n-1)" := 0; 
        "mi"."flux2_k4(n-1)" := 0; 
        "mi"."flux3_k4(n-1)" := 0; 
        "mi"."flux4_k4(n-1)" := 0; 
        (**) 
        "mi".flux_s1 := 0; 
        "mi"."flux_s1(n-1)" := 0; 
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        "mi".flux_s2 := 0; 
        "mi"."flux_s2(n-1)" := 0; 
        "mi".flux_r1 := 0; 
        "mi"."flux_r1(n-1)" := 0; 
        "mi".flux_r2 := 0; 
        "mi"."flux_r2(n-1)" := 0; 
        "mi".i_alpha_e := 0; 
        "mi"."i_alpha_e(n-1)" := 0; 
        "mi".i_beta_e := 0; 
        "mi"."i_beta_e(n-1)" := 0; 
        "mi".t_elm := 0; 
        "mi"."t_elm(n-1)" := 0; 
        "mi".i_x := 0; 
        "mi".i_x_pid := 0; 
        "mi".i_x_pid_i := 0; 
        "mi"."i_x_pid_i(n-1)" := 0; 
        "mi"."T_elm-i_x_pid" := 0; 
        "mi".diff_J_B := 0; 
        "mi".w := 0; 
        "mi"."w(n-1)" := 0; 
        (**) 
        "mi".delta_t := 0; 
        "mi".ret_val := 0; 
        "mi"."t(n)" := 0; 
        "mi"."t(n-1)" := 0; 
        (**) 
        "mi".tensiune1 := 0; 
        "mi".tensiune2 := 0; 
        "mi".tensiune3 := 0; 
        "mi".curent1 := 0; 
        "mi".curent2 := 0; 
        "mi".curent3 := 0; 
        "mi"."tensiune1_calcul(n-1)" := 0; 
        "mi"."tensiune2_calcul(n-1)" := 0; 
        "mi"."tensiune3_calcul(n-1)" := 0; 
        "mi"."curent1_calcul(n-1)" := 0; 
        "mi"."curent2_calcul(n-1)" := 0; 
        "mi"."curent3_calcul(n-1)" := 0; 
        (**) 
        "mi".ret_val := RD_SYS_T("mi".datetime); 
        "mi".ns := "mi".datetime.NANOSECOND; 
        "mi"."t(n-1)" := "mi".ns / 1000000; 
        (**) 
        "mi".primul_calcul := FALSE; 
        "mi".gata_primul_calcul := true; 
        (*"mi".excel_delta_t[1] := "mi"."t(n-1)"; 
    END_IF;     
ELSE 
    "mi".gata_primul_calcul := false; 
    "mi".primul_calcul := true; 
END_IF; 
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Appendix 3 – Direct and invers component identification 
 
freq=20000; 
data = csvread('0% csf pornit.csv'); 
u1_bl=u1_b/299.1*600/0.025; 
u2_bl=u2_b/299.1*600/0.025; 
u3_bl=u3_b/299.8*600/0.025; 
% 
u1=(u1_bl-u2_bl)/3; 
u2=(u1_bl+2*u2_bl)/3; 
u3=(-2*u1_bl-u2_bl)/3; 
% 
%first 0 crossing detection 
i=1; 
while i <= length(u1)-1  
    i=i+1; 
    if u1(i)<0 && u1(i+1)>0  
        ind1=i; 
        i=length(u1); 
    end 
end 
%last 0 crossing detection 
i=length(u1); 
while i>=1  
    i=i-1; 
    if u1(i)>0 && u1(i-1)<0  
        ind2=i; 
        i=0; 
    end 
end 
% 
%refined signals with an integer number of periods 
s_u1=u1(ind1+1:ind2-1); 
s_u2=u2(ind1+1:ind2-1); 
s_u3=u3(ind1+1:ind2-1); 
%matrix form 
s_u_mtx(1,:)=s_u1; 
s_u_mtx(2,:)=s_u2; 
s_u_mtx(3,:)=s_u3; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
fprintf('Relative Harmonic Content for all three channels\n'); 
fprintf(1, '\n'); 
for j=1:3 
    i=1; 
    fprintf('Ch%d\n',j); 
    while i<=11 
        fprintf('RHC %dth H = %1.2f',i,h_v(j,i)/h_v(j,1)*100); 
        disp('(%)'); 
        i=i+2; 
    end 
    fprintf(1, '\n'); 
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end 
fprintf(1, '\n'); 
fprintf(1, '\n'); 
fprintf(1, '\n'); 
fprintf(1, '\n'); 
%%%%%%%%%%%%%%%%%% 
%                % 
%                % 
%%%%%%%%%%%%%%%%%% 
%Direct(positive) and Invers(Negative) Components Identification 
fprintf('Direct(positive) and Invers(Negative) Components\n'); 
fprintf(1, '\n'); 
f=50; 
a=0; 
for i=1:length(u1) 
    a=a+f*2*pi*1/freq; 
    if a>2*pi  
        a=0; 
    end 
    theta(i)=a; 
end 
 for i=1:length(u1) 
    X(i) = (2*u1(i)-u2(i)-u3(i)) * (1 / 3); 
    Y(i) = (u2(i)-u3(i)) * (1 / sqrt(3)); 
    Z(i) = (u1(i)+u2(i)+u3(i)) * (1 / 3); 
     %Direct(positive) component computation 
    co_cd(i) = cos(theta(i)); 
    si_cd(i) = sin(theta(i)); 
    D_cd(i) = co_cd(i)*X(i) + si_cd(i)*Y(i); 
    Q_cd(i) = co_cd(i)*Y(i) - si_cd(i)*X(i); 
    %Invers(Negative) component computation 
    co_ci(i) = cos(-theta(i)); 
    si_ci(i) = sin(-theta(i)); 
    D_ci(i) = co_ci(i)*X(i) + si_ci(i)*Y(i); 
    Q_ci(i) = co_ci(i)*Y(i) - si_ci(i)*X(i); 
end 
% 
%Direct(positive) component 
% 
cd=sqrt((mean(D_cd))^2+(mean(Q_cd))^2); 
fprintf('Direct(positive) component=%1.3f',cd);  
disp('(V)'); 
%Invers(Negative) component 
ci=sqrt((mean(D_ci))^2+(mean(Q_ci))^2); 
fprintf('Inverse(negative) component=%1.3f',ci);  
disp('(V)'); 
fprintf('Inverse(negative) component=%1.3f',ci/cd*100);  
disp('(%) of Direct Component'); 
 
 
 

BUPT



Appendices 214

Appendix 4 – Randomly generated acquisition frequency 
 
sim_timk=3;%maximum simulation timk 
t=0:0.00001:sim_time-0.00001; 
Total_points=(sim_time-0.00001)/0.00001; 
T=0.0005; 
freq_u=50;%Hz 
points_on_period_50Hz=length(t)/sim_time*1/freq_u; 
points_on_T=length(t)/sim_time*T; %the number of points during the sampling 
period. 
gama=1;%[%] the percentage of the sampling time variation. it can be only 
0%,2%,4%,6%,8%,10% 
% 
u3=326.6*sin(2*pi*50*t); 
u2=326.6*sin(2*pi*50*t+2*pi/3); 
u1=326.6*sin(2*pi*50*t-2*pi/3); 
% 
clear u1_d u2_d u3_d u1_ud u2_ud u3_ud i j vector_i 
i=1; 
j=1; 
k=1; 
u1_d=u1(1); 
u2_d=u2(1); 
u3_d=u3(1); 
while i<=Total_points-2*points_on_T; 
    i=i+points_on_T+(round(gama*rand)*2)-gama; 
    u1_d(j)=u1(i+points_on_T+(round(gama*rand)*2)-gama); 
    u2_d(j)=u2(i+points_on_T+(round(gama*rand)*2)-gama); 
    u3_d(j)=u3(i+points_on_T+(round(gama*rand)*2)-gama); 
    while k*points_on_T<=length(u1) 
        u1_ud(k)=u1(k*points_on_T); 
        u2_ud(k)=u2(k*points_on_T); 
        u3_ud(k)=u3(k*points_on_T); 
        k=k+1; 
    end 
    j=j+1; 
end 
t_d=0:1:j-2; 
 
 
Appendix 5 – PLC software for variable phase shift speed 
reference  
 
"DB1".w := 2 * "DB1".pi * "DB1".f; 
"DB1".defazaj_in_s := "DB1".defazaj_in_cp_ref / 1000; //defazaj in secunde 
"DB1".defazaj_in_grd := 360 * "DB1".f * "DB1".defazaj_in_cp_ref / 1000;  
//defazaj in grade 
IF "DB1".Start_sin = true THEN 
    IF "DB1".defazaj_in_cp_ref_setata > 20 THEN //limita superioara 
        "DB1".defazaj_in_cp_ref_setata := 20; 
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    END_IF; 
    IF "DB1".defazaj_in_cp_ref_setata < 0 THEN//limita inferioara 
        "DB1".defazaj_in_cp_ref_setata := 0; 
    END_IF; 
        "DB1".start_verificare := TRUE; 
        IF "DB1".defazaj_in_cp_ref_setata > "DB1".defazaj_in_cp_ref AND 
"DB1"."ref_out_m1-3" < "DB1"."ref_out_m1-2" AND "DB1"."ref_out_m1-2" < 
"DB1"."ref_out_m1-1" (*AND"DB1".k_done_1 = false*)THEN 
            "DB1".defazaj_in_cp_ref := "DB1".defazaj_in_cp_ref_setata; 
        END_IF; 
        IF "DB1".defazaj_in_cp_ref_setata < "DB1".defazaj_in_cp_ref AND 
"DB1"."ref_out_m1-2" < "DB1"."ref_out_m1-1" AND "DB1"."ref_out_m2-2" <> 
"DB1"."ref_out_m2-1" AND "DB1".k_done_1 = false THEN 
            "DB1".defazaj_in_cp_ref := "DB1".defazaj_in_cp_ref_setata; 
        END_IF; 
        IF "DB1".defazaj_in_cp_ref_initial = "DB1".defazaj_in_cp_ref AND 
"DB1".k_revenire_1 = true THEN 
            "DB1".k_test_1 := true; 
        ELSE 
            IF ("DB1".defazaj_in_cp_ref_initial < "DB1".defazaj_in_cp_ref) OR 
"DB1".k_defazaj_1 = true THEN 
                "DB1".k_test_1 := false; 
                "DB1".k_revenire_1 := false; 
                "DB1".k_defazaj_1 := true; 
                "DB1".defazaj_in_cp_ref_initial := "DB1".defazaj_in_cp_ref_initial + 1; 
                IF "DB1".defazaj_in_cp_ref_initial = "DB1".defazaj_in_cp_ref THEN //aici 
controlez cate cicluri raman pe stop intre defazaje 
                    "DB1".k_revenire_1 := true; 
                    "DB1".k_defazaj_1 := false; 
                    "DB1".defazaj_in_cp_ref_initial := "DB1".defazaj_in_cp_ref; 
                END_IF; 
            END_IF; 
        END_IF; 
 
        IF "DB1".defazaj_in_cp_ref_initial = "DB1".defazaj_in_cp_ref AND 
"DB1".k_revenire_2 = true THEN 
            "DB1".k_test_2 := true; 
        ELSE 
            IF ("DB1".defazaj_in_cp_ref_initial > "DB1".defazaj_in_cp_ref) OR 
"DB1".k_defazaj_2 = true THEN 
                "DB1".k_test_2 := false; 
                "DB1".k_revenire_2 := false; 
                "DB1".k_defazaj_2 := true; 
                "DB1".defazaj_in_cp_ref_initial := "DB1".defazaj_in_cp_ref_initial - 1; 
                IF "DB1".defazaj_in_cp_ref_initial = "DB1".defazaj_in_cp_ref THEN //aici 
controlez cate cicluri raman pe stop intre defazaje 
                    "DB1".k_revenire_2 := true; 
                    "DB1".k_defazaj_2 := false; 
                    "DB1".defazaj_in_cp_ref_initial := "DB1".defazaj_in_cp_ref; 
                END_IF; 
            END_IF; 
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        END_IF; 
        //ref1 
        IF "DB1".k_test_1 = true THEN 
            IF "DB1".t1 <= 10 THEN 
                IF ((("DB1".ref_out_m1 > (0 - 0.9995 * "DB1".Amp) OR "DB1".kk1 = 
true) AND "DB1".k1 = FALSE) OR ("DB1".defazaj_in_cp_ref = 0)) (*OR 
"DB1".k_done_1=TRUE*)THEN   
                    "DB1".t1 := "DB1".t1 + 0.001; 
                    IF "DB1".ref_out_m1 > (0 - 0.9995 * "DB1".Amp) THEN 
                        "DB1".kk1 := false; 
                    END_IF; 
                ELSE 
                    "DB1".k1 := true; 
                    "DB1".delta_t1 := "DB1".delta_t1 + 0.001; 
                    IF "DB1".delta_t1 >= (2 * "DB1".defazaj_in_cp_ref / 1000) - 0.001 
THEN 
                        "DB1".delta_t1 := 0; 
                        "DB1".k1 := false; 
                        "DB1".kk1 := true; 
                        "DB1".k_test_1 := false; 
                    END_IF; 
                END_IF; 
            ELSE 
                "DB1".t1 := 0; 
            END_IF; 
        END_IF; 
        //ref2 
        IF "DB1".k_test_2 = true THEN 
            IF "DB1".t2 <= 10 THEN 
                IF ((("DB1".ref_out_m2 ) < (0.999 * "DB1".Amp) OR "DB1".kk2 = true) 
AND "DB1".k2 = FALSE) OR ("DB1".defazaj_in_cp_ref = 0) THEN  
                    "DB1".t2 := "DB1".t2 + 0.001; 
                    IF ("DB1".ref_out_m2) < (0.999 * "DB1".Amp) THEN 
                        "DB1".kk2 := false; 
                    END_IF; 
                ELSE 
                    "DB1".k2 := true; 
                    "DB1".test_j := "DB1".test_j + 1; 
                    "DB1".delta_t2 := "DB1".delta_t2 + 0.001; 
                    IF "DB1".delta_t2 >= (2 * "DB1".defazaj_in_cp_ref / 1000) - 0.001 
THEN 
                        "DB1".delta_t2 := 0; 
                        "DB1".k2 := false; 
                        "DB1".kk2 := true; 
                        "DB1".test_j := 0; 
                        //END_IF; 
                    END_IF; 
                END_IF; 
            ELSE 
                "DB1".t2 := 0; 
            END_IF; 
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        END_IF; 
        "DB1"."ref_out_m1-3" := "DB1"."ref_out_m1-2"; 
        "DB1"."ref_out_m1-2" := "DB1"."ref_out_m1-1"; 
        "DB1"."ref_out_m1-1" := "DB1".ref_out_m1; 
        "DB1".ref_out_m1 := "DB1".Offset + "DB1".Amp * SIN("DB1".w * "DB1".t1); 
         
        "DB1"."ref_out_m2-2" := "DB1"."ref_out_m2-1"; 
        "DB1"."ref_out_m2-1" := "DB1".ref_out_m2; 
        "DB1".ref_out_m2 := "DB1".Offset + "DB1".Amp * SIN("DB1".w * "DB1".t2); 
    END_IF; 
IF "DB1".Start_sin = false THEN 
    "DB1".first_start_ref := true; 
    "DB1".t1 := 0; 
    "DB1".t2 := 0; 
    "DB1".delta_t1 := 0; 
    "DB1".delta_t2 := 0; 
    "DB1".t := 0; 
    "DB1".k1 := FALSE; 
    "DB1".k2 := false; 
    "DB1".kk1 := false; 
    "DB1".kk2 := false; 
    "DB1".t_sincronizare := 0; 
    "DB1".test_i := 0; 
    "DB1".defazaj_in_cp_ref := 0; 
    "DB1".ref_out_m1 := 0; 
    "DB1".ref_out_m2 := 0; 
    "DB1".k_defazaj_1 := false; 
    "DB1".k_test_1 := true; 
    "DB1".defazaj_in_cp_ref_initial := 0; 
    "DB1".k_defazaj_2 := false; 
    "DB1".k_test_2 := true; 
    "DB1".defazaj_in_cp_ref_setata := 0; 
    "DB1".test_j := 0; 
    "DB1".k_done_1 := false; 
    "DB1".k_revenire_2 := true; 
    "DB1".i_val_medie := 0; 
    "DB1".suma_val_m1 := 0; 
    "DB1".blocare_calc_val_medie := true; 
END_IF; 
"out_1" := INT_TO_WORD(REAL_TO_INT("DB1".ref_out_m1 * 2764.8)); //   
"out_2" := INT_TO_WORD(REAL_TO_INT(0-"DB1".ref_out_m2 * 2764.8)); // 
 
 
Appendix 6 – PLC software for triangle speed reference 
 
IF "DB1".Start_sin = true THEN 
    "DB1".start_verificare := true; 
    "DB1".abatere := 0.1 * "DB1".delta_t; 
    //1 
    IF "DB1".t >= "DB1".perioada - "DB1".abatere THEN 
        "DB1".k_test_1 := true; 
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        "DB1".ref_out := 0; 
        "DB1".t := 0; 
        "DB1".c := false; 
        "DB1".d := true; 
    END_IF; 
    //2 
    IF "DB1".k_test_1 = true THEN 
        "DB1".perioada := 1 / "DB1".f; 
        "DB1".delta_t := 0.001; 
        "DB1".delta_h := "DB1".Amp / (("DB1".perioada / 4) / "DB1".delta_t); 
        "DB1".t := 0; 
        "DB1".k_test_1 := false; 
        "DB1".d := false; 
    END_IF; 
    //3    
    IF "DB1".t >= ("DB1".perioada * 3 / 4)+0.001 AND "DB1".t < "DB1".perioada 
THEN 
        "DB1".ref_out := "DB1".ref_out + "DB1".delta_h; 
        "DB1".t := "DB1".t + 0.001; 
        "DB1".b := false; 
        "DB1".c := true; 
    END_IF; 
   //4 
    IF "DB1".t >= "DB1".perioada / 4 AND "DB1".t < ("DB1".perioada * 3 / 4)+0.001 
THEN 
        "DB1".ref_out := "DB1".ref_out - "DB1".delta_h; 
        "DB1".t := "DB1".t + 0.001; 
        "DB1".a := false; 
        "DB1".b := true; 
    END_IF; 
    //5 
    IF "DB1".t < "DB1".perioada / 4  THEN 
        "DB1".ref_out := "DB1".ref_out + "DB1".delta_h; 
        "DB1".t := "DB1".t + 0.001; 
        "DB1".a := true; 
    END_IF; 
ELSE 
    "DB1".k_test_1 := true; 
    "DB1".t := 0.001; 
    "DB1".ref_out := 0; 
    "DB1".perioada := 1 / "DB1".f; 
    "DB1".delta_t := 0.001; 
    "DB1".delta_h := "DB1".Amp / (("DB1".perioada / 4) / "DB1".delta_t); 
    "DB1".a := false; 
    "DB1".b := false; 
    "DB1".c := false; 
    "DB1".d := false; 
END_IF; 
"out_1" := INT_TO_WORD(REAL_TO_INT("DB1".ref_out * 2764.8)); 
"out_2" := INT_TO_WORD(REAL_TO_INT(0 - "DB1".ref_out * 2764.8)); 
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