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Abstract: Economical, efficient and reliable hybrid
renewable energy system (HRES) provides a clean and
distributed energy when compared to individual renewable
energy system. In the present scenario, importance of
HRES is getting increased as it adapts to the climatic
changes. In this paper, the considered HRES comprises of
solar PV, wind and micro-hydro along with diesel generator
and battery banks to serve the demand. Minimization of
total cost and total dumped power are the objective
functions considered for this problem. In addition, the
geographical constraints is also considered in this paper to
minimize the total cost of the system. Grey Wolf Algorithm
(GWO) is arguably one of the simple, efficient and most
powerful stochastic real-parameter optimization algorithm
which operates through simple computational steps. The
optimal combination of HRES problem for different
objective function are determined using GWO. As a case
study, a realistic data which has been used in this paper to
find the acceptable combinations belong to a typical
farming village of Western Ghats in Kerala, India. The
simulation results of the considered problem shows that the
GWO algorithm is able to provide better solution quality in
terms of cost, convergence and robustness for the
considered HRES problem.

Keywords: Hybrid Renewable Energy System; HRES, Grey
Wolf Algorithm; GWO; solar PV; wind; micro-hydro;
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1. Introduction

Dependency on conventional energy sources an
its associated environmental problems can be solve
by exploiting the enormous potential of renewable
energy sources (RES). In addition, RES can provid
basic energy facilities to remote areas where gri
facility is impossible to setup. Moreover, enormous

galgorithm performs better than the previous algonig

The stand-alone HRES discussed in this paper
contains solar PV, wind, micro hydro, diesel
generators and batteries. Therefore, the aim of the
paper is to design an optimal HRES for reliable and
economic load supply. Research work related to
optimization of different combination of HRES using
various evolutionary algorithms is listed in Ajay
Kumar Bansal et.al., 2013; Farshid Mostofi and
Masoud Safavi, 2013; Kamaruzzaman Sopian et.al.,
2008. The development of numerous meta heuristic
algorithms by various researchers around the world
over the past two decades has successfully solved
these problems with  superior convergence
characteristics, better solution quality and robess,
eliminating most of the difficulties of classical
methods (P.Subbaraj et.al., 2011; P.Subbaraj ,et.al.
2010).

Grey Wolf Optimization (GWO) algorithm, a recent
swarm intelligence meta heuristic algorithm is
proposed by Mirjalili et al to solve the non-convex
optimization problem. GWO algorithm impersonates
the leadership and hunting behaviours of grey wolve
in nature and has superior exploration and expioita
ability(Seyedali Mirjalili et.al., 2014). In solvinreal
world problems, the GWO algorithm has the capabilit
of providing better quality solutions and good
computational efficiency with few parameters anseea
of implementation. These properties have motivated
few researchers to implement the GWO algorithm in
3olving many real time problems. In this paper, GWO
algorithm is used to solve the HRES problem to
validate its effectiveness over other meta heuristi
algorithms. The simulation results show that the GW

In terms of solution quality, convergence efficignc
and robustness (Seyedali Mirjalili et.al., 2014).

potential of RES can cover the continuously indreas
energy demand. Although, the RES offers clean
energy, its periodic nature becomes the main lzatec
for their implementations in real time which motied
the researchers in combining one or more RES ta for
hybrid renewable energy system (HRES).
Commercially available HRES include solar PV-

The rest of the paper is organized as follows:i8e&
describes the mathematical modelling of HRES
system. The problem formulation for the chosen
HRES system is described in Section 3. The detaile
description of GWO algorithm is discussed in Settio
4. Section 5 describes the implementation of GWO to

- . . . the HRES problem. The numerical results and
diesel, solar PV-battery, wind-battery, wind-diesel . , .
solar PV-wind-battery, and solar PV-wind-diesel discussion of the proposed algorithm to the chassin

battery systems (Binayak Bhandari et al., 2015;3ystem_s gre tpres7ented in Section 6 and conclusion |
Binayak Bhandari et al., 2014). rawn in section 7.
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2 Hybrid Renewable Energy System (HRES) The hydro unit plays a crucial role in secure,atak

A HRES generally comprises of two or more primary and profitable operation of power system by supgyi

renewable energy sources combined with a seconda&:.r the power uncertainty. Th_e output power frqre th
conventional energy sources and a storage system as Icro- hydro _turbme s given by (Koumarianos
backup system. In this paper, the stand-alone HRE§‘ntonlos 2011):
comprises of solar PV, wind turbine and micro-hydro R (t) =70 x g > A < H > Q(t) ®3)
as primary renewable energy sources, diesel gemeratwhere R, (t)is the power produced at hourby the
as the conventional energy source and battery es trhydro turbine inW , 77, is the efficiency of the hydro
storage device. The block diagram of the choserdsta turbine in %ais the acceleration due to aravity in
alone HRES is shown in Fig. 1. (Maamaar Laidi gt.al 08 9 y
2012; Bhandari, B et.al., 2014; Koumarianos Antenio m/sz,,owis the density of water irkg/m3, H is the
2011). _ _ o effective head inmand Q(t)is the flow rate of water
The mathematical modelling of individual components -
present in HRES is discussed in this section. at hourtin litres / second|( s).

2.4 Battery

Batiery 14 - The battery gets charged or discharged based on

Solar PV the power produced by the primary renewable energy
i @’ sources. The total energy produced by the primary
energy sources is given by (Koumarianos Antonios

WiudTurbine"'-’ : EZ::;I = '\’I 2011)
] ez l Py (t) =7 ><[vappv(t)'*NwF’w(t)]+thn(t)

Micro Hydro % Inverter (4)
where P, (t)is the summation of the energy produced

Diesel
Generator [} r— Loads by the primary energy sources i ,zis the
efficiency of the inverter in %Np,,Nyand N, are

Fig.1. Block diagram of HRES the total number of solar panels, wind turbines and

hydro turbines respectively.

The relation between the state of charge (SOChhter
Soattery between two consecutive hours is given in
Egn.(5) and Eqn.(6)

2.1 Solar photovoltaic (solar PV)
The output power produced from the solar PV panel
is given by (Koumarianos Antonios 2011):

Pov (1) =77 Apy xi (t) @) R(t)
where Ppy (t)is the power produced at hourby the Fb(t):PD(t—l)(l—a){Pp(t) {TD%
solar panel in Watt§w),nis the energy conversion

S . . if Py(t)>R_(t) (5)
coefficient in %, Ay, is the area of a single PV panel

in m?andi(t) is the isolation at hour i /m?. R(t) =Ryt —1)(1—0)—[3_(t)—[PpT(t)D if Py (t) <A_(t)

2.2 Wind turbine !
The power output from wind turbine which depends (6)
on the velocity of the wind is given by (Koumariano Where R, (t)is the available capacity of battery banks

Antonios 2011): at hour tin W, cis the self-discharge rate of the

Ry (t) = 0.5%/t x17g xpxCprxV3(t) (2) battery banksy, is the efficiency of a battery in %,
where R, (t)is the power produced at hourby the  and A (t) is the demand of the system at haumn
wind turbine in wattn), s is the efficiency of the W

wind turbine in %y is the efficiency of the generator 2.5 Diesdl generator .
When P, (t)>R_(t) for a particular hourt and when

the battery doesn't have sufficient energy to supp
coefficient of wind turbineAis the wind turbine rotor demand, diesel generator gets operated to generate

swept area inm?and vis the velocity of the wind in remaining power. The power generated by diesel
(m/s). generator isPyg (t) (Koumarianos Antonios 2011).

2.3 Micro-hydroturbine 3 Problem formulation
3.1 Objectivefunction

in %, o is the density of air irkg/m3,Cpis the power
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The main objective of any HRES is to maximize the Npv Ny Nn
utilization of primary energy sources by considgrin wherea= Z(cwxpw),bZZ(QprW),C:Z(%qu),

the other factors like financial investment, rumnin i= i0 iz

cost, reliability and durability of the considerggstem N

(Koumarianos Antonios 2011). d=)(CqxPy),Ngis the number of  diesel
3.1.1 Minimization of total annual cost of the et

system

generators,Npis the number of batterieg,is the

The first objective of selected HRES is to minimize _ _
capital cost of battery in &€,C,,Cpand Cq are the

the total annual cost of the systeMC,nua Which is

given by (Koumarianos Antonios 2011): cost perkw of generated by solar PV , V\_/ind, m_icro-
MiN TCannual = MIN CCannual + OCannual (7 hydro and diesel generator respectively in €,

where TCynnua IS the total annual cost in Euro (€), _PWf' Pnf_ and Ry are the r'ated power of SO"’_’“ PV,
CCannua IS the annual capital cost in € a® g wind, micro-hydro and diesel generator iw

is the annual operational cost in € of the Choseéegrfﬁgxz:yepqational cost calculation

system. . .
o The annual operational cost for the HRES system is
gls.élinlmlzanon of total dumped power of the given by (Koumarianos Antonios 2011):

The second objective of considered HRES is to Oca”””a_' :365xD_OC _ (13)
minimize the total dumped power of the systeimmp where DOC is the daily operational cost of the system
which is given by in € which is the summation of operational cost of

” batteries, diesel generators, fuel used and rerewab
min dump= Zdum(t) ®) energy units which is given by
DOC = OpyPovt +Onfht +OnRut + Qofht +OdRt +Fa xRt (14)

t=1
where dum(t)is the power dumped at hourwhich is ~ WheréOpy, On, Oy, Oq andFy are the operational cost
calculated as of solar PV, wind, hydro, diesel generator, batigey
dum(t) = Py (t) + Ry +Pyg — A (t) (99 kv and fuel cost respectively in €,

3.2 Annual capital cost calculation Povt: Rut Pt Rg@ndiy  are  the  total - power

The annual capital cost of the system consisthef t generated from solar PV, wind, hydro, diesel gewera
capital cost of the units in the chosen hybrid esyst and battery in a day i'wand Ris the total fuel
which does not require replacement and is given byconsumed in a day initers(l)which is given by

(Koumarianos Antonios 2011): (Koumarianos Antonios 2011):
CCannual = CRF xCCypits

24
(10) _ R=Y F(t) (15)
where CRF is the capital recovery factor of the system -1

and CCisis the summation of capital cost of all the \ypere E (t) =0.246x Py (t) + Ng x 0.841% Py areq IS the

units present in the system in € . fuel consumption at hourin 1 .
3.2.1Calculation of CrF 3.3 Design congtraints
The CRF of the system is a ratio to calculate the 3.3.1Inequality congtraints
present value of a series of equal cash flows and ia) Number of devices
calculated as(Koumarianos Antonios 2011): The number of wind power generation, PV
i><(1+i)N panels, batteries, diesel generators and microshydr
CRF="—"1 (11) plants are subjected to following constraints:

()N -1 0< Ny < Nyymy, 0= Ny < Ny, 0< Ny < N
: . . . . < Nw = Nywm, U= Npy < Npym, Us Ny < N,
wherei is the interest rate in % and is the project " P "
0<Ng <Ngm and 0< Np < Npmy

lifetime in years which are assumed to 1%% and
20years respectively in this paper. (16)

3.2.2Calculation of CCyits whereNym, Npym, Nhm, Ngm andNpm are the
The capital cost of all the units present in thesgm  Maximum number of wind turbines, PV panels, hydro
HRES system is given by (Koumarianos Antoniosturbines, diesel generators and batteries thatbean

2011): incorporated in the system respectively.
CCypnits =a+b+c+d+ ( Np be) (12) b) Available capacity of battery banks
Romin < Ry (t) < Bymax (17)
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whereR)min, B maxare the minimum and maximum Fig.2 Hierarchy in of grey wolves in GWO algorithm

allowed energy level in the battery banks. 4.1.1Social hierarchy _ _
c) Power balance equation In modelling of GWO algorithm, the different types

P (t)+R (1) +R: (1) + B (1) + Py ()= R (t) (18 of wolves are classified based on the fitness valfue

pV() w(t)* A )+ Ru (1) +Ra ()2 RL(1) (18) the problem. The fittest solution is considered as

4 Grey Wolf Algorithm (GWO) a wolf ,th(.a sgcond best solution Bwolf , the thl.rd
T _ _ best solution isd wolf and the rest of the solutions

Grey wolf optimization (GWO) algorithm is a very gre ,wolves (Mirjalili et al., 2014).

recent meta heuristic optimization algorithm inegir 4.1.2Encirdling the prey

by gray wolves is developed and proposed by Mirjali as mentioned earlier, the grey wolves encircle the
etal., 2014. The GWO algorithm imitates the m@ti ey quring the hunting process. The following two
and the social hierarchy behaviours of grey wolves. equations are considered to model the encircling

addition to the advantages of meta heuristic algos  |,ohavior of grey wolves (Mirjalili et al., 2014):
like simplicity, flexibility, derivative-free-mechasm,

and local optima avoidance, the GWO algorithm C= _B',xﬁp(t)_;((t) (19)
requires no specific input parameters to be irnueal.

Also, the GWO algorithm is straight forward, free - - - o

from computational complexity, and can be easily X(t+1)=Xp(t)-A.C (20)

implemented in any programming languages (Mirjalili where t indicates the current iteration in the problem,
et al., 2014). - . . "

The interesting fact of grey wolves in GWO alganith ~ Xp(t) is the position vector of the preyx(t)and

is it possess a very strict social dominant hidnaras - . .

shown in Fig.2. Social dominant hierarchy is X (t+1) indicates the position vector of the grey wolf
employed with the help of four types of grey wolves at tand t+1 respectively and the coefficient vectors

alpha(a), beta(s), delta(s) and omeggw). Leader A andB are computed using the following equations:

wolf or alpha (a)wolf is responsible for making L Lo L
decisions like hunting, searching, time to wake and A=2a.n-a (21)
on. The beta(B)wolf respect and supports alpha B=2r, (22)

(a) wolf in decision making, the delt@) wolf which . .

always follow a and gwolves. The wolves which do Where r and r, are random vectors betwego,

not come under these category are called as omega |, -

(w) wolves and are used basically as a scapegoat a d alsa fgctor which decreases linearly from 2 to 0
as iteration increases.

occupies the lowest level of hierarchy . Inside the space, a grey wolf can update its [ositi
Group huntlng is anqther interesting s'oual. bea®fo 544 around the prey in any random location using Eq
grey wolves in addition to the social hierarchy of (21) and (22). The same concept can be extendad to
wolves. The three phases of grey wolf hunting éJe: ga5/ch space with n dimensions.

Tracking, chasing, and approaching the prey, (ii)4.1.3Hunting

Pursuing, encircling, and harassing the prey ubtil - a) the grey wolves can recognize the location ayp
stops moving and (i) Attack towards the prey to encircle and hunt them. The positions of thefwol

(Mirjalili et al., 2014). are updated around the prey using the following
4.1 Mathematical modelling of GWO equations (Mirjalili et al., 2014):

In this section, the mathematical modelling of GWO
algorithm is discussed using the social hierarchy o c, =
wolves and group hunting of prey.

Ig1-qu7/ (t)_;{(t)

o =[EaXalt-51)

(23)

— —

n il(t):xa(t)—zl.aa, X2(t)=Xﬁ(t)—Z2.65,

5 X (t)=X5(t)- A3.Cs (24)
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- - - wherej =1,2,...N,
)?(t+1)= Xa(t)+ X2(t) + X 5(t) (25) Therefore, the matrix ofDx Nis initialized using
3 Eqn.(26).
Step 4: The fitness of each population is calculated
usingFr . After sorting the fitness value in descending

where X ¢ (t), ;’B(t) and)?a(t) are the position of

first, second and third best fitness value . order

Using the above equations, the alpha, beta and delt

grey wolves estimates the positions of the prey and @
other grey wolves randomly update their positions

around the prey.

4.1.4Attacking prey (Exploitation) y

The above sections deals with how the grey wolves | |nitialization of population of grey

hunt the prey when it stop moving. The s o
wolves, a, A, Bandt=1

parameter§ and Aare used to mathematically
express the pathway for approaching the prey by gre l

wolves. The parameteris linearly decreasing from 2

to 0 and fluctuation of parameter also gets dectbagq Cculate the fitness of each population

- of grey wolves
with a (Mirjalili et al., 2014).

4.1.5Sear ching the prey (Exploration) l
The positions of alpha, beta and delta grey wolyes
helps in optimum search of algorithm. These woljes | Selectthe alpha, beta and delta grey
diverge from each other to search the prey and wolves using the fitness value
converge together to attack the prey. The parasdter
which directly influence this exploration behavime

- 2 Yes
AandB. w Display the

. e ti I
Mathematically, whenA is greater than 1 or less than optimum value

-1, the three grey wolves diverge in search of prey

Therefore, from the above discussion we can able¢ to No A4
conclude that GWO algorithm shows more randpm @
behavior which favours the exploration and avoi@anc
of local optima.

Update the positions of each grey

The general flowchart to describe the GWO wolves in the population
algorithm is shown in Fig. 3 v
5 Implementation of GWO algorithm to HRES

problem Update the value ofa, Aand B

The general implementation of GWO algorithm [to
solve HRES problem for different cases is desdribe
as follows:

Step 1: The input data for the chosen test system is
read to compute the total annual cost or total damp

power of the system. , _ , Fig. 3 Flowchart of GWO
Step 2: GWO parameters i.e., population sikeand
select the stopping criteria are initialized. alpha (a), beta(ﬁ) and deltéd)grey wolves are

Step 3: The number of design variableb, required  getermined using Eqn. (27).

for the test system is selected and are initialized - N _ N =1 _ N =2) (27
According to the population size, the design vdeab Fra = Fr(N).Frp = Fr (N-1). Frs = Fr ( )@7)

for the test system is generated randomly using EqroteP : The design variables corresponding fgy ,
(26).

and are saved asl; t), l; t)and
Rj = R.min trand (1)X(F?,max_F? ,min) (26) T8 s a (1) 5 (1)

respectively.
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. - - eliminates the fluctuations of sources, increassa@n
Step 6: Using Eqn. (21) and Eqn. (22niand Bi,  production and reduce the usage of energy stotage.

i =12and 3 are determined this paper, GWO algorithm is used to determine the
Step 7: The position of each grey wolf in the optimal combination of HRES based on the users
population gets updated using Eqn. (23) to Egn). (25 objective to meet the required demand. The GWO

Step 8: Proper termination criterion is selected algorithm for the considered test system has been
Step 4 to step 7 will be repeated till the termorat implemented in MATLAB 2013a on Intel (R) Core
criteria is reached by the algorithm (TM) i7 - 3517U CPU 2.40 GHz with 8G-RAM.

6 Resultsand Discussion Case 1: Tominimizethetotal cost of the system

The primary objective of any HRES is to determine
the optimal combination of renewable sources by
hminimizing the total cost of the system and meeting
the demand. The total cost of the system is cdkdla

6.1 Case Study

A typical farming village of Western Ghats in Kexal

India is considered as a case study to determiee t

optimal combination of HRES. Kerala is one of the = )

Inrijian state located on the Malabar coast of soetit 49 the Eqn.(7) to Eqn. (18) and the economical
parameters used for calculating the total cosisted

India. The village which comprises of 120 families ; o2
with a populatioii of over 600 iSIocated aroundkao ™M S.Ashok 2007. The combination of energy sources

auay from the nearest local toun, The made. e ¥, coresponcing tola cost obianed, using
transportation is restricted to jeeps and distdodbe cost achie\?ed by GWO algorithm is 6580 E € and the
existing grid line is around 15km. Complexity exist y 9 :

extending the grid to the village due to its gepbieal power generated by different energy sources foh eac

location (S.Ashok 2007). hoai]tilgimg GWO algorithm is shown in Fig. 5.

About 35% of the population recgives power using T diﬁegﬁiig}gi;%rpn?i%?tggs%fi—IRES using
6.25 kVA diesel generator (DG) which operates about Total
six hours a day during peak hours and the workingaigori- Ne N Ne N N Total  dumped
hours is extended during emergencies and festivalthms poo The Bwo T T costin € power
seasons. The different electrical loads existinghi in kW
village are compact fluorescent lamps, fan andoradi GA 32 1 3 14 0 11569.t 248.
set. It has been estimated that there exists palterit PSC 62 1 1 1C 0 10722.c 94.
renewable energy sources like several water str,eangDE 309 % 2 180 g %g%( ggg
wind and solar energy (S.Ashok 2007). WO 0 1 0 8 2 68805 234

The hourly load profile for a particular day of the
village, solar radiation, ambient temperature artw

speed is shown in Fig. 4. The water flow for the
micro-hydro source is 35 I/s with head of 45 m

Case 2: To minimize the total dumped power of the
system
From Table 1, we can infer that even for the opitima

(S.Ashok 2007). cost, there exist a excess generation of 23.4 kW.
& == Load (kW) — Wind velocily (') — = Water head () Though the excess generation is of small value,
|| S et gt e A management of these excess power is difficult & re

17 | D P S A A

world implementation. Hence to overcome such
difficulties the algorithm is implemented to gertera
the optimal combination of HRES by minimizing this
. dumped excess power. In this case, the inequality
T T constraints given in Eqgn. (18) becomes an equality
constraint as given in Eqgn. (25).
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|
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....

Wind velocity, Load, Ambient

temperature. Insolation.
‘Water head, Water flow

(SR )
S U

13
10 14 O Pt eeeeer Pdg — Pp 7
5 12 4 M 6
0 iio 1 5o
123 456728 91011121314151617181920212223 24 §8_ _4’%
Hours of a day 8 &
Fig.4 Essential data obtained for a village B j ] ] 3
Although there exist high potential of renewable | H H Lo
energy sources, its application as standalone wilits , ﬂ ot ] g
not be efficient for an uninterrupted power supglye 12034567 89 1011213 14 15 16 17 18 1920 21 22 23 24
to its seasonal and _non-linear variations. HRESwhi Fig. 5 Real Power generiated from different sources
integrates the available renewable energy sources using GWO for case 1
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Pov () + Ru(t) + P (t) + R (t) + Pa (t) = AL (1) 8 [, :
(25) n o 6
The combination of energy sources and their
corresponding minimum cost achieved by different
algorithm by reducing the dumped power is given in

Ph & Pdg (kW)
w

-
Ppv & Ppy (kW)

Table 2. Figure 6 shows the power generated from . 1
various sources. ) FA— L D .

Case 3: Considering environmental constraints LT TR
Efficiency of each renewable energy sources depends Fig. 7 Real Power generated from different sources
on the environmental condition and geographical using GWO for case 3

location of the place where it has been installed.(ii) Priority 2 - Fixing Np,

Hence, the proper choice of renewable energy sourcghe number of hydro plants for the considered

based on the location becomes inevitable. location is fixed to 1 and the HRES problem is edlv
Table 2 Optimal combination of HRES using different ysing GWO algorithm to meet the demand of the

algorithm for case 2 system. Table 4 list the optimal combination ofreye

Total :
. Total dumped Sources with the total cost of the system _
Algorithms  No,  Noo No Noo Na ogine power — Table3. Optimal combination of HRES using
in kw different algorithms whem ,, =100
GA 407 0 0 10 5 45767.1. 0 Total
PSC 178 0 1 11 4 265571 O _ Total  dumped
DE 166 0 1 11 4 261084 O Algorithms = Np,  Noo Nw No Na oo e powepr in
SADE 10C 0 1 10 4 220091 O W
GWO v 0 1 10 4 1837056 0 GA 10 2 2 0 0 16871.8 462.915
_ , ' o _ PSC 10 2 0 0 0 13671.9 291512
In this section, using the priority based technjghe DE 10C 1 1 10 O 13069.8 98.135¢
HRES problem is solved. Three different cases afADE lo¢c 1 0 8 2 128614 316832
studied in this section (i) Priority 1 - Fixingpy, (i) —CWO 1€ 1 0 8 2 128614 31.6882
Priority 2 - FixingNp and (iii) Priority 3 - FixingNy, . The power generated by different energy souroes f
o] y each hour using GWO algorithm is shown in Fig. 8.
S (iii) Priority 3-Fixing Ny
Py e - . 0.5 . . .
N In this case for the considered location, the nurobe
2 | FO wind turbines is limited to 1 and the proposed

Puv. Pot & Pdg (kW)
55 o=
<
-

[ )

03 & algorithm is used to obtain the optimal combinatibn
B micro hydro and solar PV for the described HRES

problem. Table 4 list the optimal

o1 Table4. Optimal combination of HRES using

. different algorithms whemy, =1

1 23 4 5 6 7 8 91011121314 1516 17 18 19 20 21 22 23 24
Hours of a day Total

0

Fig. 6 Real Power generated from different sources Algorithms N, N, N, N, Ny ngtt?:%: d;;jclmaerd

using GWO for case 2 in KW

(i) Priority 1- Fixing Np, GA 11¢ 1 1 11 0 143522, 99.882
. PSC 21 1 0 8 2 8091.79 25.107

The number of solar PV panels for the considereghe 5 1 1 1C 0 7342.48 89.595¢
location is fixed to 100. Now, the GWO algorithm is SADE 3 1 0 8 2 705144 23.646
0 1 0 8 2 688045 23.414¢

implemented to determine the optimal combination ofGWO
wind and micro-hydro turbines which will meet the o _
demand along with the fixed solar PV panels. TheCombination of energy sources with the_ total cdst o

optimal combination of renewable energy sourcesiN® System. The power generated by different energy
along with the total cost of the system using déffe ~ SOUrces for each hour using GWO algorithm is shown

algorithm is listed in Table 3. The power generaigd " Fig- 9.
different energy sources for each hour using GWO
algorithm is shown in Fig. 7.
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Fig. 8 Real Power generated from different sources
using GWO for case 4

6.2 Result Analysis

The number of grey wolf population which depends of
problem dimension and complexity of the problem,
affects the convergence and search capability ofOGGW
algorithm..
Tableb. Optimal combination of HRES using
different algorithms when,, =1

Pw and Pp (kW)
oo

[¥]
7
\
0
(4
1
rd
A

0 o

12345678 9101112131415161718 192021222324
Hours of a day

Fig. 9 Real Power generated from different sources

using GWO for case 5

—— Objective Function 1
+et+ Object 02
—— When Npvis fixed
— - When N s fixed
=== When Nn s fixed 20

30000

25000

20000

15000

Minimum costin €

10000

S
Total cumped power in KW

5000

w

Total

: Total dumped

Algorithms N, Np N, Ny Ng costin€ power in
kW

GA 92 1 1 1C 0 12569.4¢ 97.074:
PSC 8 1 2 0 0 9661.32° 368.839
DE 2 1 2 0 0 9313.36. 368.293:
SADE 0 1 2 0 0 9197.77. 368.110
GWO 0 1 1 10 0 7053.73. 89.148!

An optimal choice of population size is necessay a
large value makes an algorithm slow and
computationally inefficient and small value leads t
local minima than to the global minima. In order to
demonstrate the performance of GWO algorithm, the
algorithm has been executed 50 test runs for diffier
population sizes for different objective functioasd

the obtained solutions are presented in Fig. 10art

be inferred from Fig. 10, that for all the casee th
optimal population size is fixed to 100. The
convergence characteristics of different algorittiors
different objective functions is shown in Fig. 14 t
Fig. 15.

The search agents in GWO which has good
computational and search mechanism explores the
promising regions of the solution space and detagmi
the optimal solution quickly.
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Fig. 10 Optimal value vs Population size
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Fig. 11 Convergence characteristics of Case 1
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Fig. 12 Convergence characteristics of Case (ii)

Due to the proper selection of number of grey wolf
population and inherent characteristics, the GWO
algorithm attains the global solution faster when
compared to other algorithms and makes it more
efficient, robust and consistent
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In GWO, due to the inherent randomness involved in 0 N ] r NS NS §— 90
the algorithm to initialize the grey wolf, performze o Gl Casel Cased Cased Cased
and strength of the algorithm cannot be judgeduitino Fig. 16 Statistical analysis of the system
a single trial and which can be evaluated throughAlso, the parametdd randomly forces the search
number of test runs. agents to take random steps towards the global

solution rather than the sub-optimal solution. Ehes
adaptive parameters is the main reason for theesacc
of GWO algorithm. In addition, in GWO in every
generation the best three solutions are saved which

20000 J
18000 1~
16000

14000

3 12000 4 also guides the search agents to exploit the most

§ el e promising regions of solution space. These are the

= oo reasons which assist the GWO algorithm to provide
2000 4 good exploration, exploitation, local optima avaida

2000

and fast convergence simultaneously.

0
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Fig. 14 Convergence characteristics whep=1
Many test runs with different initial populationluas

CONCLUSION
This paper presents a novel GWO algorithm in sglvin
HRES problem by taking the real time data from a
were performed to test the robustness or the, oo farming village of Western Ghats in Kerala,
consistency Ie\{el of the .GWO .algorlthm. The |ndia The effectiveness, feasibility and robustneks
statls.tlcal analy§|s of the solution 'attalned l:eym_/\lo the GWO algorithm has been investigated on HRES
algorithm for different case studies for 100 déler  ohiems with two different objective functions (9
trials is shown in Fig. 16. reduce the total cost of the system and (i) taiced
the dumped power in the system. Tests were caoried

oo systems with different kinds of constraints. The

w0y e PSO simulation results show that the proposed algorithm
i has succeeded in achieving minimum total cost and
RO mini mum dumped power with minimum cost and the
- statistical results were compared with best known
10000 1 N M S g ez algorithms. The success of GWO algorithm on tise te
Ho00 system illustrates the efficiency and robustnesthef
50 GWO algorithm in solving complex real world
0 problems
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