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PREFACE 
 

This thesis represents a contribution on the integrated starter-alternator 
systems used in hybrid electric vehicles powertrain. The proposed starter-alternator 
system is a biaxial excitation generator for automobiles (BEGA) which is a 
permanent-magnet synchronous reluctance motor with a dc-dc excitation winding in 
the rotor. The machine is driven with a three-phase inverter fed by a 48V battery 
stand 
 
 
 
 
 

Outline of the thesis 
The thesis is organized in eight chapters and deals with two major issues in 

automotive industry: valve-regulated lead acid batteries state-of-charge and 
integrated starter-generators for hybrid electric vehicles. 

In the first chapter an overview of the automobile electrification trends is 
presented. Thirteen of the most important applications in automotive industry that 
use (or will use) electric actuators are treated more or less in detail. 

In the second chapter a novel algorithm for battery internal resistance 
estimation, based on battery current and voltage derivative, is introduced. Then an 
algorithm for lead-acid batteries state-of-charge estimation is presented. 

In the third chapter the mathematical and Matlab-Simulink model of BEGA is 
described. A detailed Simulink model for three-phase inverter and dc-dc excitation 
converter model is presented. 

In the fourth chapter the implementation of BEGA vector control at high and 
unity power factor operation during motoring and generating is presented. 

In the fifth chapter the active-flux state observer for BEGA motion 
sensorless control is introduced. Simulations and experiments with encoder proves 
the theoretical background behind the active-flux observer. 

In the sixth chapter simulation and experimental results for BEGA driven 
without encoder, for a wide speed range, are presented. In the seventh chapter the 
experimental setup is described. In the eight chapter of the thesis are summarized 
the original contributions of this work. 
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Objectives of the thesis 
The main objectives of the thesis are: 

• To present an overview of the automobile electrification trends. 
• To find an algorithm for battery internal resistance estimation. 
• To introduce a novel, on-line battery state-of-charge algorithm for valve-

regulated lead-acid batteries. 
• To develop a simulation model for the complete BEGA control system 

including the three-phase PWM inverter and dc-dc excitation converter 
• To implement a vector control strategy for BEGA. 
• To prove that BEGA has a very large constant power speed range at unity 

power factor operation. 
• To find a minimization strategy of the copper losses in BEGA. 
• To find a strategy for improvement of BEGA electromagnetic torque 

response 
• To develop a sensorless control strategy for BEGA operation in a wide 

speed range.  
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1.  AUTOMOBILE ELECTRIFICATION TRENDS 
 
 

This chapter presents an overview of the automobile electrification trends. 
The number of electric actuators used in automotive applications has increased 
considerable in the last years. Most of the applications such as steering-by-wire, 
brake-by-wire, hybrid oil pump. The X-by-wire technology involves using of electric 
motors instead of conventional hydraulic or pneumatic actuation. 

 
1.1. Introduction 

 
 Since the beginning of the automotive business, electrical drives are known 
being a part of the car. The electrical traction drive, which was in use hundred years 
ago, was soon substituted by internal combustion engines, mainly because of the 
poor storage possibilities of the electrical energy.  A next step was the introduction 
of some “fundamental” electrical drives like starter, generator, wiper, blower and 
fuel pump. These electrical drives were realized with brushed DC-motors, and even 
today. These functions are mainly served by conventional DC-motors. Some 
decades ago, electrical drives started to become one major growing field inside the 
car. The applications can be clustered into the following sections: 

• Comfort (e.g. window lift, mirror and seat adjustment). 
• Safety (e.g. ABS-motor). 
• Drivetrain (e.g. water pump, engine cooling fan, electronic throttle plate) 

 
Today, in a modern passenger car of the luxury class, one can find more than 100 
electrical drives. Many of these drives are conventional DC-motors (e.g. window lift, 
seat adjustment, fuel pump, wiper, engine cooling fan, etc.). The main reasons why 
(for the time being) DC-motors are dominating the electrical drive technology in 
cars are: 

• Costs (simplicity of the motor, existing production facilities). 
• Quality (simplicity of the motor, experience over decades in the 

automotive industry). 
• Time to market (new applications can be served by modifying existing 

ones). 
• Functionality is achievable. 

The most important technical trend in the automotive industry is that more and 
more mechanics and 
hydraulics will be substituted by “mechatronics”. Some examples are the electrical 
throttle plate (avoiding the well-known cable) and the electrical steering assistance 
(substituting the belt-driven hydraulic pump). The main challenges are, to realize 
these functions at least with the same quality level like before and to guarantee low 
costs.  
High-temperature electronics will become a decisive success factor. Because of 
miniaturization and integration and because of the ever increasing ambient 
temperature under the hood, there is a very strong necessity to realize electronic 
systems that can operate at temperatures of 120°C and even above. For example in 
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hybrid oil pump the oil temperature is defined for a range of 40 to 120 oC and the 
electric motor is immersed in the oil 
 

1.2. Steering system 
 
 The steering system converts the rotational movement of the steering wheel 
into a displacement of the vehicle steering wheels. 
The steering ratio is defined as the ratio of steering wheel angle to front wheel steer 
angle (see Fig.1.1): 
 

 
sw

fw
t δ

δ
r    (1.1) 

 
where: rt is the steering transmission ratio, fw is the front wheel steer angle, sw is 
the steering wheel steer angle. 

steering wheel

δfwδfw

δfw – steer angle

Ts – steering torque

pinion

rack
rack stroke

 
 

Fig.1.1. Basic principle of steering system 

Classification of steering systems 
 
The steering systems can be classified as a function of the energy source applied to 
the front wheels: 
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 Manual (muscular-energy) steering system in which the steering 
torque/force is produced exclusively by the driver. Such steering system is 
generally found only on small vehicles because the torque that the driver 
has to apply in the case of larger vehicles is often too great for most 
persons, especially when the vehicle is stopped or travelling at low speed. 
Usually, if the actuating force at the steering wheel exceeds 250N, this type 
of steering system cannot be used and power assistance becomes 
necessary. 

 Power-assisted steering system in which the steering torque/force is 
produced by the muscular energy of the driver and by an energy source. 
This type of steering system is currently used in high-speed vehicles such as 
cars. Among the drawbacks of power-assisted steering systems, there is the 
fact that they require many parts which increase the weight and the costs of 
the vehicle. They also require a lot of power from the engine to drive the 
pump which is not acceptable if the energy consumption of the vehicle is a 
critical factor, such as in an electric vehicle where the power efficiency must 
be kept as high as possible to obtain a suitable range 

 Power-steering system (full power steering or steering-by-wire) in which the 
steering torque/force is produced exclusively by an energy source in the 
vehicle 

 
Another classification of the steering system can be done considering the 
mechanical connection between the steering wheel and the wheels: 

 Steering system with mechanical connection (classical solution) 
 Steer-by-wire systems without a mechanical connection. 

 
From the assistance source of energy, the steering systems can be classified as 
follows: 

 Hydraulic power steering system 
 Electro-hydraulic steering system 
 Electric steering system 

 
1.2.1.1 Hydraulic power steering system 

 
Hydraulic power steering systems are still most widely used. This method of using 
oil under pressure to boost the servo is sophisticated but advantageous in terms of 
cost, space and weight. The oil pump is directly driven by the engine and constantly 
generates hydraulic power (Fig. 1.2). No hydraulic power is generated when the 
engine is off, so that the driver is not able to turn the steering wheel. The hydraulic 
power steering is design in such a way that a sufficient supply volume is available 
for fast steering movements even at low speed engine. In order to limit the supplied 
oil volume at high speeds, limiting valves is used. This valve is a pressure relief 
valve used to prevent a dangerous build-up of the pressure when hydraulic cylinder 
piston reaches the end of the cylinder.   This valve limits the supply flow to about 8 
l/min in order to prevent the hydraulic losses that would occur at high engine 
speeds, also. Depending on the driving assembly and pump design, the additional 
fuel consumption can be between 0.2 and 0.8L/100km [1.1].    
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Fig.1.2. Schematic diagram of a hydraulic power assisted steering system 

 
1.2.1.2 Electro-hydraulic power steering system 

 
The schematic of the electro-hydraulic power steering system is shown in Fig. 1.3. 
With electro-hydraulic power steering system (EHPS), the power steering pump 
driven by the engine via V-belts is replaced with a pump driven by an electric motor. 
The pump is electronically controlled – when servo boost is not required, the oil 
supply is reduced. One big advantage of the electro-hydraulic power steering 
system over hydraulic power system is that the first allows greater flexibility with 
regard to the position of the power pack. Compared with purely hydraulic system, 
the pressure lines can be made considerable shorter and there is no cooling circuit. 
 
The electro-hydraulic power steering systems offer the following advantages over 
the hydraulic power steering system [1.1]: 

 The pressure supply unit can be placed in an appropriate position   
 Servo boost is also guaranteed by the electrical pressure supply even when 

the engine is not running (suitable for hybrid electric vehicles, also) 
 Electric pressure controlled system generates only the amount of oil 

required for a particular driving situation. Compared with standard power 
steering systems, the amount of energy is reduced even more than 20%. 

 The steering characteristics (sensitivity, speed dependency) can be adjusted 
by the control electronics individually for a particular vehicle.   

 
In Table 1. are listed the specifications and main dimensions for an IPMSM that is 
employed in a 42V-EPHS system in an automobile. 
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Fig. 1.3 Schematic diagram of an electro-hydraulic power assisted steering system 

 
Table 1. Specification for IPMSM [1.8] 

 
Item Value Unit 
No. of phase/slots/pole 3/9/6 - 
DC Link Voltage 42 V 
Rated Speed 3500 rpm 
Rated Torque 9.8 Nm 
Resistance per phase 12.5 Ω 
Air-gap 1.0 mm 
Stack Length 40 mm 
Core material S18 - 
Br 1.2 T 

 
1.2.1.3 Electric power steering system 

 
The bypass of the hydraulic circuit and direct steering boost with the help of an 
electric motor has additionally advantages in terms of space and weight compared 
with electro-hydraulic steering systems due to the missing of hydraulic components. 
Also, more variations of the steering boost are possible, due to the electronic signal 
processing.  
The electrical servo unit can be installed on the steering column pinion or gear rack. 
The steering angle loads and maximum gear rack forces are, depending on the 
arrangement, about 650kg and 6000N up to 1300 kg and 10000N [1.2].   
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Fig. 1.4 Schematic diagram of an electric power-assisted steering system 

 
Electric power steering (EPS or EPAS) is designed to use an electric motor to reduce 
effort by providing assist to the driver of a vehicle. Most EPS systems have variable 
assist, which allows for more assistance as the speed of a vehicle decreases and less 
assistance from the system during high-speed situations. This functionality requires 
a delicate balance of power and control that has only been available to 
manufacturers in recent years. The EPS system has replaced the hydraulic steering 
system (HPS or HPAS) in many passenger cars recently: EPS is so far limited to 
passenger cars, as a higher voltage electrical system is necessary to operate EPS in 
larger vehicles. 
Unlike HPS systems, EPS systems do not require a hydraulic pump, which is belted 
into the engine. Rather the EPS system's electric motor is powered by the vehicle's 
alternator which is belted into the engine. The efficiency advantage of an EPS 
system is derived from the fact that it is activated only when needed. Thus, a 
vehicle equipped with EPS may achieve an estimated improvement in fuel economy 
of 3% compared to the same vehicle with conventional HPAS (Fig. 1.5). However, 
any fuel economy benefit of EPS over HPS can be negated in situations where a 
vehicle is not driven on straight-aways very often, or where a vehicle's wheels are 
out of alignment 
An electrical steering system design by ZF has currents up to 105A with a 12V 
electrical system and up to 35A with a 42V system [1.1]. 
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Fig. 1.5 Fuel consumption comparison between EPAS and EHPS [1.16] 

 
Depending on the point of assist in the system, electric power steering systems can 
be classified into three categories (Fig. 1.6): 

 Column Assist 
 Pinion Assist 
 Rack Assist 

The assist torque versus vehicle speed for a typical electric power steering system is 
shown in Fig 1.7. The value of the assist torque is increasing with the speed, for the 
same steering angle. 

  
Fig. 1.6 Schematic Representations of Electric Power Steering System Configurations 

[1.13] 
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Fig. 1.7 The assist torque versus the steering wheel torque of a typical electric power 

steering system 

 
The electric motors that are used in electric power steering system should have low 
cogging torque, low torque ripples, and high torque density. Conventional PMSM 
that are employed in EPS systems generally have 1.5 slot/pole ratio (such as 6/4, 
12/8, and 18/12), or a 3.0 slot/pole ratio (such as 36/12). The motors with 1.5 
slot/pole ratio have high, low frequency cogging torque and large torque ripples. 
The motors with 3.0slot/pole ratio have high, low frequency cogging torque large 
torque ripples and low torque density [1.12].  
 

 
  

Fig. 1.8 Electric Power Steering Unit [1.4] 
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1.2.1.4 Steering by wire 
 
The aim of steer-by-wire technology is to completely do away with as many 
mechanical components (steering shaft, column, gear reduction mechanism, etc.) as 
possible. Completely replacing conventional steering system with steer-by-wire 
holds several advantages, such as: 
 

 The absence of steering column simplifies the car interior design.  
 The absence of steering shaft, column and gear reduction mechanism allows 

much better space utilization in the engine compartment.  
 The steering mechanism can be designed and installed as a modular unit.  
 Without mechanical connection between the steering wheel and the road 

wheel, it is less likely that the impact of a frontal crash will force the 
steering wheel to intrude into the driver's survival space.  

 Steering system characteristics can easily and infinitely be adjusted to 
optimize the steering response and feel.  

Presently, there are no production cars available that rely solely on steer-by-wire 
technology due to safety and reliability concerns, but this technology has been 
demonstrated in numerous concept cars 
The architecture of steering-by-wire system is shown Fig. 1.9. 
 

  
 

Fig. 1.9  Electrical steering-by-wire system architecture
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The steering wheel angle is measured with a position sensor and provides 

the information to the steering electronic control unit (S-ECU). Then the S-ECU is 
controlling the electric motor so that the steering angle is adjusted according to the 
driver request (wheel steering angle). 

From the efficiency pint of view the steering-by-wire systems seems to be 
the best solution. Anyway, the major problems in these systems are related to the 
safety. Many redundant systems are proposed in the literature regarding this major 
concern.  
 

1.3 Braking system 
 
The braking system of a vehicle has the following functions: 

 Reducing the speed of the vehicle 
 Bringing the vehicle to a halt 
 Keeping the vehicle stationary when it is stopped  
 Prevent unwanted acceleration during downhill driving 

 
On most conventional car braking systems, the force applied by the driver is 
transmitted mechanically by the lever action of the brake pedal to the vacuum brake 
servo and from there in amplified form to the master cylinder. The pressure thus 
generated is used to achieve the desired braking effect with the individual brakes on 
each wheel.  

1.3.1 Classification of braking system 
 
The architecture of the braking system used in passenger cars is shown in Fig. 1.10. 
The brake pedal forms the interface between the driver and the braking system. The 
pedal brake transmits the foot force on the pedal exerted by the driver to the brake 
booster via the push rod. The brake booster boosts the foot force applied by the 
driver at the pedal by adding an “auxiliary force”. The modulator is represented by 
the inlet and outlet valves commanded by the electronic control unit. The wheel 
braking can be performed using: i) an electric generator that converts the 
mechanical energy in electric energy, ii) conventional braking system, iii) thermal 
engine – it uses the energy produced in the fourth (exhaust) stroke of the engine 
for braking, as pressure  is developed against the closed discharge outlet.    
 
The vacuum booster is used in most modern hydraulic brake systems. The vacuum 
booster is attached between the master cylinder and the brake pedal and multiplies 
the braking force applied by the driver. This force, in addition to the driver's foot 
force, pushes on the master cylinder piston. A relatively small diameter booster unit 
is required; for a very conservative 50% manifold vacuum, an assisting force of 
about 1500 N is produced by a 20cm diaphragm with an area of 0.03m2. The 
diaphragm will stop moving when the forces on both sides of the chamber reach 
equilibrium 
The hydraulic booster has a greater energy density, compared with vacuum booster 
and consequently, it is needed for less space to install.  
Main defect of traditional structure of the brake boosters is the necessity of an 
external energy source. The analysis of redistribution of power streams occurring 
during at braking of the automobile shows that it is possible to use the force 
component of the driving automobile kinetic energy for the drive of a booster (so- 
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called kinetic booster). The power consumed by a booster is taken from power 
developed during brake action thereby it promotes vehicle slowing down. 
 

  
Fig. 1.10 Generic architecture of the braking system of an automobile 

 
A classification of brake system used in automobiles is given in Fig. 1.11. 
 
  

 
Fig. 1.11 Brake systems classification 

 
 

1.3.1.1. Wheel brakes 
 
In conventional braking systems there are two types of brakes: 
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 Drum brakes 
 Disc brakes 

The working principle of these two wheel brake systems is shown in Fig. 1.12. 
 

 
  

Fig. 1.12 Types of wheel brakes 

 
Drum brakes 
 
A drum brake assembly is used to bring the rear wheels of most vehicles to a stop. 
Fluid pressure from the master cylinder causes the wheel cylinder to push the brake 
shoes against the brake drums which are attached to the vehicle's rear wheels. The 
friction between the stationary shoes and the revolving drums causes the drums to 
slow and stop the rear wheels. Worn drums and shoes, however, can cause 
unreliable stopping, excessive pedal effort, or brake pedal pulsation. 
 
Advantages 
 
The advantages of drum brakes, which are still used in modern cars, are: 

 There can be engineering and cost advantages. They are often applied to 
the rear wheels since most of the stopping happens in the front of the 
vehicle and therefore the heat generated in the rear is significantly less.  

 Drum brakes are also occasionally fitted as the parking (and emergency) 
brake even when the rear wheels use disk brakes as the main brakes. In 
this situation, a small drum is usually fitted within or as part of the brake 
disk. 

 
An advanced technology hybrid car using drum rear brakes is the Toyota Prius. (4-
wheel discs are used in certain markets - Hybrid vehicles greatly reduces everyday 
wear on braking systems owing to their energy recovery motor-generators, see 
regenerative braking). 
 
Disadvantages 
 
The disadvantages of drum brakes are: 

 When the drums are heated by hard braking, the diameter of the drum 
increases due to thermal expansion of the material, and the brakes must be 
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further depressed to obtain effective braking action. Due to the design of 
drum brakes, the shoe (friction material) is in contact most of the way 
around the drum, reducing cooling effectiveness compared to disc brakes 
which have a much lower contact ratio.  

 The higher contact ratio leads to an overheating or glazing of the brake 
lining adhesive. This effect can lead to driver panic and brake failure in 
extreme circumstances. Under normal driving conditions it is seldom 
noticed, especially when drums of appropriate size are fitted.  

 
Disk brakes 
 
Because a disc brake assembly can absorb more heat than a drum brake assembly, 
most cars use disc brakes for their front brake systems. When the brake pedal is 
pushed, brake fluid from the master cylinder compresses the brake pads against the 
rotors attached to the vehicle's front wheels. The friction between the stationary 
pads and the revolving rotors causes the rotors and wheel to slow and stop.  In day-
to-day driving, these rotors and pads are subject to much abuse, and should be 
checked periodically for wear. Faulty disc brakes can cause excessive pedal travel, 
pumping or fighting pedal, vibration during braking action, and brake failure. 
 
Advantages  
 
The advantages of disc brakes are: 

 better stopping performance than comparable drum brakes, including 
resistance to "brake fade" caused by the overheating of brake components, 
and are able to recover quickly from immersion (wet brakes are less 
effective). 

 Unlike a drum brake, the disc brake has no self-servo effect and the braking 
force is always proportional to the pressure placed on the braking pedal or 
lever. Many early implementations for automobiles located the brakes on 
the inboard side of the driveshaft, near the differential, but most brakes 
today are located inside the wheels. An inboard location reduces the 
unsprung weight and eliminates a source of heat transfer to the tires. For 
example this is very important in Formula One racing. 

 
Disc brakes were most popular on sports cars when they were first introduced, since 
these vehicles are more demanding about brake performance. Discs have now 
become the more common form in most passenger vehicles, although many 
(particularly light weight vehicles) use drum brakes on the rear wheels to keep costs 
and weight down as well as to simplify the provisions for a parking brake. As the 
front brakes perform most of the braking effort, this can be a reasonable 
compromise. 
 

1.3.2 Hydraulic brake system 
 
The hydraulic brake system has a number of substantial advantages over the 
conventional pneumatic brake system: 

 High response speed 
 Better assembling  
 More efficient distribution of drive forces between front and rear wheels  
 High efficiency (around 0.95) 
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 Considerable economic advantages 
  

1.3.3. Electro-hydraulic brake system 
 
Electro-hydraulic braking system (EHBS) represents a new generation of braking 
systems. 
With an electrohydraulic braking system, this purely mechano-hydraulic chain of 
effect is broken. In its place there are:  

 sensors, 
 an ECU connected to the brake-pressure modulators, and 
 a source of hydraulic pressure. 

 
 
Under normal operating conditions, there is no mechanical link between the brake 
pedal and the wheels cylinders. The system detects the brake pedal travel 
electronically using duplicated sensor signals in an ECU (electronic control unit). The 
hydraulic modulator controls the pressure in the individual brakes by means of 
solenoid valves. Operation of the brakes is affected hydraulically using brake fluid as 
the transmission medium. 
 
 

  
 

Fig. 1.13 Schematic diagram of an electro-hydraulic brake-by-wire system 

Compared to the operation of conventional braking systems, by depressing the 
brake pedal with the electro-hydraulic brake system the appropriate command is 
transmitted electronically to the electronic controller of the hydraulic unit. This 
determines the optimum braking pressure and actuates the brake calipers 
hydraulically. 
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Brake pressure regulator involves a high pressure pump (see Fig 1.13) which is 
driven by an electric motor controlled by an electronic control unit (ECU). The 
pressure outlet of the pump is connected to the brake caliper of the wheel brake. 
The brake-fluid reservoir is connected to the inlet of the high-pressure pump  
 
Advantages of the electro-hydraulic braking system are: 
 

 Shorter braking and stopping distances  
 Optimized braking and stability behavior  
 Optimized pedal feel  
 No pedal vibration during ABS mode  
 Improved crash worthiness  
 Improved packaging, less installation effort  
 Capable of realizing all required braking and stability functions such as ABS, 

EBD, TCS, ESP, BA, ACC etc.  
 Can be easily networked with future traffic management systems 

 
The brake-by-wire systems use inputs from a brake pedal position sensor (that 
works much like a throttle position sensor), wheel speed sensors, a steering angle 
sensor, yaw rate and lateral acceleration sensors to determine the optimum amount 
of brake pressure to apply at each wheel.  
 
 

1.3.4 Electromechanical braking system (or brake-by-wire) 
 
Electromechanical braking systems (EMB), also referred to as brake by-wire, replace 
conventional hydraulic braking systems with a completely “dry” electrical component 
system. This occurs by replacing conventional actuators with electric motor driven 
units. This move to electronic control, eliminates many of the manufacturing, 
maintenance, and environmental concerns associated with hydraulic systems. 
Because there is no mechanical or hydraulic back-up system, reliability is critical 
and the system must be fault-tolerant. Implementing EMB requires features such as 
a dependable power supply, fault-tolerant communication protocols (i.e., TTCAN and 
FlexRay™), and some level of hardware redundancy. 
As in electro-hydraulic braking (EHB), EMB is designed to improve connectivity with 
other vehicle systems, thus enabling simpler integration of such higher-level 
functions as traction control and vehicle stability control. This integration may vary 
from embedding the function within the EMB system, as with ABS, to interfacing to 
these additional systems using communication links. 
 Both EHB and EMB systems offer the advantage of eliminating the large 
vacuum booster found in conventional systems. Along with reducing the dilemma of 
working with increasingly tighter space in the engine bay, this elimination helps 
simplify production of right- and left-hand drive vehicle variants. When compared to 
those of EHB, EMB systems offer decreased flexibility for the placement of 
components by totally eliminating the hydraulic system. 
 
The key benefits of electromechanical brake systems are: 
• Connects with emerging systems, such as adaptive cruise control 
• Reduces system weight to provide improved vehicle performance and 

economy 
• Assembles the system into the host vehicle simpler and faster 
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• Reduces pollutant sources by eliminating corrosive, toxic hydraulic fluids 
• Removes the vacuum servo and hydraulic system for flexible placement of 
components 
• Reduces maintenance requirements 
• Supports features such as hill hold. 
• Removes mechanical components for freedom of design 
• Eliminates the need for pneumatic vacuum booster systems 
 

 

In
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Fig. 1.14 General architecture of an electromechanical braking (EMB) system for one 

wheel 

 
The general architecture of an electromechanical braking (EMB) system in a drive-
by-wire car is shown in Fig. 1.14. 
Once the driver inputs a brake command to the brake system controller (BSC) via 
the brake lever position, four independent brake commands are generated by the 
BSC based on brake lever position and high level brake functions such as anti-lock 
braking system (ABS) or vehicle stability control (VSC). These command signals are 
sent to the four electric calipers (e-calipers) via a communication network. Of 
course, these four break control units can be inside of the same chip. 
  
In each e-caliper a controller uses the brake command (received from BSC) as a 
reference input. The controller provides drive control commands for a power control 
module. This module controls three phase drive currents for the brake actuator 
which is an electric motor, energized by 42V sources. In addition to tracking its 
reference brake command, the caliper controller also controls the position and speed 
of the brake actuator. Thus, two sensors are vitally required to measure the position 
and speed of the actuator in each e-caliper. Because of the safety critical nature of 
the application, even missing a limited number of samples of these sensory data 
should be compensated for. Hoseinnezhad et al. have proposed a new memory 
efficient method with a low computational overhead to compensate for missing 
samples of such vital sensory data [1.15]-[1.17]. 
In modern vehicle braking systems, speed vehicle, steer angle, wheel slip, yaw rate 
and engine torque are essential information for better performance of braking 
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system during cornering and for guaranteeing a better stability of the vehicle (Fig. 
1.16).  
 
  

BCU46

BCU36BCU2 6

BCU1 6

 
Fig. 1.15 General architecture of an electromechanical braking (EMB) system in an 

automobile 

 
 

  
Fig. 1.16 Inputs/Outputs of an electromechanical braking (EMB) system 

BUPT



                           1.3 Braking system 25

The base brake function allows interpretation of the driver’s demand and the brake 
actuation systems to decelerate the vehicle. The electronic pedal module contains a 
device that emulates the desired force versus displacement characteristics, as well 
as the force and travel sensors required to interpret the driver’s demand. Having an 
architecture with brake clamp force control rather than position control is acceptable 
during brake actuation. During stand-by, however, position control is required to 
manage the air gap between the brake pads and brake rotor. Both modes of 
operation are achieved by switching between outer position and force control loops 
across the contact point between the brake pads and disc brake rotor. Advanced 
braking functions such as anti-lock braking, traction control, vehicle stability, and 
chassis control allow optimization of vehicle braking and stability, but are not 
required for basic deceleration performance. 
The brake force control system diagram, for one wheel, is shown in Fig. 1.17. A 
typical profile for the motor speed, torque and braking force during actuation is 
given in Fig. 1.18.  
 

 

 
 

Fig. 1.17 EMB force control system structure [1.24] 

 
 

 

 
Fig. 1.18 Typical profile for motor speed, motor torque and braking force vs time 

during braking 
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In contrast to hydraulic brakes, where the clearance of brake pads adjusts 
automatically when the hydraulic pressure is released, electro-mechanical brakes 
must actively adjust the clearance by actuator rotor movement. 
To perform precise actuator rotor release, the “kiss position” point of contact 
between the brake pads and the disk must be known. The inner brake pad can then 
be moved to a defined position in order to adjust the desired clearance. It is also 
necessary to know the contact point between the pads and the disk because this 
point is also the start braking position, when clamping brake force is about to begin. 
The “kiss position” detection algorithm is first run for initialization of the EMB 
actuator when the automobile system is started. It also processes the brake signals 
of individual braking applications during normal driving, to preserve the zero value 
and to continually adapt this “kiss position” to be more immune to the brake pads’ 
wear. The car braking behavior is preserved for the driver’s comfort, and if an 
individual brake pad must be replaced, the EMB controller can issue a notification. 
 
Requirements for brake-by-wire systems 
 
There are several requirements for automotive brake-by-wire systems [1.26]: 

 Safety - after one arbitrary fault, the system must be available in a 
satisfying manner e.g., the brakes have to work with an adequate brake 
force. 

 Reliability - the reliability of a by-wire system must be at least as high as a 
comparable mechanical system. 

 Availability - the availability must be at least as high as present systems. 
 Maintainability - the maintainability intervals must be at least as long as 

present systems. 
 Lifetime - the lifetime must be at least as long as present systems. 
 Costs - must be not more than to those of conventional systems. 
 Compartment - must be small enough for easy integration of the 

components. 
 Actuators - the brake actuator must be free of braking torque in case of 

power loss. 
 Sensors - triple redundancy shall be used for the pedal sensors to get one 

valid pedal measurement by the loss of one sensor. 
 Power supply - two independent power supplies must be used. 
 Communication - the communication system must be fail-operational after 

one fault. 
 Software - the software must be certified  

 
1.3.5 e-brake® Concept 

 
e-brake®  is a new "brake-by-wire" technology developed at the German Aerospace 
Center and it is bases on an electric powered controlled friction brake with high self-
reinforcement capability. This is a purely electromechanical braking system which 
could replace in the near future the conventional hydraulic or pneumatic braking 
system. A comparison of the conventional braking principle and the electronics 
braking principle is illustrated in Fig 1.19.  
In the conventional braking system the braking (actuation) force has to be built up 
directly. The new brake concept merely tries to replace hydraulic or pneumatic 
brake units with electro-hydraulic, electro-pneumatic or all electric powered 

BUPT



                           1.3 Braking system 27

solutions. For an all electric brake-by wire approach the electric motor has to build 
up the full normal force (Fm=Fn). 
 
Furthermore the actuator has to supply the energy absorbed by and then stored 
within the elastic caliper. This results in an extremely high energy requirement for 
the braking actuator. Further capacity has to be provided to guarantee high system 
dynamics considering the high inertia within the power train. To achieve these goals 
large, heavy and expensive electric actuators, spindle units or gears have to be used 
leading to increased space requirements and increased primary un-sprung masses 
within the chassis. 
 
In contrast, the EWB uses the vehicle’s momentum to assist the electric actuator. 
An auxiliary force, Faux, derived from the self-reinforcement effect is used to help 
build up the normal force. Therefore the braking actuator only has to supply a small 
portion of the required normal force. Furthermore, much of the energy needed to 
extend the caliper is taken from the vehicle’s kinetic energy. 
 
The Wedge Principle 
 
From a mathematical point of view the following relationship exists between the 
braking force Fb created and the motor force Fm required, expressed as an 
amplification factor (characteristic brake factor C*), and/or the efficiency of a brake 
design. The function is derived from the force balance (see Fig. 1.19). The right 
diagram shows the dependency on the friction force Fb on the friction coefficient µ 
between brake pad and brake disk. The reaction force R is supported on the 
abutment and acts at the wedge angle α relative to the normal force. 
 

 

 
Fig. 1.19 (a) Principle of wedge brake and (b) force balance [1.22] 

 
The brake lining is equipped with an edge on its backside which is rested on 
abutment. The actuator presses the brake lining in between the abutment and the 
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brake disc with the motor force Fm.  The braking force Fb resulting from the contact 
between the brake disc and the brake lining acts in the same direction as the motor 
force which results in the anticipated self-reinforcement.  
From the force balance can be derived:  
 

 
µ

µαtan
FF bm


   (1.2) 

 
For the characteristic brake factor C* then applies: 
 

 
µαtan

µ2
F
F

C
m

b*


   (1.3) 

  
Considering the lowest coefficient of friction shown (µ=0.25), this requires a 
clamping force of 35kN in comparison to a demanded actuator force of 3.5kN (Fig. 
1.20).  
 
The efficiency of a conventional floating caliper brake, defined as C* =2µ, only has a 
reinforcement value of 0.5 at this point in comparison with a reinforcement of 5 in 
the wedge system. This is equivalent to a factor of 10 in the necessary actuation 
forces. As the friction coefficient approaches the value at the optimal operating 
point, the actuation force advantage of the EWB increases further. 
 

  
Fig. 1. 20 Comparison of braking power between conventional system and e-brake 

system [1.25]
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Fig. 1.21 General architecture of an electromechanical brake [1.28] 

  
 
Actuators for EMB 
 
The electronic wedge brake involves position control for electromechanical 
actuators. The actuators can be: three phase permanent magnet synchronous 
motor, brushless dc motor, induction motor or switched reluctance motor. The 
volume is an important constraint that should be taken into account and from this 
point of view the permanent magnet synchronous motor would be a good candidate 
for this application. Switched reluctance motor has been already tested, by Delphi, 
as a potential solution for electro-mechanical brake applications. The potential of 
switched reluctance motor is analyzed in [1.25]. For EMB application an 8/6 motor 
configuration has been chosen by the authors due to ability to produce a relative 
uniform torque as a function of rotor position down to zero speed which is a highly 
beneficial feature in this application. The converter has been designed for 12V/45A. 
The motor rated torque was 0.8Nm/1500rpm while at 5000rpm the motor has been 
able to develop a torque of 0.22Nm. The time response of the brake system to a 
maximum clamping force (1. p.u.) command was 200ms while the time response for 
a fast brake release from the maximum clamping force was 120ms.  
 
Selection criteria for actuators used in EMB applications: 
• High power/torque density (volume constraint) 
• Smooth torque over a wide speed range, especially at very low speed 
• Very low inertia in order to assure a fast speed/position response 
• High temperature operating range 
 

1.4 Electromagnetic valves 
 
In conventional internal combustion engine (ICE) the engine valve timing is fixed 
with respect to crankshaft angle. Flexible controlled valve timing offers significant 
improvements in fuel efficiency, engine performance and emissions [1.29]. One way 
to achieve variable valve timing (VVT) is by using an electromechanical valve drive 
(EMVD). 
In conventional ICE, engine valves are actuated by cams that are located on a belt-
driven or chain-driven camshaft. Each valve’s kinematics profile is of fixed shape 
and timing relative to the engine crankshaft position. The shape of these cams is 
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determined by considering tradeoffs between engine efficiency, torque requirement 
and maximum power. This optimization results in an engine that is highly efficient 
only at certain operating conditions. Optimized overall performance can only be 
obtained at certain operating conditions (at high speed, wide-open throttle operating 
conditions). The ICE in which the timing of the valve transitions and durations with 
respect to crankshaft angle can be controlled are called variable valve timing (VVT) 
engines. 
An electromechanical valve drive (EMVD) realizing variable timing was proposed in 
[1.30], [1.31] and it was shown by theoretical analysis and preliminary simulation 
that the proposed EMVD exhibits a number of advantages over previous EMVD 
architectures, especially in its ability to realize soft valve landing with reasonable 
power consumption and fast transition times. 
 

1.4.1 Concept of Electromechanical Engine Valve Drive and 
Operating Principle 
 
VVT can be achieved using either mechanical or electromechanical actuation system. 
With VVT alone, a 1% improvement in fuel economy can be achieved [1.30]. 
Furthermore, if the lift (how much each valve is opened) of the valves is controlled, 
another 10% improvement can be gained [1.31]. The average power losses 
associated with driving the engine valves is approximately 3kW for 16 valves in a 
2.0L, 4 cylinder engines at 6000rpm engine speed and wide open throttle. 
 
Shortly, the advantages of variable valve timing engines are [1.42]: 

 Improves gas mileage (by a demonstrated 15% and up to 20-25% with 
system optimization) 

 Reduce emissions of all kinds: HC up to 50%, NOx up to 50% and CO2 by 
15% or more 

 Develop more peak power (about 15%) and more torque (about 20%) for 
the same engine size 

 
The electrification of variable valve timing can be done by using; 

 an electric motor that is driving a valve spring system 
 an electromagnetic valve  

 
1.4.2 Variable valve timing using electromagnetic valves 

 
The electromechanical valve system (Fig. 1.22) consists of two electromagnets, an 
armature, which moves between two magnets, two springs and an engine valve. 
When no one of solenoid is energized the armature is held equidistant fro both 
solenoids by two springs located above the solenoid 1 and solenoid 2. This system is 
then used to control the position of the engine valve. 
The electromagnetic valve can be in three positions: a) valve closed b) neutral 
position and c) valve open. During closed position the solenoid 1 is energized and 
the armature moves on top position until when the phase is not energized. During 
neutral position the valve is semi-open. During open position the solenoid 2 is 
energized and the armature moves on bottom position. The supply voltage vs valve 
position profile is illustrated in Fig. 1.23. In [1.39] a mathematical model and a 
control system was developed and tested for an electromechanical actuator having 
the configuration similar to that one in Fig. 1.23. The PWM supply voltage was 180V 
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and the PWM frequency was 10 kHz. The time constant of the circuit was 
L/R≈50(mH)/5(Ω) ≈10ms. 
 

 
  

Fig. 1.22 Electromagnetic valve cross-section 
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Fig. 1.23 Schematic of electromagnetic valve opening and commanded voltage 

 
The block diagram of an electromagnetic valve control unit in a modern car is shown 
in Fig. 1.24. The control algorithm of the electromagnetic valve is located in 
combustion engine control unit (ECU). The ECU control the valve opening and 
closing thorough the DC-DC converter. The ECU sends PWM signals to the DC-DC 
converter, controlling the current in the valve coils.  

 

 
 

Fig. 1.24 Block diagram of an electromagnetic valve system for thermal engine  

 
1.4.3. Variable valve timing using electric motors 

 
An electromagnetic valve drive system (EMVD) consists of an electric motor that is 
coupled to a resonant valve-spring system via a slotted cam which acts as a 
nonlinear mechanical transformer (NMT) [1.29]-[1.31]. As the motor rotates, the 
roller moves within the slotted cam, allowing the valve to move vertically. As the 
valve moves, it compresses one spring and extends to other. 
In the case of valve spring systems, the forces are largest at the ends of the stroke 
because the spring forces increases linearly with valve displacement from the middle 
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of the stroke. If the relationship between valve lift and motor shaft would be linear, 
these large holding forces would make difficult to hold the valve in the open or 
closed position without using large motor torque and consequently a lot of electrical 
power. Additionally, an accurate control of valve seating velocity would require 
precise control of motor velocity. This problem is solved using a cam with a special 
profile (Fig. 1.25). 
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b) 

Fig. 1.25. a) Schematic of a motor actuated electromechanical valve drive, b) 

desirable transfer characteristic for the nonlinear mechanical transformer [1.31]  
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The main advantages of such a solution are as follows: 
a) At either end of the stroke, the slope of the cam characteristic (dz/d�) is very 
small. This means that the inertia of the motor reflected in z domain is very large, 
creating inherently smooth valve kinematics profiles because the valve is slowed 
down by large effective inertia near the ends of the stroke. This characteristic makes 
it easier to control the motor velocity at the ends of the stroke in the z domain are 
transformed into small torques in the θ domain. 
b) Because the gas force on the exhaust valve is largest at the opening end of the 
exhaust stroke, the reflected gas force in the θ domain is also small, making it 
easier to open the exhaust valve against a large gas force. 
 
Based on the current profile seen from experiments, the authors of the paper [1.31] 
estimate the total electric power consumption of the stiff spring-based EMVD in a 
typical 2.0L, 16-valve engine operating at 6000rpm under full-load (wide-open-
throttle) conditions around 2.56kW, which is the same order as that of the 
mechanical power consumption of a conventional camshaft-driven valve train 
assuming 50% alternator efficiency.  
Seating velocity of the stiff spring-based EMVD systems are in the range of 15.5-
27.2 cm/s.  
 
The block diagram of an EMVD system is shown in Fig. 1.26. The spring valve is 
driven by a three phase electric motor, which is coupled to the camshaft via a 
mechanical transmission. The three phase motor is supplied from a three phase 
inverter controlled by the engine control unit. The control system of an EMVD 
system is shown in Fig 1.27. 
 

 
 

Fig. 1.26 Block diagram of an electromagnetic valve system using an electric motor  

 
 
 

 
 

Fig. 1.27 Block diagram of the feedback-controlled  EMVD apparatus 
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Performance indices 
 
The closing and seating performance of the closed-loop controlled EMV system can 
be quantified by using the following indices: 
- Closing time, tc: the time it takes for the valve to move from 90% of the 
maximum lift to 10% of the maximum lift 
- Seating tail-length, ts: run a free response test for the EMV system and 
record the moment that the engine valve reaches he lowest piston (closest to its 
seat) as time t0. Then for each quieting-seating control test, record the moment of 
the frst time the engine valve gets to the seating position as tf.  
- Valve seating velocity, vs: the instant velocity of engine valve at the first 
time it gets to its seating position. 
- Armature crossing velocity, vc: the average velocity of armature moving 
from 0.05 mm above the valve seating position to 0.05 mm below valve seating 
position. 
- Armature seating velocity, va: the instant velocity at the first time it gets to 
ts own mechanical boundary. 
 

1.5 Electric active suspension 
 
Traditionally automotive suspension designs have been a compromise between the 
three conflicting criteria of road holding, load carrying and passenger comfort. The 
suspension system must support the vehicle, provide directional control during 
handling maneuvers and provide effective isolation of passengers/payload from road 
disturbances. Good ride comfort requires a soft suspension, whereas insensitivity to 
applied loads requires stiff suspension. Good handling requires a suspension setting
 somewhere between the two. Due to these conflicting demands, suspension design 
has had to be something of a compromise, largely determined by the type of use for 
which the vehicle was designed. Active suspensions are considered to be a way of 
increasing the freedom one has to specify independently the characteristics of load 
carrying, handling and ride quality.  
 
The suspension systems currently in use can be classified as passive, semi-active 
and active. Also, they maybe classified as low bandwidth systems or high bandwidth 
systems. 
The passive suspension systems are the most commonly used due to their low price 
and high reliability. However, this system can not assure the desired performance 
from a modern suspension system. An important improvement of the suspension 
performance is achieved by active systems. Nevertheless, they are only used in a 
much reduced number of automobile models because they are expensive and 
complex. Another disadvantage of active systems is the relatively high energy 
consumption. The use of electromagnetic linear/rotating actuators is an alternative 
for the implementation of active suspensions. Moreover, this solution has the 
advantage of suspension energy recovery. In spite of the materials development, 
the electromagnetic actuators are still expensive to produce.  
A passive suspension system has the ability to store energy via a spring and to 
dissipate it via a damper. Its parameters are generally fixed, being chosen to 
achieve a certain level of compromise between road holding, load carrying and 
comfort.  
An active suspension system has the ability to store, dissipate and to introduce 
energy to the system. It may vary its parameters depending upon operating 
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conditions and can have knowledge other than the strut deflection the passive 
system is limited to.   
 
High bandwidth systems  
 
In a high bandwidth (or “fully active”) suspension system we generally consider an 
actuator connected between the sprung and unsprung masses of the vehicle. A fully 
active system aims to control the suspension over the full bandwidth of the system. 
In particular this means that we aim to improve the suspension response around 
both the "rattle-space'' frequency (10-12 Hz) and "tyre-hop'' frequency (3-4Hz). The 
terms rattle-space and tyre-hop may be regarded as resonant frequencies of the 
system. A fully active system will consume a significant amount of power and will 
require actuators with a relatively wide bandwidth. These have been successfully 
implemented in Formula One cars and by, for example, Lotus. 
 
Low bandwidth systems 
 
Low bandwidth systems are known as slow-active or band-limited systems. In this 
class the actuator will be placed in series with a road spring and/or a damper. A low 
bandwidth system aims to control the suspension over the lower frequency range, 
and specifically around the rattle space frequency. At higher frequencies the 
actuator effectively locks-up and hence the wheel-hop motion is controlled 
passively. With these systems we can achieve a significant reduction in body roll 
and pitch during maneuvers such as cornering and braking, with lower energy 
consumption than a high bandwidth system.  
 

  
Fig. 1.28 Low–bandwidth  and high–bandwidth suspension models [1.44] 
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Fig. 1.29 High vs. low bandwidth comparison [1.44] 

 
Human perception 
 
It is necessary to discuss the human vibration perception, because the human being 
is not sensible to vibration at each disturbance frequency in the same way. 
Therefore it is important to distinguish the frequencies where passenger is sensitive 
to vibration considerably and the frequencies where he is not. 
Moreover it should be noticed that human sensitivity to vibration is different for the 
vertical and horizontal direction. The vertical model of passenger has been derived 
above and the horizontal influences of active suspension can be observed from car 
pitching and rolling. Typically it is assumed human being is most sensitive in the 
range: 
 
4 … 8Hz (25 … 50rad/s) for the vertical motions  
 
1 … 2Hz (6:3 … 12.6rad/s) for the horizontal motions 
 
Therefore the frequency dependent acceleration tolerance function should be band-
stop filter with the frequency ranges mentioned above. 
 
Electro-mechanical active suspension 
 
Today, suspension systems used in automobiles consist of hydraulic or pneumatic 
actuators (for example installed on Citroen, Roll-Royce, Mercedes) which offer a 
high force density and ease in design due to the commercial availability of the parts. 
However, these systems have a relatively low bandwidth (around 1 Hz) 
[1.57],[1.58] probably due to leakage in the valves and pressure hoses and limited 
bandwidth  of the pump. Furthermore, these systems are inefficient due to the need 
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of continuous pressurized system.  In general, electromagnetic suspension systems 
have a very small response time and therefore are more suitable to absorb road 
vibrations and to react in lane change maneuvers. An example of semi-active 
suspension system is the magnetoreological damper [5.56], developed by Delphi 
which has the ability of changing its damper characteristic within 1ms [5.60]. 
However, since it is a semi-active suspension system, no active force can be applied 
and therefore, total roll and pitch elimination is impossible. 
To overcome these drawbacks electro-mechanical active suspensions that 
incorporate an electric motor (rotary or linear) are proposed.  
The cross-section of an active suspension system with a rotary electric motor is 
shown in Fig 1.30. The system inputs are the signals coming from a set of sensors 
which measure: vehicle speed, steering angle, vehicle vertical acceleration. The 
outputs of the control logic are the command sent to the actuators. 
  

 
Fig. 1.30 Active suspension with rotary electric motor cross-section 

 
The actuator can be: a linear motor or a permanent magnet synchronous 
motor.Linear motor translator movements take place with high velocities (up to 
approximately 200m/min), large accelerations (up to g multiples), and forces (up to 
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kN). As mentioned above, the electromagnetic force can be applied directly to the 
payload without the intervention of a mechanical transmission, what results in high 
rigidity of the whole system, its higher reliability and longer lifetime. In practice, the 
most often used type is the synchronous three-phase linear motor. 
 

Table 2. Specification for a linear electric motor [1.49] 
 

Item Value Unit 
Peak force 2027 N 
Peak current 21.8 A 
Electrical time constant 1.26 ms 
Continuous working voltage 320 Vac 
Maximum phase temperature 100 oC 

 
In [1.50] is proposed an electromagnetic active suspension system comprising a 
brushless tubular permanent magnetic actuator, in parallel with a mechanical 
spring. The actuator have a relatively high force density due to the tubular structure 
and excellent servocharacteristics with a bandwidth above 50Hz. A great advantage 
of such a system is given by the bidirectional power flow, allowing regenerative 
braking. To have an idea about the forces magnitude in an automobile, 
experimental results from [1.50] are presented in Fig. 1.31. 
 

  
Fig. 1.31 Roll forces calculated from steering angle and lateral acceleration 

 
According to Fig. 1.31, a peak and rms force of 4kN and 2kN, respectively is 
necessary for a vehicle with a weight of 1613 kg. The rms power for such a system 
is around 1.5kW/actuator. So around 4-6 kW are necessary to control the 
suspension system.  
 
The specifications of the suspension system are given in Table 3. 
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Table 3. Specifications of a suspension system [1.50] 

 
 
The overview of an active-suspension system for automobiles is shown in Fig. 1.32. 
Several sensors information is required to achieve a good comfort for the driver. 
Based on this information the electronic control unit controls four actuators. Each 
actuator is controlled via a three phase inverter.  
 
  

 
Fig. 1.32. Block diagram of an active-suspension system for automobiles 

 
1.6 Electrically driven turbochargers 

 
Electrically driven turbochargers are a new technology under development whose 
main purpose is to increase the overall engine efficiency and to improve the time 
response of the engine torque. In comparison to the conventional turbocharging 
system the electrical assisted turbocharging systems are using an electric motor 
within the turbocharger between the turbine and the compressor. 
The configuration of such a system can be seen in Fig. 1.33, 1.34.  
The compressor has to provide air to the engine in such a quantity that this will 
increase the efficiency of the fuel burning inside the cylinder. In conventional 
system the compressor is driven by the exhaust turbine. At low speeds the turbine 
will not provide enough torque to the compressor. At high speeds and load the 
turbine will provide too much torque for the compressor. 
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To overcome these drawbacks of the conventional turbocharging system, the 
electrical driven turbocharger has been proposed. The conventional turbocharging 
system was an open-loop system while the electrically assisted turbocharger system 
is a closed-loop one.     
 
 

 
Fig. 1.33  Electrically assisted turbocharging system configuration 

 
 

 

 
Fig. 1.34 Turbocompounding: mechanical (right side) versus electrical (right side) 
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In Fig. 1.35 is illustrated the torque response versus time for an engine with and 
without electrically torque boosting, while in Fig. 1.36 is shown the improvement of  
ICE  torque at steady state as a benefit of electrically assisted turbocharger 
systems.  
  

 
Fig. 1.35  ICE torque improvement during transient with electrical assisted 

turbocharging 

 
 

  
Fig. 1.36  ICE map at steady-state with/without electrical assisted turbocharging 
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In [1.66] is described an ultra-high speed permanent magnet synchronous motor 
drive for turbocharger, with a maximum speed of 220.000 rpm at 2kW power. A 
pseudo-current source inverter, which has a current controlled chopper across the 
dc bus, is employed to drive the motor with 120o conduction pattern because 
conventional sinusoidal PWM techniques are unable to regulate the current in such 
an ultra-high speed range. 
The schematic of pseudo-current source inverter is presented in Fig. 1.37. The 
fundamental frequency of the motor reaches as high as 3.7 kHz at the maximum 
operating speed, while the switching frequency of the chopper is as high as 30 kHz.  
 

  
Fig. 1.37. The schematic of pseudo-current source inverter is presented 

 
The motor current amplitude is controlled by controlling the chopper duty cycle. The 
MOSFETs are used only to switch between the energized phases, so the losses on 
the semiconductors are much lower. 
 
An electromagnetic analysis of the 3-slot motor and the 6-slot motor was done in 
[1.66], showing that the 6-slot motor has a great advantage over 3-slot motor in 
reducing the total losses which are approximately 50% of the 3-slot motor's losses.  
 
Table 4 presents the main specifications of the ultra-high speed PMSM drive. 
 

Table 4. Ultra-high speed PMSM specifications 
Rate power (continuous) 2 (kW) 
Rate power (continuous) 0.159 (Nm) 
Rate power (continuous) 120.000 (r/min) 
Maximum speed 220.000 (r/min) 
Overload 200% - 2 (s) 
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According to [6.6] the combustion engine efficiency  and engine output power can 
be improved by 8% and 150% by applying 1 kW assisting power to the 
turbocharger, while 12% and 200% improvement of efficiency and power can be 
achieved by using a 2 kW assisting power to the turbocharger. According to the 
assessments of transient characteristics, from the simulations, the turbo lag was 
reduced by 50% with a 1.3 kW motor assist and by 70% with 2 kW. This electrical 
assisted turbocharger was used for a 2L diesel engine equipped with an intercooler. 
 
In [1.68] a surface permanent magnet motor (SPMM), 150.000rpm, 1.5 kW fed by a 
low voltage battery (12V) is discussed. The developed prototype has a variety of 
unique features from electrical and mechanical viewpoints, and some experimental 
test results are presented to demonstrate its potential. In [1.69] a 160,000-r/min, 
2.7-kW permanent-magnet synchronous motor drive is discussed and its 
experimental test results are presented showing very good performances of the 
proposed system. The motor is open loop control below 10 000rpm, while above the 
motor is switching to speed sensorless close-loop control. 
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Fig. 1.38 Torque, power vs speed demand of an electric motor used in electrically 

driven turbocharger system [1.61] 

 
To confirm the benefits of electrically assisted turbocharging in paper [1.65] a 3.0 
Liter engine has been downsized with 40% to a 1.8 Liter. The 3.0 Liter engine 
steady state characteristic has been measured with the engine driven by a 
conventional turbocharging system. The 1.8 Liter characteristic has been measured 
with the engine having electrically assisted turbocharging. The experimental results 
are presented in Fig. 1.39. 
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Fig. 1.39 Comparison between 3.0L engine and 1.8L engine with electrically assisted 

turbocharging (left side), b) Comparison of time response of the engine with/without 

electrically assisted turbocharging (right side) [1.65] 

 
Advantages of e-Turbo technology are: 

 Improve the ICE engine torque response time 
 Increase the engine torque at low speed during steady-state 
 By increasing the engine torque a downsizing of the engine can be realized. 

A smaller engine gives many benefits such as cost, weight reduction, 
packaging and friction reduction 

 Improves the fuel economy 
 EGR rates, exhaust temperature can be controlled to give optimum results 

 
1.7 Exhaust-gas electric energy recovery 

 
The efficient generation of relatively large quantities of electrical energy in vehicles 
is becoming an increasingly more important issue due to increasing of electrical 
loads such as climate control, navigation/entertainment equipment, adoption of X-
by-wire technology and electrically-driven ancillaries. The average total electrical 
power consumption in the short term is expected to be around 2.5 kW. 
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An attractive solution to meet these electrical power demands is to recover the 
energy which would otherwise go to waste as heat in the exhaust gas, by means of 
an electric generator driven by a high speed exhausted mounted turbine. The partial 
recovery of this energy has the potential to offer significant benefits in terms of 
increasing the overall engine/vehicle efficiency. 
 
Fig. 1.40 shows a schematic of exhaust gas energy recovery system, in which the 
turbine is placed in a pre-catalyst position in the exhaust flow. The exhaust gas 
conditions determine the available energy for recovery. At high speeds or high 
torque the recover energy potential is higher. The turbine is directly coupled to the 
electric generator and, typically, operates at speeds up to 100.000rpm. The 
electrical power generated by the electric generator supplies the system dc bus, to 
which the vehicle electric loads are connected. During periods of high energy 
recovery (e.g. highway driving) the excessive energy will be used to charge the 
battery. Up to 6 kW instantaneous power can be recovered during highway driving 
[1.71].  
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Fig. 1.40 Schematic of exhaust gas energy recovery system [1.71] 

 
1.8 Integrated starter-alternator systems  

 
The integrated starter-alternator system combines the conventional starter and 
alternator in a single electrical machine which works as a bidirectional 
electromechanical converter. It is primarily used for internal combustion engine 

cranking and generating power for battery charging, thereby performing the 
function of starter and generator respectively. Additional functions include: power 
assist, regenerative braking, and pure electric propulsion of the vehicle. 
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Hybrid electric vehicles are classified as: 
 Parallel hybrid electric vehicles 
 Series hybrid electric vehicles 
 Series-parallel hybrid electric vehicles 
 Electric vehicles 

 
Series hybrid drivetrain 
 
A schematic picture of the series hybrid drivetrain is shown in Fig 1.41. 
  

 
Fig. 1.41 Series hybrid drivetrain 

 
The thermal energy stored in the tank is converted to mechanical energy in the 
combustion engine. The mechanical energy is then transformed to electric energy in 
the generator and stored in the electric energy buffer via a power electronic 
converter. The electric energy is then transformed back tomechanical energy via the 
electric traction motor and its associated power electronic converter. The 
advantages and disadvantages of the series hybrid powertrain are summarized in 
Table 5. 
The series hybrid is not suitable for high way traffic due to the many energy 
conversions. However, in urban traffic it can be made very efficient with the proper 
control. In addition, the packaging advantages make the series hybrid drivetrain 
suitable for heavy vehicles, such as commercial buses and military vehicles. 
 

Table 5. Advantages and disadvantages of the series hybrid drivetrain 
Advantages Disadvantages 
Mechanical decoupling of the ICE and 
wheels. Allows the ICE working point to 
be chosen for high efficiency 

Require a large traction motor as it is 
the only torque sources. Has to be 
designed for peak power 

Simple speed control due to a single 
torque sources connected to the wheels 

The many energy conversion leads to 
low overll system efficiency 

Using  an electric machine as the only 
torque source eliminates the need for a 
multi grear transmission 

Needs two electric machines and two 
sets of power electronics 

Simple packaging as the ICE and the 
egenrator can be mounted separately 
from the traction motor 
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Parallel hybrid drivetrain 
 
The parallel hybrid drivetrain consists of an ICE and at least one electric machine, 
which are both mechanically connected to the wheels as shown in Fig 1.41. The 
electric motor can be connected to the drivetrain in several different ways and can 
be located anywhere along the transmission. The mechanical coupling can be a 
gearbox, a belt or the rotor of the electrical machine being a part of the shaft. The 
basic operation of the parallel hybrid is that the speed of the ICE is chosen with the 
gearbox in order to keep the engine speed within its limits. The electric machine can 
then be used to add or subtract torque to the engine torque in order to achieve a 
high ICE efficiency. The electric machine can also be used during regeneration to 
charge the energy storage. In some configurations, where the ICE can be 
disengaged from the drivetrain, the vehicle can be run in pure electric mode.  

  
Fig. 1.42 Parallel hybrid drivetrain 

 
The advantages and disadvantages of the parallel hybrid are summarized in Table 6. 
The major advantage of the parallel hybrid compared to the series hybrid is that the 
ICE is directly coupled to the wheels. This eliminates the inefficiency of converting 
mechanical power to electricity and back. Unlike the series hybrids, this makes the 
parallel hybrid drivetrains suitable for highway traffic. However, the mechanical 
coupling is also a drawback of the parallel configuration, since the ICE is to some 
extent forced to follow the power request. This is, however, not a major problem, 
since a gearbox is normally used and the operating point of the ICE can thereby be 
varied. The compactness of the parallel hybrid drivetrain and the fact that it can be 
used both for city- and highway traffic makes it suitable for both small and heavy 
vehicles. 
 

Table 6. Advantages and disadvantages of the parallel hybrid drivetrain 
Advanatges  Disadvanatages 
Both the engine and the motor are 
connected directly to the wheels, 
which leads to fewer energy 
conversion 

The mechanical coupling of the ICE to the 
wheels leads to a more limited choice of 
operating points 

Compact configuration and no 
need for a generator 

  

Can use a smaller battery pack and 
a smaller traction motor 
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Series-parallel hybrid drivetrain 
 
The series-parallel hybrid drivetrain, also known as the power split hybrid (PSH), is 
a configuration intended to combine the advantages of the series and the parallel 
configuration. The configuration consists of one ICE and two electric machines as 
seen in Fig 1.43. 

  
Fig. 1.43 Series-parallel hybrid drivetrain 

 
A planetary gear set is used to connect the electric machines and the ICE. The first 
electric machine, often referred to as the generator, is connected to the sun wheel, 
the ICE is connected to the planet carrier and the second electric machine, often 
referred to as the traction motor, is connected to the ring wheel. The generator is 
used to adjust the speed of the ICE, while the task of the traction motor is to adjust 
the torque.  
 
Thus, the operating point of the ICE can be continuously varied by the electric 
machines. The planetary gear, together with the electrical machines, work as a 
continuously variable transmission (CVT). The difference between a CVT and an 
ordinary transmission is that the CVT can vary the ratio continuously, while the 
ordinary transmission has discrete steps for each gear. 
 
 
 One drawback with this configuration is that the generator has to be designed to 
meet the peak torque of the ICE. One other drawback is that, if the generator or the 
power electronics controlling it malfunctions, the vehicle will not move at all. In the 
case with the parallel configuration, the vehicle can still be propelled by the ICE. 
 
Parallel hybrid electric vehicles are classified as: 
• Micro hybrid electric vehicles (Micro-HEV) 
• Mild hybrid electric vehicles (M-HEV) 
• Full hybrid electric vehicles (F-HEV) 
 
The functions fulfilled by ISA systems, depends on the hybrid vehicle configuration 
and they are presented in Table 7.  The typical torque versus speed characteristics 
of ISA systems are in the range shown in Fig. 1.44.  
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Table 7. ISA Functions for different HEV configurations 
Hybrid 
System 

Engine 
Start/Stop 

Engine Assist Regenerative 
Brake 

Electric 
Launch 

Micro-HEV YES (>0.3s) NO NO NO 
Mild-HEV YES Minimal (<6 

kW) 
Minimal (<3 
kW) 

NO 

Medium-HEV YES YES YES NO 
Full-HEV YES YES YES YES 
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Fig. 1.44 Torque vs. speed characteristic of ISG used in parallel hybrid-electric 

vehicles 

 
 
 
1.9 Clutch-by-wire 

 
Clutch-by-wire is a new technology in automotive industry and involves one 
electrical actuator for clutch actuation, instead of conventional hydraulic actuation 
system. The number of automotive powertrain applications where a clutch is 
involved is dependent on the traction performance of the vehicle. The conventional 
on-road vehicles contain one clutch, between the internal combustion engine and

 manual gearbox.  At least two clutches are used in the vehicles with an automated 
manual transmission. Another clutch can be found in the torque transfer case (box). 
The rear lock differential (RLD) system employs one clutch for torque transmission 
to the rear wheel, also.  
The control of so many clutches in an vehicle using a convention hydraulic system 
would be a very complex task and the overall cost of the actuation system for the 
clutches will be very expensive and space inefficient. Therefore using the clutch-by-
wire technology, the clutches actuation becomes simpler and efficient.  
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The layout of a clutch-by-wire system is illustrated in Fig. 1.45. 
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Fig. 1.45. Overview of the clutch-by-wire system 
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Fig. 1.46 Force vs distance profile for clutch actuation  

 
The profile of the clutch actuation force versus disengagement distance is shown in 
Fig. 1.46. Clutch control is a position close-loop control system. The torque versus 
speed characteristic of the electric motor used in clutch-by-wire application is 
presented in Fig. 1.48. Brushless dc motors with ±2 degrees accuracy position 
sensor are suitable for this application. This way a good position control of brushless 
dc motor is achieved in comparison with brushless dc motor equipped with hall 
sensors where high speed/position oscillation are expected.  
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Fig. 1.47. Clutch-by-wire system in Eaton 6-speed Hybrid Drive Transmission 

 
The automotive OEM supplier, Valeo, has launched the first clutch-by-wire system. 
The unit replaces the mechanical link between clutch and pedal with an electrical 
clutch actuator, an electric clutch pedal and an electronic control unit (ECU). A pedal 
sensor measures the position of the clutch pedal and transmits this information to 
the ECU which also receives information about car behavior. The ECU in turn 
controls the clutch actuator and depending upon the driver’s wishes, the system can 
not only correct driver mis-operations but offer complete clutch automation. 
 
The system is designed to require lower stroke and effort to the pedal and improves 
pedal feel with “virtual” resistance to foot pressure. More compact than a 
conventional clutch actuation, the clutch-by-wire system improves driver crash 
protection since it enables an optimized, less intrusive, pedal box design. 
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Fig. 1.48 Torque vs speed demand of an electric motor for clutch-by-wire application 

 
 
 

1.10 Doble clutch transmission 
 
A twin-clutch gearbox, double clutch transmission or dual clutch transmission (DCT) 
is a semi-automatic transmission with separate clutches for odd and even gears. 
The outer clutch drives the odd numbered gears, while the inner clutch drives the 
even numbered gears. Shifts can be accomplished without interrupting power, by 
applying the engine's torque to one clutch just as the engine's torque is being 
disconnected from the other clutch. Since the synchronizers that select an odd gear 
can be moved while driving the car in an even gear, and vice versa, DCT's have 
been configured which shift more quickly than Formula One and other cars equipped 
with single-clutch AMT's (automated-manual transmissions, acknowledged as single-
clutch semi-automatics). Also, with a DCT, shifts can be made more smoothly than 
with an AMT, making a DCT more suitable for street-driving. 
 
A twin-clutch gearbox eliminates the torque converter used in traditional automatic 
transmissions. Instead, dual clutch transmissions that are currently on the market 
use wet multi-plate clutches, similar to the clutches used in traditional automatic 
transmissions. A 7-speed version that uses dry clutches, like those usually 
associated with manual transmissions, will be introduced by VW in the 2009 Golf 
and Jetta. Getrag has a dry DCT under development, and others are rumored to be 
in development by several manufacturers. 
  
At the top the Fig. 1.50 shows a shifting profile. In the next part the capacity 
(torque) of two clutches and then the engine torque can be seen. At the bottom the 
speed of the two shafts and the engine speed is illustrated for the requested shifting 
profile. The upshifts are characterized by the crossing of the clutch capacities and 
the change of engine speed between the transmission shaft speeds.    
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Fig. 1.49 Layout of a twin-clutch gearbox 

  
Fig. 1.50 Gear, clutch and engine torque, engine speed profile in a five-speed double-

clutch transmission 
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Fig. 1.51 Double clutch transmission 

 
Compared to an automatic transmission the advantages of an automated manual 
transmission (AMT) are: 

 Increased Comfort 
 Lower production cost 
 Greater efficiency 
 Lower weight 

 
 

1.11 Hybrid oil pump 
 
The hybrid transmission under development uses pressurized oil for gear shifting 
operations, clutch activation and cooling. Conventional automatic transmissions 
usually have a hydraulic pump driven by the combustion engine for pressurizing the 
oil. In the hybrid electric vehicle transmissions, oil pressure is necessary also when 
the combustion engine is not running. Therefore a hybrid oil pump is needed. The 
structure of a hybrid oil pump is given in Fig. 1.53. 
The output produced by the pump, by an intelligent control system, can be precisely 
matched to the flow demanded by the hydraulic system in the transmission. 
Compared to a conventional transmission pump where the output is constrained to 
the engine speed, less power is needed because of the demand oriented flow 
production. A reduction in driving power of up to 50% for a highway cruise cycle can 
be achieved by incorporating the electro-hydraulic pump into a transmission. This 
corresponds to a total fuel saving of approximately 1.8%. A conventional mechanical 
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oil pump have a maximum overall efficiency of 60-65%, while under the same 
conditions the hybrid oil pump efficiency increases to around 85%.  
The oil pump circuit consists of: 

 Oil tank 
 Electric motor 
 Proportional electrovalves (PWM valves) 
 Internal gear pump 

 
The check valve, clack valve, non-return valve or one-way valve is a mechanical 
device, a valve, which normally allows fluid (liquid or gas) to flow through it in only 
one direction. Check valves are two-port valves, meaning they have two openings in 
the body, one for fluid to enter and the other for fluid to leave.  
A proportioning valve is a valve that relies on the laws of fluid pressure to distribute 
input forces to one or more output lines. A proportioning valve can increase or 
decrease forces for each output, depending on the cross-sectional surface areas of 
those output lines. 
 
A Gear pump uses the meshing of gears to pump fluid by displacement. They are 
one of the most common types of pumps for hydraulic fluid power applications. 
There are two main variations; external gear pumps which use two external spur 
gears, and internal gear pumps which use an external and an internal spur gear. A 
cross section of an internal gear pump is presented in Fig. 1.52. Gear pumps are 
fixed displacement, meaning they pump a constant amount of fluid for each 
revolution.  
  

 
Fig. 1.52 Internal Gear Pump 

 
The pressure generated by the oil pump is limited by regulating the slide valves 
(selector slide valve, gear control valve, converter pressure valve, converter control 
valve, etc). The current through the electrovalves varies typically between 100mA to 
900mA. 
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Fig. 1.53. Hybrid oil pump structure for automatic gearbox 

 
A comparison between the conventional oil pump and hybrid oil pump is shown in 
Fig. 1.54. In general, in oil pumps the flow volume of the oil is proportional to the 
pump speed. The mechanical oil pump is dimensioned so that at the idle speed to be 
the minimum requested pressure (flow volume) necessary to the actuators for gear 
changing or cooling. At high engine speed the flow volume of the oil is much more 
than enough.  

  
Fig. 1.54 Comparison between conventional mechanical and hybrid oil pump 
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Consequently at high speed the efficiency of the system is decreasing sharply. With 
the hybrid configuration the new mechanical pump is downsized and the electric oil 
pump supplies the additional oil volume to keep the pressure at the requested 
(nominal) value.  
 
A very big advantage of such a configuration is that for hybrid electric vehicles for 
speeds lower than the idle speed, the line pressure of the gearbox is kept at the 
nominal value due to electric oil pump which works independently of the thermal 
engine. 
 
In Fig. 1.55 are shown the inputs and outputs of a control system that regulates the 
pressure provided by the hybrid oil pump. Oil temperature is measured by a PTC 
thermistor (positive temperature coefficient resistor) located in the hydraulic unit.  
 
 

  
Fig. 1.55 Inputs/outputs of a control system for hybrid oil pump 

 
 
 

  
 

Fig. 1.56 Oil pressure distribution in an automatic gearbox 
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The main components of hydraulic circuit are: 
 The oil pump 
 The hydraulic distribuitor (or unit)  

The purpose of these elements is to: 
 Supply the clutches and the brakes 
 Supply an control the torque converter 
 Supply the transmission lubrification circuit 
 Cool the transmission by circulating the oil through a heat exchanger  

There are three types of pressure in the hydraulic circuit: 
 The supply pressure for  the lubrification circuit 
 The converter pressure for supplying and controlling it 
 The line pressure (the pressure set up on the pistons of the operated brakes 

and clutches) 
 
The activation of ICE driven oil pump and electric oil pump is determined by the 
overall efficiency of these two systems. In the case of hybrid electric vehicle, when 
the engine is off, only electric oil pump will be active. Also, at idle, the electric oil 
pump due to low engine torque. In some cases, the best efficiency is achieved if 
both pumps are running. For the cases when the mechanical oil pump is running at 
high efficiency, only this is active. So, the efficiency is governing the operating 
mode of these two types of pumps. A graphical representation of the explanation is 
given in Fig 1.57. 
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Fig. 1.57 Oil pressure created by ICE and electric motor vs ICE engine map 

 
The behavior of the hydraulic pressure during clutch engagement is shown in Fig. 
1.58. The pressure drops down due to the engine speed which drops down also. 
With the hybrid configuration the pressure drop is small, decreasing the time 
needed for gear changing. 
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Fig. 1.58 Hydraulic system pressure at engine idling speed: (1) with hybrid oil pump, 

(2) with conventional oil pump 

1.12 Transfer case 
 
A transfer case is a part of a four wheel drive system found in four wheel drive 
(4WD) and all wheel drive (AWD) vehicles. The transfer case receives power 
(torque) from the transmission and splits it up between the front and rear axles 
(Fig. 1.59). The ratio between the torque driven to the front wheels and the torque 
transmitted to the rear wheels depends on the manufacturer. The torque transfer 
case includes an input shaft connected to the output of the main transmission, a 
rear output shaft connected to drive the vehicle rear wheels, a front output shaft 
connected to drive the front wheels (Fig. 1.61). 
 
This can be done with a set of gears, but the majority of transfer cases, 
manufactured today, are chain driven. On some vehicles, such as four wheel drive 
trucks or vehicles intended for off-road use, this feature is controlled by the driver. 
The driver can put the transfer case into either "two wheel drive" or "four wheel 
drive" mode. The integration of a transfer case in a vehicle transmission system is 
shown in Fig. 1.60. 
 
 
  

 
Fig. 1.59 Transfer case 
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Fig. 1.60 Four-wheel drive system configuration 

 
 
 

 
  

Fig. 1.61 Structure of a transfer case 

 
 

1.13 Engine cooling system 
 
The function of engine cooling system is to remove the excess heat from the engine, 
to keep the engine operating at the most efficient temperature, and to allow the 
engine to reach its ideal operating temperature in the shortest time possible. The 
efficiency of an internal combustion engine is around 33%. This means that one 
third of the energy from the fuel is converter into mechanical work. Another third 
goes out on the exhaust pipe, and the remaining becomes heat energy.  
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Traditional automotive water pumps are belt-driven by the vehicle engine, forcing 
pump shaft speed to turn to the engine speed multiplied by the belt speed ratio. In 
some cases, such as idling after a period of high load, the water pump must provide 
flow and pressure sufficient to cool a hot engine at low shaft speeds. Pumps can be 
designed to operate efficiently at a specific operating point, but can not be 
simultaneously at high and low speeds. A motor driven pump provides constant 
input speed and also consumes less energy by only pumping when needed. 
Traditional water pumps are run continuously and utilize a thermostat-controlled 
bypass when engine cooling not required.   
 
The cooling system of a water-cooled engine system consists of: 
• The engine water jacket 
• Thermostat 
• Water pump – electric driven 
• Radiator 
• Cooling fan – electric driven 
• Hoses 
• Heater core 
• Expansion tank 
 
The layout of en engine water cooling system is illustrated in Fig. 1.62. In the 
conventional engine cooling system the cooling fan was driven by the thermal 
engine via a V-belt. The trend is now to drive the cooling fan by means of an electric 
motor. Also the water pump is electric driven. Both motor are close-loop speed 
control. It is worth to mention that this application is a slow dynamic, from the 
electric motor control point of view. This have a direct impact on the control 
strategy of the electric motors used in such an application. Sensorless brushless dc 
motors are the best candidate for this application due to the lowest 
cost/performance ratio. Even if the starting of brushless dc motors is not a very 
robust one, due to the slow dynamic (lower thermal time constant) of the thermal 
process, the low cost sensorless control solution is a good solution for this 
application.  
Speed-controller electric water pump offers up to 80% reduction in energy 
consumption [1.76]. 
The electric engine cooling system involves electronic thermal management 
algorithms that reduces pump power consumption through gains in controllability 
and efficiency, and also provides for additional control of heat rejection 
management and variable control of coolant, oil, and engine temperatures.  
 
Advanced thermal management system benefits are as follows [1.77]: 

 Variable flow and temperature control allow for semi-independent regulation 
of two or more temperatures (e.g. engine metal temperature and coolant 
temperature) 

 Capability to proactively respond to transient engine conditions. 
 Capability to automatically optimize engine thermal management in cold and 

hot environments. 
 Reduced parasitic loads from the water pump and fan. 
 Increased engine thermal efficiency. 
 Ability to eliminate hot soaks at engine shutoff. 
 Improved engine warm-up, heater performance and cab warm-up. 
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 Improved packaging, as the electric components are not necessarily tied to 
the FEAD. 

 Auxiliary cooling for high heat rejection. 
 
In [1.77] is presented the design, bench testing, and wind-tunnel vehicle testing of 
an advanced system comprised of an electric pump, electronic water flow 
proportioning valve, 42V alternator, 36V starter, and an electronic control system 
which commands the performance of the valve, pump, and fan clutch in relation to 
the cooling demand on a 1999 Volvo VN tractor equipped with a Cummins N14 
engine. System design and test data are compared from both the stock cooling 
system and the advanced thermal management system (ATMS). 
 
In [1.78] is presented an advance thermal management system for a 5.7L, 244hp 
engine. The active cooling system is comprised of a 14 V electric BLDC water pump, 
electric 2-way flow-control valve, dual BLDC electric fans, fan shroud, and thermal 
system controller. The system is powered by the production 140A alternator. The 
condenser, radiator, and heater core were retained from the base configuration. The 
electric water pump is powered by a 300W brushless dc electric motor. The electric 
variable-speed fans are powered by 250W BLDC motors and driven by 12V 
component controllers which receive a PWM speed signal from the thermal 
management controller.  
 
  

M

 
Fig. 1.62. Block diagram of an engine water-cooling pump 
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Fig. 1.63. Water pump power consumption versus coolant flow rate [1.77] 

 

  
Fig. 1.64. Cooling system power consumption versus engine speed [1.77] 

 
Engine specifications: 
Peak power: 358 kW (480 HP) 
Peak torque: 2509 Nm, 1200rpm 
Engine heat rejection: 131 kW peak power 
 
At the minimum pump speed, the electric pump consumes 70W. Assuming an 
average speed of 1600rpm, the electric pump reduces parasitic losses by 1.96 kW.
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SUMMARY 
 
In this chapter an overview of the main existing and future applications of electric 
motor in automobiles industry is provided. In the past the number of automotive 
applications that used electric motors, with rate power of a few hundreds of watts, 
was limited. Clutch-by-wire, and double-clutch gearbox with electric shift are new 
technologies on the market.  Steering-by-wire and brake-by-wire are still under 
development due to major concern on safety issues. Hybrid oil pump for automatic 
gearbox are a new application in automotive industry and most probably they will be 
on the market, in series production, the next year. Electric engine cooling systems 
are already available on the market. The potential of integrated starter-alternator 
system  is huge due to the increasingly demand of hybrid electric vehicles. 
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2. BATTERY ON-LINE MODELING WITH TEST 
RESULTS AND DISCUSSION 

 
 
This chapter reports a novel algorithm, proposed for battery internal 

resistance estimation as well as a new algorithm for battery on-line state-of-charge 
estimation. Battery internal resistance estimation is based on the voltage and 
current variation measured at the battery terminals. Although, there are a few 
methods for battery internal resistance estimation, the proposed solution aims to 
provide a better understanding of the internal resistance meaning, and underline the 
importance of this parameter in development of battery models and battery 
behavior prediction. The proposed approach for battery state-of-charge estimation is 
based on identification of seven states, with different dynamics, which allows the 
estimation of the static value of OCV. 
 
 

2.1 Importance of battery internal resistance and 
battery state-of-charge 

 
 Hybrid Electric vehicles are a viable alternative to conventional internal 
combustion engine (ICE)-based vehicles for the automobile industry due to 
environmental issues and exhaustible petroleum resources. Recent efforts in HEV 
research have been directed toward developing energy efficient and cost effective 
propulsion system. Propulsion system converts energy stored in fuel and batteries 
into mechanical energy through ICE and electric motor. A globally efficient 
propulsion system uses much energy from the battery, consequently more stress on 
the battery.  
The primary role of valve regulated lead-acid batteries (VRLA) in conventional cars 
is to provide the required energy to the starter system for the start-up of the 
internal combustion engine. In contrast to conventional cars, where the battery 
energy is used from time to time, in hybrid electric vehicles the battery is activated 
almost all the time.  
The efficiency of HEVs depends strongly on the characteristics of the batteries. The 
most important parameters of the batteries are: state-of-charge (SOC), state-of-
health (SOH), power discharge capability (PDC), power acceptance capability (PAC) 
and the internal resistance of battery. The latter is a strong indicator of the state-of-
health and it is of paramount importance in the estimation of state-of-charge.  
A good estimation of internal resistance provides an accurate state-of-charge and 
state-of-health of the batteries. Although, there is some literature on the some 
pertinent measurement of internal resistance, the so far proposed algorithms are 
not suitable for an on-line battery management system. The major requirement for 
a measurement system of internal resistance is on-line capability. 
Internal resistance measurement should take no more that 1 second and the system 
must measure, on-line, the resistance with very high accuracy. 
 
Electrochemical batteries started to play a very important role in automobile 
market, due to the migration of the standard configuration of an automobile to a 
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hybrid electric vehicle configuration. The dynamic performance, the cost and the 
efficiency of a hybrid electric vehicle are directly related on the battery parameters 
and performance. In the conventional automobiles the main role of the battery has 
been to assure a safe engine cranking and to be an energy buffer. In hybrid electric 
vehicles the battery requirements are more, and a few of them are listed bellow: 
• Battery have to provide a safe engine cranking 
• Battery have to have a longer life (more charge/discharge cycle) in more 

stressful conditions 
• Battery have to be able to provide more power (higher currents) for longer 

time periods 
• Battery have to be able to capture high power (energy) pulses 
 
The battery managements system (BMS) has to provide the following information 
about the battery: 
• State-of-charge (SOC) level 
• State-of-health (SOH) 
• Maximum instantaneous discharge power  
• Maximum instantaneous charge power 
• Overcharge and overdischarge protection 
• Overtemeperature protection 
• Battery life prediction 
• Cell balancing (especially for Ni-MH and Li-Ion batteries) 
 
 

  
Fig. 2.1. General configuration of  a  hybrid electric vehicles (HEV) 
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The integration of a battery management system (unit) in a hybrid electric vehicle is 
shown in Fig. 2.1. It directly communicates with the Powetrain Management Unit, 
providing the required information necessary for a good torque/power distribution 
between ICE and electric motor.  
 

2.2 Battery internal resistance 
 
The internal resistance of electro-chemical batteries used in HEV, is a relevant 
parameter that characterizes the batteries. It is very useful in state-of-charge 
estimation, state-of-health estimation, and prediction of maximum discharged 
power of the battery. The estimation (measurement) of battery internal resistance 
with a very good accuracy contributes to a higher accuracy in the above enumerated 
parameter estimation. 
 
The internal resistance of valve-regulated lead acid (VRLA) batteries used in HEV, 
basically, has two components: the electronic resistance and ionic resistance. The 
behavior of these two components is different in time and our purpose is to 
understand the usefulness of such parameters in issues regarding VRLA batteries. 
The electronic resistance encompasses the resistance of the actual mass such as 
metal covers and internal components; as well as, how these materials interact with 
each others and wires resistance [2.1]. The effect of this resistance occurs very 
quickly and can be seen in the first microseconds after the battery is under load.   
The ionic resistance is the resistance to current flow within the battery due to 
various electrochemical factors such as, electrolyte conductivity, ion mobility and 
electrode surface area [2.1]. These polarization effects occur more slowly than 
electronic resistance, and the effect can be seen after a few milliseconds after the 
battery is under load. The battery voltage drop due to this resistance we call the 
polarization voltage, 
The impact of electronic and ionic resistance can be observed easily in Fig. 2.26 
using a pulse load test. 
Cold temperatures slow down the electrochemical reactions that take place in the 
battery and reduce the ion mobility in electrolyte, leading to a change of resistance 
value. That is why the battery resistance is affected by temperature. The 
temperature information is required for a better understanding and prediction 
behavior of such parameters. 
 
A good knowledge of internal resistance variation is a basis in the analysis of 
electrochemical processes that occurs in the battery. The internal resistance of the 
electrochemical batteries is affected by the following parameters:  
• state-of-charge 
• state-of-health (ageing)  
• temperature 
A decrease of battery state-of-charge leads to an increase of internal resistance. At 
very low levels of SOC the internal resistance has values up to double compared 
with high levels of SOC. The reference values of internal resistance are considered 
those obtained from measurements performed at a temperature of 20oC.  
Temperatures higher than 20oC lead to a decreasing of internal resistance values. A 
typical range for battery temperature used in HEV, during operation, is between -
20oC and 50oC; however the latest requirements in automotive industry have 
indicated that the batteries should be capable of providing enough energy for a safe 
cranking of internal combustion engine (ICE), even at -40oC. 
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Battery state-of-health produces significant changes of the battery internal 
resistance values. The ageing process of batteries is irreversible and it contributes 
the battery performance. A battery with a higher degree of ageing (low state-of-
health) produces a three times, and even more increasing of battery’s internal 
resistance value.  
   
 

2.2.1 Review of existing internal resistance estimation 
methods 
 
An analysis and review of the already known methods of estimating 
(measurements) battery internal resistance is performed below. The analysis try to 
shown and to distinguishes between different meanings of the battery internal 
resistance. An explanation of electromechanical impedance spectroscopy principle 
used for battery characterization is given, also. Two methods are used in literature 
for battery internal resistance measurement: 
 a. dc load pulse 
 b. electrochemical impedance spectroscopy  
Each method has its own perception regarding the nature of internal resistance. 
 

2.2.1.1. DC load pulse 
 
This is the oldest method used for battery internal resistance measurement. The 
estimation of internal resistance is based on Ohm Law. Using Ohm Law we measure 
the total effective resistance of the battery [2.2], [2.3].  
A load is applied to battery for seconds up to minutes and the voltage drop divided 
by the current provides the internal resistance value. The principle is illustrated in 
Fig. 2.2. 
  

  
Fig 2.2. Internal resistance measurement using dc-load pulse 

 
The internal resistance is given by equation (2.1). 
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dt

dv
Rint    (2.1) 

 
where the voltage derivative is given by V|t1 - V|t2; 
V|t1 is the battery open circuit voltage and V|t2 is the battery voltage after complete 
stabilization during discharging. The value of |t2-t1| is of order of seconds. Although 
many authors, in their publications, call the left term from equation (2.1), "internal 
resistance", in fact it is the total impedance of the battery. 
The advantages of this method are: simplicity, is it good for development of simple 
model of the battery, only, during steady-state, it is a low cost solution, suitable for 
on-line implementation, is no time consuming. It is limited for applications that 
require the battery modeling during transients, prediction the capabilities of the 
battery, study of battery parameters behavior. Therefore, the internal resistance 
measured with this method is used, mostly, only in simulations, that proposed a 
very simple model for the battery given by a voltage source connected in series with 
a resistance. 
 

2.2.1.2. Electromechanical impedance spectroscopy (EIS) 
 
Electrochemical impedance spectroscopy is a powerful technique used for 
understanding of electrochemical systems like: batteries [2.4], [2.5], [2.6], [2.10], 
[2.11], ultracapacitors [2.12] and fuel cells [2.13]. Due to this technique, the recent 
advances in the development of electrochemical devices have been made possible 
by an improved understanding of the fundamental electrochemical processes. The 
investigation of various processes like ohmic conduction, charge transfer, interfacial 
charging, and mass transfer is possible with the help of electrochemical impedance 
spectroscopy. 
Electrochemical impedance spectroscopy supposes that a small ac voltage is applied 
to the battery (terminals) under investigation and its ac current response is 
measured. From ac current and measured ac voltage response, the impedance is 
then determined (see Fig. 2.3).   
The principle of the impedance spectroscopy is that the impedance of an electrical 
circuit can be determined with a good accuracy if the circuit is excited with a 
sinusoidal voltage and the current response is measured (see Fig. 2.3.). However, 
these tests have to be performed over a wide range of frequencies. 
  

 
Fig. 2.3. Impedance spectroscopy 

 
The impedance of the circuit is expresses as: 
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The impedance has two components: real part (Z’) and imaginary part (Z”) . 
The behavior of the real and imaginary part of an impedance as a function of 
frequency is shown in Fig. 2.4. 
 

  
Fig. 2.4. Real and imaginary impedance part for different RC combinations 

 
With modern hardware it is possible to measure the impedance as a function of 
frequency directly. The frequency of the applied signal is varied over a wide range 
(e.g. from 10-4 to 106Hz) and the system response is measured directly. 
 
 
EIS data is commonly analyzed by fitting it to an equivalent electrical circuit model. 
Most of the circuit elements in the model are common electrical elements such as 
resistors, inductors and capacitors.  
 
There are on the market commercial impedance analyzer. A few impedance 
analyzers with their main characteristics are: 
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 EIS300: measure impedances in the range of [2mΩ....10TΩ], over a wide 
range of frequencies [10mHz....1MHz]. Impedance error is: <0.5% in 
magnitude, <0.5% in phase. The applied signal magnitude is in the range of 
[2.75uV...1.425Vrms] 

 
 True-Data EIS 30: measure impedances in the range of [0.1mΩ...15Ω] 

over a frequency range of  [10mHz...100kHz]. Impedance error is: <1% in 
magnitude, <1% in phase. The ac current amplitude is up to 250mA. The dc 
maximum voltage is 10V, while dc maximum current is 150A. 

 
 
 IM6ex: measure impedances in the range of [10uΩ....100MΩ], over a wide 

range of frequencies [10uHz....3MHz]. The ac amplitude is in the range of 
[1mV....1V]. The dc maximum voltage is 14V. 

 
To perform the basic EIS experiments and alternating voltage is superimposed on a 
dc voltage Vdc: 
 
  tωsinVVV 0dcsin    (2.3) 

 
The value of Vo is around 5mV. Since the ac signal is very small, the resultant 
polarization of the electrode is in a linear potential region. Therefore, there is no 
destructive damage of the electrode, and EIS can be used to evaluate the time 
relation of the interface parameters. 
 
  

 
Fig. 2.5. Battery impedance measurement with impedance spectrometer 

 

EIS is a very sensitive technique, and offers a wealth of information about battery 
such as [2.4]: 
- analysis of state of charge 
- study of reaction mechanism  
- change of active surface area during operation 
- separator evaluation 
- passivating film behavior 
- separation and comparison of electrode kinetics on each electrode 
- identification of possible electrode corrosion processes 
- investigation of the kinetics at each electrode 
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Fig. 2.6. Typical impedance spectrometer output voltage, battery voltage and battery 

current during testing a 12V battery (Vocv=12.5V) 

 
A very good and accurate image of battery impedance is provided by EIS. Despite of 
these advantages, EIS is not suitable for HEV. It is an off-line method rather than 
an on-line method. It is time consuming and needs powerful computation resources.  
 
Battery impedance 
 
The processes in an electrochemical battery may be divided into fast and slow 
processes having time scales in the order of  miliseconds and hours (even days) 
respectively. the fast processes are related to the double-layer impedance at 
positive and negative electrode, and the slow processes to the electrochemical of 
the same electrodes [2.7]. 
 
A battery, which is a dynamic system, can be described by means of an impedance-
base small-sigmal equivalent circuit. Such a typical equivalent circuit obtained by 
EIS for battery impedance is shown in Fig 2.7, where Cdx represents a double layer 
capacitor that characterizes the double layer process, Wx represents the Warburg 
impedance that characterizes faradic processes, Ri is internal resistance and Li is the 
inductance. So EIS is more suitable to measure the impedance outside of vehicles 
and for large batteries. So this technique is limited, though good in precision in its 
ability to measure the internal resistance real-time on HEV 
 
Another method is the dc load method. A load is applied to battery for a few 
miliseconds and the voltage drop divided by the current provides the internal 
resistance value.  The load current ranges is  from 5A to hundred of amps for short 
period of times. Even this method has been known for decades it is not clear yet 
how it is applied for battery testing. 
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Fig. 2.7. Typical equivalent circuit of a lead acid battery impedance[2.1] 

 
 

  
Fig. 2.8. Real and imaginary part of battery impedance with frequency 

 
 
 
The internal resistance accuracy depends on the accuracy of the voltage and the 
current acquiring. A precision of 5mV for voltage and 50mA for the current is 
enough for internal resistance measurement with a precision lower than miliOhms. A 
few researchers showed that the impedance of the battery depends on the 
frequency [2.8], while the internal resistance is constant for the same conditions. In 
[2.9] it is demonstrates that for a typical impedance of lead-acid battery at 
frequencies between 200 Hz and 2kHz, the impedance character is resistive-
inductive while for low frequencies the character tends to be capacitive. 
2.2.2 The proposed method for internal resistance estimations 
 
The internal resistance is represented by the resistance of inter-cell connections - 
which is more or less constant -, and the electrolytic resistance of the solution, 
which depends on the ionic concentration (state-of-charge) and on the temperature 
(mobility). 
 
In our approach we started from the equivalent circuit of the battery impedance 
from Fig. 2.7. For simplicity, we assume that the Warburg impedance is neglected 
and then we write the total impedance of the battery based on the circuit from Fig. 
2.7. 
 
The total impedance is given by equation (2): 

BUPT



                                                                  2.2 Battery internal resistance 79

 
 dndpiibatt ZZRLωZ    (2.4) 

 
where Zdp and Zdn are given by equation (3): 
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A simple frequency analysis of impedance Zdp and similar for impedance Zdn, shows 
that for very low and low frequencies, the circuit tends to have capacitive effect 
which means that the capacitive effect prevails over the resistive effect. At high 
frequencies the capacitive effect tends to zero and the total impedance towards 
zero.  
The experiments pointed out that during battery discharging over a pure resistive 
circuit, the current increases from zero to 200A in less than 1ms. This proves that 
the battery inductance is very small and its effect can be completely neglected. 
Taking into account, the above mentioned assumptions, for high frequencies, the 
battery impedance is given only by internal resistance. An illustration of battery 
impedance behavior as a function of frequencies is given in Fig. 2.9. 
 

 

 
Fig.2.9. Battery internal  impedance at low and high frequency 

 
 The measurement of internal resistance is based on the variation of the 
voltage during current variation. The calculation is based on the following formula: 
 

 
Ithreshdt/di

i di
dv

R


   (2.6) 

 
 
 

  
Fig. 2.10. Block diagram of internal resistance on-line computation 
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A. Simulation  results 
 
A set of simulations has been performed in order to demonstrate de validity of the 
proposed solution. The battery model consists of electrical RLC components and it is 
shown in Fig. 2.11. A load is connected at the battery terminal. The simulations 
were executed for a range of frequencies between 0.1Hz and 1000Hz, in order to 
prove the capacitive character of battery impedance at very low frequencies and 
respectively the resistive character at high frequencies. The simulation results for 
frequencies of 10Hz, 100Hz and 1000Hz are illustrated in Fig. 2.12. In order to 
excite the battery at different frequencies the load resistance Rload is varying 
sinusoidal at the above mentioned frequencies. The electrical circuit of battery is 
implemented in PLECS, while the internal resistance computation is implemented in 
Matlab-Simulink. 
 

  
Fig. 2.11. Battery simulation model used for internal resistance estimation 
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Fig. 2.12. Internal resistance estimation at a) 1000Hz, b) zoom on a), c) 100Hz, d) 

10Hz 

 
Only points where current variations higher than 2A/ms were evaluated for internal 
resistance estimation - for 1000Hz and 100Hz. For 10Hz, the points with 
di/dt>0.5A/ms were evaluated. 
 
The analysis performed on the graphs from Fig. 2.12 gives us the following 
information: 

 for 1000Hz, the accuracy of the internal resistance is 0.19%.  
 for 100Hz, the accuracy of the internal resistance is 1.23% 
 for 10Hz, the accuracy of the internal resistance is 12.4% 

 
Based on the above analysis we can conclude that the accuracy of internal 
resistance estimate is dependent on the frequency/slope of the battery current. 
 
At very low and low frequencies the influence of Rx, Cx elements becomes very 
importance since the equivalent circuit battery is characterized by the equation 
(2.5): 

  
dt
dv

RRRRR i21i    (2.7) 

At high frequencies the R0. Therefore the equivalent circuit is governed by the 
equation (2.8): 
 

 
dt
dv

RR ii    (2.8) 

For impedances Z1=Z2=Rx || Cx – from Figure 2.4 – the impedance magnitude 
versus frequency is presented in Fig. 2.13. 
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Fig. 2.13. Impedance Zx versus frequency 

 
According to Fig. 2.13. the impedance magnitude is lower than 0.0001Ω above 
100Hz and lower than 0.000001Ω above 10000Hz. In fact the impedance magnitude 
is decreasing with the increase of the capacitance value, at the same frequency.   
 
B Experimental results 
 

  
Fig .2.14. Block diagram of internal resistance on-line computation 

 
The current and the voltage are acquired in a first phase at a high frequency of 
20kHz. This frequency can be higher or lower than 20kHz. Then, the current and 
voltage are passed through a “low pass” filter with a cut-off-frequency of 1000Hz in 
order to remove the high frequency noise, characteristic to automotive environment. 
The filter has to be the same for the current and the voltage, otherwise the current 
or the voltage slope can be affected by delays and the results will be influenced by 
errors. 
In a second phase, at a lower frequency, a computation algorithm is implemented 
for the internal resistance. This frequency has to be in the range of [0.2-2]kHz, for 
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the reason that we shall explain later. In our case the frequency is 1 kHz. The 
voltage and current difference for 1ms period is then computed. The internal 
resistance computation is a valid operation if the condition ΔI>Ithresh  is fulfilled. The 
value of ΔI>Ithresh is determined through experiments. For this reason a set of 
experiments was performed for this algorithm validation; the results are provided in 
Fig. 2.15. 
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Fig. 2.15. Internal resistance computation as a function of di/dt at 

1kHz  computation frequency 

 
Fig. 2.15 illustrates the values of internal resistance obtained for different values of 
di/dt. At lower values of di/dt the internal resistance cannot be considered valid 
because the estimation is affected by large errors. From Fig. 2.15, for di/dt=5A/ms, 
errors up to 35% in internal resistance estimation can be observed. The errors are 
decreasing at higher values of di/dt. At di/dt=40A/ms, errors up to 3.7% are 
obtained. A very good accuracy in the estimation of the internal resistance is 
achieved for di/dt=50A/ms. This is a valid value for Ithresh.  An accuracy of 10-
40μΩ can be obtained at high values of di/dt  with the help of  high-quality 
acquisition instruments (1mV precision for voltage and 50mA precision for current).  
 The accuracy of internal resistance Ri vs Ithresh is illustrated in Fig. 2.16. 
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Fig. 2.16. Battery internal resistance accuracy as a function of dv/di 
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The internal resistance estimated is affected by the following errors: 
 Resolution of current and voltage ADC (analog-to-digital converter). In 

industrial applications for such applications microcontrollers with 
maximum12-bit ADCs resolution are used. Considering a range of [0-400]A 
for battery current, an accuracy of 400A/212=0.1A is provided for current 
measurement. The quantization effect becomes more significant when points 
with low di/dt are used for internal resistance evaluation (e.g. 
di/dt=2A/ms). Similar explanations are valid for voltage measurement. 

 Acquisition moment of voltage and current. It is known that in real 
applications it is very difficult to measure the current and voltage 
synchronous (exactly at the same time). In reality measurements are 
discrete-time event, but the problem is that during one acquisition sample 
the measurements are not synchronous. The explanation is in Fig. 2.17, 
where we supposed we have a constant di/dt at high frequency (di/dt, 
dv/dt=const). In the ideal case the distance (time) between two consecutive 
samples is constant (Δt), while in the real case this distance is not constant 
(Δt1 Δt2Δt3Δt4) 

 

 
  

Figure 2.17. Ideal and real acquisition 

 other errors   

 
 One application where the proposed method can be implemented is battery 
monitoring system used in HEV.  This algorithm can provide good results in the 
estimation of the internal resistance of batteries, used in HEV, due to high values of 
di/dt that can be encountered, especially during the cranking of ICE. In Fig. 2.19, 
the current-time profile through a battery at a car starting is given. 
 
In the discharging mode, the driver turns-on the key of automobile and the battery 
is discharging a constant current necessary for on-board  systems (audio system, 
information system). Afterwards, the internal combustion engine is cranking and 
therefore, there are strong current variations (di/dt). It is in this mode that we have 
to measure the internal resistance of the battery. Black (circled) points are the 
selected points that meet the condition di/dt>Ithreshold and starting from these points 
the internal resistance is measured. Red (squared) points are not taken into account 
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because they do not satisfy the above condition. A typical period for cranking mode 
is from 200 to 400 ms.   

time [ms]

Ibatt [A]
discharging

mode
cranking

mode
charging

mode

200-400ms  
Fig. 2.19. Selected points for measurement of internal resistance  

in cranking mode used in HEV 

 
Thus, it is very short and the polarization effect is avoided and only the effect of 
internal resistance can be seen. In the cranking mode, the shape of the voltage is 
the same as the shape of the current. 
The most drastic regime for the battery is in ICE cranking mode, when values in the 
range of  [10-50]A/ms can be encountered for the discharging current. 
In Fig. 2.21 a few acquisition samples of battery voltage during discharging with 
current of 100A are presented. It can be easily observed from Fig. 2.21 that the 
slope of the battery voltage is the same during many acquisition samples. This 
means that the internal resistance is the same. The battery voltage at di=0 (the 
OCV voltage)  is not the same because the battery open circuit voltage has different 
values, due to the relaxation process of polarization voltage which is not finished. 
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Fig. 2.21. Vbatt at  Idisch=100  for successive measurement points of  Rint 
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The estimated internal resistance of a BOSCH 12V, 55Ah, valve regulated lead-acid 
battery is shown in Fig. 2.22. As expected, the internal resistance increases with the 
state-of-charge decreasing and temperature decreasing. 
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Fig. 2.22. Measured internal resistance as a function of state-of-charge  

for temperature of  Tbatt=20oC and  Tbatt=0oC 

 
 

2.2.3 Power discharge capability 
 
The maximum discharged power from battery, at constant current Ibatt , is: 
 
 battbattdisch IVP    (2.9) 

 
 
On the other hand, the maximum discharge power after the battery voltage 
relaxation (or for fast discharge current transients is: 
 

 
int

2
batt

disch R
V

P    (2.10) 

 
where Vbatt is the actual voltage at battery terminals. 
In hybrid electric vehicles it is important to know which is the minimum level of 
battery state-of-charge that can provide the power necessary for a safe cranking of 
internal combustion engine. The power discharged from the battery is influenced by 
the internal resistance at the same level of SOC.  
 
Because of the unpredictable behavior of the internal resistance we have to develop 
a battery model that takes into account the internal resistance variation.  
 For this scope we developed a simple model that predicts the battery voltage at 
different levels of SOC and for different currents. 
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A. Battery voltage modeling 
 
The battery model for steady-state we propose is shown in Fig 2.23. 
 

  
 

Fig. 2.23. Voltage model of lead-acid batteries 

 
The corresponding equation for Fig. 2.23. is: 
 
 pbattintOCVbatt VIRVV    (2.11) 

 
The OCV represent the open circuit voltage of the battery. Ri- represents the 
internal resistance of the battery, Vp is the polarization voltage and Vbatt is the 
voltage at battery terminals.  The measured open circuit voltage (OCV) as a function 
of state-of-charge has been determined experimentally and it is shown in Fig. 2.24. 
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Fig. 2.24. Battery open circuit voltage (OCV) as a function of the state-of-charge 

 
Polarization voltage is the voltage drop in a battery (or a cell) during discharge, due 
to the flow of an electrical current, and it is generated by the diffusion process, 
which opposes a barrier to the migration of ionic components across the acid 
solution. It depends on the state-of-charge and charge-discharge current. We 
should also mention that Vp has positive values for discharging and negative values 

BUPT



                                                                  2.2 Battery internal resistance 89

for charging. The polarization voltage can be modeled by passive elements 
(combination of R,C elements) as indicated in Fig. 2.25. 
 

  
Fig. 2.25. Electrical circuit model for polarization voltage 

 
Its steady state-value is given by the voltage drop on R1 and R2, while C1 and C2 
represent the transient behavior. The polarization voltage does not appear 
instantaneously, it requires some time until it gets to a steady-state value. The 
complete modeling of polarization voltage is beyond our scope here and a new 
paper will analyze it more profoundly.  
 
The time constant for the polarization voltage is from a few milliseconds up to a few 
minutes. When it increases its variation is very fast and in a few seconds, it can get 
to the steady-state value for constant current-discharging. When it decreases, it 
converges to zero with a much slower time constant. Thus, if the measurement of 
internal resistance is done very quickly, the effect of polarization voltage does not 
appear.  Typical values are in the range of  zero and 4V(for currents of hundreds of 
Amps). For example, the polarization voltage at 200A current discharging and 
SOC=100% the polarization voltage is Vp=0.9V. The greater the value of the current 
the greater the polarization voltage.  Polarization voltage has practically no influence 
on battery’s efficiency.  
The behavior of the polarization voltage can be easily observed in Fig. 2.26. 
 
In Fig. 2.26, the variation of the polarization voltage with the battery discharge 
current is given.  The ratio of polarization voltage to the discharging current is 
higher at low current; this means that the polarization effect is more dominant at 
low current. For example while discharging the battery at I=40A, SOC=100%,  we 
having stabilized the polarization voltage, the battery voltage drop is 0.702V. The 
polarization voltage is 0.311V while the voltage drop on internal resistance is 
0.391V.  For the same SOC and temperature at discharging current of  I=200A, the 
polarization voltage is 0.908V, while the voltage drop on internal resistance is 
1.96V. The zone unavailable due to Peukert effect is very dangerous for battery 
operation and therefore it should be avoided. 
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Fig. 2.26. Battery voltage at constant discharge current 

 
The battery’s operation in this zone is characterized by a very high voltage drop in 
battery voltage at high currents (for low SOC) and very high currents (at high SOC). 
The battery’s lifetime is negatively affected if battery runs in that zone. 
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Fig. 2.27. Polarization voltage as a function of  battery 

 
2.2.4 Battery discharged power measurement 

 
In many applications, the demands on batteries are not only to serve as an energy 
storage device, delivering moderate power for a long time, but also to deliver high 
power for short periods. Examples of such pulse power applications are boost mode 
for hybrid electric vehicles (HEVs), x-by-wire technologies, idle-stop mode for HEVs 
and cranking of a conventional motor vehicle. 
 It is therefore, essential to have a reliable prediction of batteries power 
capability. Based on this it is possible to decide whether the vehicle can operate in 
idle-stop mode or whether the engine has to keep on running to charge the battery 
safely. 
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 In modern vehicles, these tasks are performed by intelligent energy 
management systems that monitor the behavior of the battery. State-of-charge, 
state-of-health, cranking capability, maximum discharge power (current), maximum 
charge (current) acceptance are the most important functionalities of an intelligent 
battery management system. 
 The maximum current extracted from battery in HEV is in cranking mode, 
however, the current is dependent on the shaft torque of integrated starter-
alternator (ISA). Also, the ISA shaft torque is dependent on the load torque. The 
friction force of internal combustion engines, gives the load torque seen by ISA. In 
cranking the worst situation is at very low temperature. A temperature of -40oC is 
the minimum temperature for which a modern vehicle ought to be able to start. So, 
the lower the temperature, the greater the load torque for ISA system. For a good 
cranking of the internal combustion engine a high ISA torque is required. Values 
between 30-60Nm are typical for ISA load at cranking. Values of 1.5-3kW are 
typical values for the power discharged from battery at cranking. Again, for a safe 
cranking at -40oC the battery has to be able to provide a power of 2.5kW and this is 
the value of power that should be provided by battery any time. This means a high 
power discharged from battery and not high current, because the voltage at battery 
terminals depends on its state-of-charge, temperature and current and is far from a 
constant value. There is one way to provide a good power discharge capability 
characterization and that is to plot the discharge power versus discharge current at 
different SOC and different temperatures. We see from Fig. 2.28 that the discharged 
power is dependent on the state-of-charge of battery, discharged current and 
temperature. 
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Fig. 2.28. Maximum discharge power (Pdisch) as a function of discharge current (Idisch) 

at different SOC;  temperature: T=20oC. 

 
It can be observed in Fig. 2.28 that for every SOC value there is a maximum 
discharging power that is independent of discharging currents. The higher SOC the 
higher the maximum discharging power.  The negative slope of the discharging 
power, after the maximum discharging power point, is encountered due to Peukert 
effect. These families of curves help us to derive the minimum level of battery SOC 
for operation, if it is known the necessary amount of power in an application. 
The operation of the battery beyond the maximum discharging power point is not 
efficient and it should be avoided. 
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Starting from Fig. 2.28. it should be quite simple to derive the minimum SOC level 
at which we should maintain the battery, if we measured the power discharge 
capabilities at -40oC and if we know the maximum power of the ISA. Also, this could 
be used for state-of-health estimation of the battery if we knew with a good 
precision the battery state-of-charge and battery temperature. But if we take into 
account that the battery power discharge capability depends on state-of-health, we 
must also consider a greater SOC than calculated by the above algorithm.   We 
store these curves into a look-up table (as a reference) and we compare the power 
discharge from battery with the reference. If the power discharge for a given SOC 
and temperature is two times lower than the reference value we strongly believe the 
battery should be replaced. 
For battery protection it is recommended to identify a voltage threshold Vmin, so 
that for a pulse load power, the voltage at battery terminals should not drop below 
Vmin. A value of 7.5V for Vmin is practical. 
For hybrid electric vehicles the most representative curve is the maximum 
discharged power (Pmax) at -40oC. Due to some special equipment missing this curve 
is not presented in the paper.  
The battery SOC and battery discharging power are affected by temperature.  In 
Fig. 2.29 is given the influence of temperature on battery SOC. 

  
Fig. 2.29. SOC as a function of temperature 

 
For instance, if we measure for a battery a SOC=80% at 20oC, at -20oC the SOC is 
around 50%.  The rest of  80%-50%=30% in not lost and we say that it is “frozen”. 
Again if we bring the battery at a temperature of 20oC , the battery SOC is the 
same as initial, 80%. So the SOCs at temperature below 20oC are not real values of 
SOC, and we call this as apparent SOC. It is obvious from Fig. 2.29. that the 
dependency of  SOC on temperature is the same for different initial values of SOC. 
The relation between real SOC (SOC corresponding to T=20oC) and apparent SOC 
(SOC corresponding to a temperature T=xoC , that is different from 20oC) may be 
described by equation (2.12): 
 

  
C20T

2
xT oSOC14T65.0T0025.0%SOC

    (2.12) 

 
This equation is easy to implement in simulation software. It is very useful in 
applications because it saves memory and requires less time for computation that a 
look-up table. 
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2.2.5 Battery state-of-health estimation 
 
During the lifetime of batteries, their performance tends to decrease generally due 
to changes that take place in active material inside the batteries. This process is 
irreversible for batteries. The performance of batteries is decreasing with ageing but 
for conventional lead-acid batteries these could be improved by reconditioning the 
batteries. In case of VRLA batteries this is not possible. The process of decreasing of 
battery performance is called “ageing” and in literature is known as “state-of-
health”. The state-of-health (SOH) is a measurement that reflects the performance 
of a battery compared to a fresh battery for the same conditions (capacity, 
temperature, SOC).  
 Unlike the SOC that can be estimated by measuring the actual charge in the 
battery, the SOH has no clear definition. The SOH is defined by researchers 
according to their own rules. It is estimation rather than a measurement. Any 
parameter which changes significantly with age, such battery impedance, battery 
internal resistance, capacity, can be used as a basis for providing an indicator of the 
SOH of the battery. 
 Because the SOH estimation is relative to the condition of a new battery a 
set of experiments should be done to measure the parameters values, which 
constitute the SOH indicator. 
 
Battery state-of-health estimation by internal resistance 
 
The battery state-of-health is computed based on the internal resistance.  
The algorithm proposed for state-of-health estimation is represented in Fig 2.30. 
In the look-up table1 (LUT1) are stored the values of internal resistance determined 
experimentally for different levels of SOC and temperature in the range of [0-
100]%, respectively [-40-60]oC, when the battery is new. These values are 
considered as references value (Riref). 
The estimation of real battery internal resistance (Ri) is computed by means of dv/di 
method. Normalized internal resistance, Rin, is the computed by dividing Ri by Riref. 
The real battery state-of-health (SOH) is then obtained from look-up table2 (LUT2). 
A three times increasing of internal resistance, decreases the power discharging 
from battery at half. In this case we consider the SOH is zero and the battery should 
be replaced. 
 

  
Fig. 2.30. SOH computation 

 
2.3 Battery state-of-charge estimation 

 
THE increasing demand to improve fuel economy and reduce emissions in present 
vehicles has led to the development of advanced hybrid vehicles. A hybrid electric 
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vehicle (HEV) will operate with an electric motor running in conjunction with the 
internal combustion engine (ICE). 
Batteries are important components of HEV systems as they provide the energy for  
the integrated starter-alternator (ISA) during ICE cranking, power boosting and to 
store the energy during regenerative braking. During urban driving, the ICE will be 
shut on and off frequently, according to driving conditions, causing the battery to be 
frequently charged and discharged by the ISA.  
The reduction of fuel consumption HEV involves the knowledge of valve regulated 
lead acid batteries state of charge (SOC). A modern battery monitoring system used 
in HEVs should be able to provide for an intelligent energy management system 
based on the following information: (cold) cranking ability, maximum power 
discharge, maximum charge (current) acceptance during regenerative braking. Due 
to the non-linearity of the battery system, we need to identify a comprehensive 
state variable in regard to the definition of the above mentioned battery 
characteristics. This state variable is here the so called battery state-of-charge 
(SOC). 
 Battery state-of-charge identification with an error of  5% is one of the 
major requirements concerning battery monitoring systems used in HEV. 
 

2.3.1 Review of battery state-of-charge estimation 
 
Batteries state-of-charge is a chemical parameter of the batteries, which can not be 
directly measured with electric signals, and therefore it has to be estimated with the 
help of available electric signals such as voltage and current. Since the battery 
state-of-charge is affected by the temperature for a good estimation, the 
temperature has to be taken into consideration. In the literature there are many 
papers dealing with the battery state-of-charge estimation.  
The most common methods involve the coulomb counting. The coulomb counting 
(or current integration) method measure the amount of charge (current) extracted 
or put into the battery in terms of ampere-hours. Only coulomb counting is not a 
reliable method, since the error is increasing with time and the current magnitude. 
In fact, the efficiency of the battery, which is very important at higher current, is 
not considered. The main problem for coulomb counting is that it requires an initial 
value and needs to be calibrated regularly to ensure an accurate SOC determination. 
Anyway it is inexpensive and reasonably accurate for short time intervals. Under 
steady state conditions there is almost a linear relationship between battery open-
circuit voltage (OCV, EMF) and state-of-charge. In [2.14], [2.15] a method that 
incorporates battery impedance, current, and terminal voltage to predict the EMF 
voltage of the battery is proposed. The limitations of this solution are: EMF accuracy 
is low under high charge/discharge current rates; the battery impedance is affected 
by the temperature and battery state-of-health. Kalman filters are a well known 
technology used for dynamic and nonlinear systems states estimation such as 
tracking, navigation and batteries. Battery state-of-charge estimators using Kalman 
filters are proposed in [2.16], [2.17], [2.18], [2.19], [2.20]. One advantage of  
Kalman  filter is that it optimally estimates states that are affected by a large band 
of noise contained in the system bandwidth. The main disadvantage of Kalman filter 
is that is requires high complex mathematical calculations. The gain of the filter is 
obtained in five steps of algorithm. There can be the possibility of divergence due to 
imperfect modeling [2.21]. The performance of the Kalman filter depends on the 
accuracy of the a priori assumptions. The performance can be less than impressive if 
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the assumptions are erroneous. The Kalman filter performance is poor in transients 
and it needs longer time to adapt parameters in order to get small errors 
Another method used for Li-Ion battery state-of-charge estimation is based on a 
nonlinear estimator [2.21]. The algorithm is based on a sliding mode observer. The 
performance of the observer is dependent on the switching gain. The magnitude of 
chattering is highly dependent on the observer gain. If the gain is very high, a large 
amount of ripples may result, leading to errors in estimation. On the other hand the 
stability of the observer has to be achieved. Therefore, the design of the observer 
gain is a tradeoff between the robustness and stability of the observer. 
A fuzzy-logic based estimator for battery state-of-charge estimation is reported in 
[2.22]. The impedance measurement is performed, offline, using EIS method 
(described in Chapter 2.2.1). Then the battery impedance is measured, on-line, and 
the match between the on-line and offline measured impedance gives the battery 
state-of-charge. A good agreement between impedance measurement, using on-line 
and off-line method raise many questions. An algorithm for SOC estimation based 
on discharge time versus discharge rate data given in manufacture’s data sheet, and 
current integration, without the need for battery voltage measurement during the 
equilibrium state is introduced in [2.23]. The test results have indicated an accuracy 
better that 3-4% for various charge-discharge strategies, with practical applicability 
for batteries used in telecommunication power supplies. 
Unfortunately, the charging-discharging level periodicity is notably higher in EHV 
and thus a dedicated SOC estimation is required to match a good precision with 
realistic CPU time and hardware effort for it. An algorithm for NiMH battery SOC 
detection (applicable also for lead-acid batteries), based on a simple equivalent-
circuit representation of the battery pack, with the parameters adapted by means of 
on-line least-squared regression is presented in [2.24]. The output of the algorithm 
is the SOC and the power capabilities for subsequent charge or discharge, are 
necessary for an efficient hybrid vehicle operation through optimal torque reference 
allocation.  The behavior of the algorithm in terms of convergence, accuracy and 
robustness is examined. Other reported methods for estimating the battery state-of-
charge are based on neural networks principles [2.25.], [2.26], [2.27]. Neural 
networks require high computational resources, which lead to problems for online 
implementation, but maybe in the near future, once he price of digital signal 
processing chips will decrease, these could be an alternative to the already known 
solutions.   
  

2.3.2 Proposed algorithm for battery state-of-charge 
estimation 
 
A schematic representation of inputs/outputs of the proposed  battery state of 
charge (SOC) estimation algorithm is represented in Fig. 2.31. It consists of three 
main parts:  Filter algorithm, that is the closest to the hardware level and is running 
at a frequency of 20 kHz. The second part is the Fast Speed algorithm which is 
running at 1kHz and provides the following signals: V_1mV (battery voltage with 
1mV resolution), I_25mA (battery current with 25mA resolution), Rint (battery 
internal resistance), Ah_charged (battery charged current integration), 
Ah_discharged (battery discharged current integration), Ah_total (battery ah 
remaining)  as inputs for Slow Speed part algorithm. The Slow Speed part,  may be 
considered the core of the algorithm. The output of the Slow Speed algorithm is the 
battery state of charge (SOC). 
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Fig. 2.31. Schematic block diagram of battery  SOC estimator 

 
A. Filter Algorithm 
 
The filter part consists of two first order filters order that remove the high frequency 
noise inherent to automotive environment. 
The discrete equation of the first order filter is: 
 
   ]1t[y]1t[y]t[xK]t[y    (2.13) 
 
 In our case for the voltage we have: 
 
   ]1t[V]1t[V]t[VK]t[V filterfilterbattVfilter   (2.14) 

 
and for the current: 
 
   ]1t[I]1t[I]t[IK]t[I filterfilterbattIfilter   (2.15) 

 
where KV=0.005 and KI=0.005 are calibration parameters derived experimentally. 
 
B. Fast Speed Algorithm 
 
The purpose of the fast speed algorithm is: 
• to filter the voltage and current  
• to count the Ah charged/discharged by current integration 
• to estimate the internal resistance of the battery 
• to calculate the battery efficiency 
• to detect if the current is constant or not 
All these quantities are given as inputs to the Slow Speed algorithm. The Fast Speed 
algorithm is running at a frequency of  1 kHz in order to detect with good precision 
the battery internal resistance and in order to measure accurately the current 
integration during transients (cranking, power boosting). 
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Fig. 2.32. Block diagram of the Fast Speed algorithm 

 
A detailed description of  Fast Speed algorithm components is presented below. 
 
B.1. Internal Resistance Computation Module 
 
The purpose of the internal resistance computation module is to estimate the 
battery internal resistance and also the load resistance. 
The internal resistance is computed only during current gradients, based on 
equation (2.16): 
 

 threshiint Kd  if  ,
di
dv

R    (2.16) 

 
where Ktresh is a calibration parameter derived experimentally, taking into 
consideration the remarks that follows.  
In [2.19] an algorithm for internal resistance measurement is described. The 
accuracy of the internal resistance measurement is dependent on current variation 
(di/dt). At high current gradient (di/dt=40A/ms) the internal resistance is measured 
with a good accuracy, while at low current variations (di/dt=5A/ms) the accuracy is 
affected by errors of up to 35%. 
The value of calibration parameter Kthresh  can be derived if we take into account 
the vehicle drive cycle.  In urban driving the number of start/stop cycles is relatively 
large. The starting mode of the vehicle means ICE cranking with very high current 
variations in a very short time. On the other hand, in high way mode the cranking 
scenarios are rare. In a real car on the highway, the battery state of charge 
variation is very slow because the electric loads (audio and information systems, 
water pump, lights) get the energy from the electric generator (if provided for). 
Thus we assume that the battery internal resistance is almost constant and there is 
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no need for estimation. The conclusion is that a value around 30 A for Kthresh ,  is 
practical. 
 
B.2. Current Integration Module 
The current integration module computes the charging, discharging Ah based on 
equations (5), (6): 
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For our case we consider the sign "+" for charging current and sign "-" for 
discharging current. 
 
Signal Filtering and State Detection Module 
 
Due to the noise presence in automotive environment the signal filtering operation 
is a must. The automotive noise is in order of 10-20mV. The requirement is that the 
current and voltage have to be filtered in such a way that noise is smaller than 1-2 
mV.  For example, 20mV error in battery voltage acquisition leads to an additional 
error of 2% in battery SOC estimation. 
A good signal filtering, in our case, means to reduce to minimum the noise 
influence, and to maintain good dynamics (no propagation delays). 
We can distinguish three phases, with different dynamics for current and voltage, in 
battery operation life, specific only to automotive batteries: 

 high frequency , in cranking mode where large dv/dt and di/dt are 
encountered. 

 moderate  dv/dt and di/dt during engine running 
 low frequency during the voltage recovery process  where small dv/dt are 

encountered and zero frequency after the voltage is completely stabilized. 
Taking all these into account implies identifying in which situation the battery is 
running and then filter the voltage and current with the right filter coefficients.   
 We define three states: 

 CRANKING: in this state the ICE is cranking. It is characterized by high 
current and high di/dt during a time of approximately 1s. A value of filter 
gain around 1 is required in order to avoid delays, and current and voltage 
slope modifications.. 

 RUNNING: in this state the battery can be charged (with low current) or 
discharged with relative medium current (below 75A). 

 STOP:  in this case the battery current is zero. In real cars the battery 
current is never zero due to supervisory systems that take from the battery 
a very small current, up to 200mA.  
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I< -5
0AI> -50A

 
Fig. 2.33. Finite state machine for battery state detection 

 
B.3. Constant Current Detection Module 
 
The purpose of this module is to check for the Slow Speed algorithm, through a flag, 
if the battery current is constant or not during a period of time of 200ms. The 
algorithm is given in the statechart on Fig. 2.34. 
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Fig. 2.34. Constant current detection statechart 

 
B.4. Efficiency Computation Module 
 
The battery efficiency, in conventional cars, is in general high because usually the 
battery operates at low discharge rates and only from time to time at high rates. In 
HEV high transients (especially in urban driving) are typical due to power boosting 
and frequent ICE cranking. In these cases, the SOC estimation, based on a simple 
current integration, leads, in time to significant errors. Therefore, in order to keep 
these errors small, we need to bring in some corrections. The correction we propose 
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here takes into account the battery efficiency and we start from an equivalent circuit 
representation of the battery, illustrated in Fig. 2.35. 
 

  
Fig. 2.35. Battery equivalent circuit representation 

 
The battery efficiency is given by equation (2.19): 
 

 
loadi

load
batt RR

R
η


   (2.19) 

 
where Ri has a range of [8-20mΩ] for a 55Ah, 12V, lead-acid battery. 
Equation (2.19) shows that at low discharge rate (e.g. 12.5A), Rload is around 1Ω, 
which means an efficiency of  99.1%. In case of  high loads (e.g. 200A) Rload is 
around 0.05Ω, which means an efficiency of 83.3%. 
The efficiency of the battery decreases as the supplied current increases; however 
we can say that even at high loads the battery efficiency is still good. 
The corrected value of the battery current (or discharged Ah) is: 
 

 
batt

disch
c_disch

batt

disch
c_disch η

Ah
orAh

η
I

I    (2.20) 

 
Complex models for battery efficiency as a function of frequency, current level and 
initial voltage are presented in [2.35]. The battery is modeled as a series and 
parallel connection of impedances where each represent some  characteristic 
phenomena such as double layer effect, mass transport limitation, diffusion effect 
and ohmic resistance.  
 
C. Slow Speed Algorithm 
 
The main idea behind the proposed algorithm is to recognize the battery  operation 
and then to apply the estimation method that leads to minimum errors in the SOC 
estimation. 
Seven battery operation modes, during an operation cycle, have been identified as 
follows:  
-  constant current discharge characterized by a constant current discharge and slow 
voltage variation for low discharge rates. In case of high discharge rates the voltage 
variations increase so that at medium to low SOC the voltage drop can reach values 
of  2V/Ah.  
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- OCV relaxation (after charge and after discharge): in these cases the battery 
current is very small (around zero) and voltage recovery takes place until the 
voltage reaches the equilibrium state. 
- cranking: very high current is drawn from the battery, due to high torque 
necessary for ICE safe cranking. 
- variable current discharge: during this state the current discharge is not constant 
and is not high.  
- constant current charging: during this state the battery is charged at constant 
current. The current during charging can be 5A or 10A. 
- regenerative braking is characterized by highly variable battery currents. 
 
All these operation modes of the battery are illustrated in Fig. 2.36. 
  

 
Fig. 2.36. Diagram of a typical HEV battery operation cycle 

 
Every operation mode has its method for SOC estimation. 
In Fig. 2.37. the battery SOC estimation methods for all battery operation modes 
are given. 
 
For constant current discharge the SOC estimation is based on current integration. 
It is possible to store in a look-up table combinations of  u and i for different SOC 
and from such a look-up table to estimate SOC. The inconvenience is that when the 
battery is ageing the internal resistance increases and the combination of u and I 
can not be considered valid. For the present algorithm, during battery constant 
current discharging the SOC estimation is based on current integration method. 
 
During the OCV relaxation the OCV stable point is estimated and from the SOC vs. 
Vocv (open circuit voltage) look-up table (LUT) the estimated battery SOC is 
extracted. Stable OCV estimation is not difficult if the battery was previously 
discharged before due to a relatively low period of time (compared to the case when 
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battery has been charged previously) necessary to get a stable point. During 
cranking, variable current discharge and regenerative breaking the OCV estimation 
is very difficult and even if this is possible the estimation is affected by unacceptable 
errors, which are propagated further in the SOC estimation process. 

  
Fig. 2.37. Battery state and their SOC estimation method 

 
Therefore, the preferred solution for this case is the one based on current 
integration. For constant charging, SOC estimation is based on the look-up table 
which stores the SOC versus battery voltage for different charging currents (5A and 
10A).  
The reconfiguration algorithm for battery state-of-charge is shown in Fig. 2.38.  
Each state is characterized by: 

 Enable input 
 Reset input 
 State-of-charge output  
 Confidence indicator (CI) output 

 
Each state provides a more or less accurate SOC value. Each state has associated a 
confidence indicator that indicate how reliable is the SOC values. The selector 
decides which one of the inputs will be selected as an output of the switch. The 
Selector will detect which state has the highest confidence indicator, and that state 
will provide the value for the battery state-of-charge.  
  
SOC estimation based on static (stable)  OCV  detection  
 
By definition the open circuit voltage (OCV) is the battery voltage under the 
equilibrium conditions (no current is flowing through the battery). The open circuit 
voltage is a function of battery state-of-charge and is expected to remain the same 
during the life-time of the battery. In fact this is the key element of all state-of-
charge estimators used in applications that use valve regulated lead-acid batteries. 
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Almost all other important parameters are changing during the battery life (e.g. 
battery capacity, internal resistance, state-of-health, etc). Also, battery open circuit 
voltage is temperature independent. 
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Fig. 2.38. Self-reconfigurable battery SOC estimator architecture  

We consider that the battery SOC estimation based on the static OCV has a 100% 
confidence indicator. We define the static OCV as the battery voltage after the 
relaxation process is completely stabilized. The experiments revealed that the 
complete battery voltage relaxation process takes from tenth of minutes up to a few 
(2-3) days. The relaxation time if influenced by the battery state-of-charge, the 
amount of current charged/discharged, and the magnitude of the current, if the 
battery has been charged or discharged. Voltage relaxation after charging takes 
longer than after discharging, in almost similar conditions (same SOC, same Ah 
charged/discharged). 
The measurements performed on a valve-regulated battery have shown that battery 
voltage needs around 8 hours to become completely stabilized after the discharging 
is off and more than 48 hours after the charging is off. For the first test the battery 
has been discharged 10 minutes at a constant current of 5A. After 10 minutes the 
discharging has been switched of and the battery voltage has been measured with a 
digital voltmeter from ten to ten minutes in the first hour and after that from hour 
to hour. Similar measurements have been performed for charging, in similar 
conditions.  
The static OCV voltage represents the value of the voltage at battery terminals, 
measured after the complete relaxation of OCV. This is illustrated graphically in Fig. 
2.39.  
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Fig. 2.39. Typical voltage and current waveform during and after constant current 

discharging 

 
 
In Fig. 2.40. the static OCV vs SOC, derived from experiments is given.  
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Fig. 2.40. Measured static OCV as a function of battery SOC (BOSCH VLRA battery, 

12V, 55Ah) 
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In the range of [20-100]% SOC, that the curve is almost linear and a gradient of  
17mV/[%]SOC can be calculated. This means that any 17mV error in OCV 
estimation will lead to 1% SOC error. 
     
SOC estimation based on static OCV estimation 
 
Looking at the diagram of a typical HEV battery voltage and current profile (Fig. 
2.23), we see that there is a time when no current is flowing through the battery, 
but the battery open circuit voltage is still active, changing its value in time until it 
gets a constant value. As we have seen in the above paragraph, the battery voltage 
needs hours to reach the steady-state (constant) value. Now we have two options to 
estimate the battery state-of-charge: 
a. to consider the actual battery voltage as an static OCV and based on the 
static OCV vs SOC look-up table to estimate SOC. 
b. to consider the SOC the same as the estimated in the previous state (e.g. if 
previously the battery was discharged and the SOC was estimated at 80%, we 
consider the battery has 80% SOC, until the battery voltage reaches its static OCV 
and a new reevaluation of SOC is achieved)    
 
The first option is totally unreliable in the first minutes and tenth of minutes due to 
the difference between OCV and static OCV. For example, let us analyze the values 
from Table 1. After 5 min the battery entered into the relaxation state the battery 
voltage is 12.540V, while the static OCV is 12.607 V. This means an error of 57mV 
which leads to an error around 4% which is acceptable, because it is within the 
range of 5%, the maximum acceptable error by the automotive manufacturers. A 
worst case is when the above mentioned fact occurs immediately (1-3 minutes) 
after the battery entered into the relaxation state. For example, after 3 minutes, the 
OCV is 12.430V. Now the voltage difference is 177mV, which is equivalent with an 
error of 10%, which is totally unacceptable. Such a situation could happen, even 
often, when the driver is at stop, the brake pedal is pressed, thermal engine is off, 
and electrical accessories are OFF. 
 
The second option is also more or less reliable and the SOC accuracy depends on 
how accurate it was the SOC in the previous state. For example if in the previous 
state a big amount of current has been charged/discharge from the battery, and the 
current was non-linear the accuracy of the SOC became smaller (due to the current 
integration method). It might be happen that this accuracy to be lower that 5%, and 
this is not acceptable. The voltage relaxation after charging is lower (the gradient 
dOCV/dt is lower) and take longer time. In this case we expect higher errors for 
SOC estimation, than for discharging.  
 
In the above mentioned explanation, it has been demonstrated that the a) and b) 
options are not reliable 100%, and could lead to error out of the range of [0-5]% for 
SOC. 
 
Because the voltage relaxation needs so much time to stabilize, it is desired to 
estimate the SOC during this time. The solution proposed is to estimate the static 
OCV and further, based on SOC vs Vocv look-up table to derive the estimated SOC. 
The battery voltage relaxation process (for 4h) after battery discharging with a 
current around 85A for 60s is presented in Fig. 2.41. 
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Fig. 2.41. Open Circuit Voltage variation after 60s of  battery discharging at 85A. 

 
For a better understanding of the battery's open circuit voltage dynamics 
(corresponding to Fig. 2.24.). Table 1 gives the battery open circuit voltage at 
different representative time moments. 
 

Table 1. OCV corresponding to Fig. 2.42 
 

time battery voltage 
[V] 

0 min 12.322 
5 min 12.548 
10 min 12.567 
20 min 12.582 
30 min 12.591 
40 min 12.595 

1h 12.600 
2h 12.606 
3h 12.6082 
4h 12.6087 
7h 12.6088 
24h 12.609 
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From Fig. 2.42 we can see clearly that after the battery switches to rest, the voltage 
relaxation process is fast (dv/dt40mV/min) in the first minutes. In this case it is 
difficult to estimate the OCV within the specified limits. After approximately 5 
minutes the relaxation process is getting slower and OCV can be estimated with a 
very good precision. These considerations are valid for the discharging process. 
The battery voltage relaxation process is more complex when the battery switches 
from charging to rest due to the longer time (around 72h) required for a complete 
voltage stabilization (in a real car this situation can be encountered in weekends 
when the car is sleeping). 
The predicted OCV is given by equation (2.21): 
 

 KdvVK
t

VV
VV̂ ocvt|ocv

t|ocvtt|ocv
t|ocvocv 


 


   (2.21) 

 

where ocvV


 is the battery estimated open circuit voltage, Δt- time interval 

(sampling time) in seconds, K is the gain derived experimentally and given in Fig. 
2.42. Both K and Δt  can be considered as calibrations. 
  The battery SOC error is calculated as: 
 

 
012.0

VV
[%]error ocvocv

SOC




   (2.22) 

where 0.012 is the voltage drop over 1% of SOC (100%=1.2V=12.7V-11.5V). 
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Fig. 2.42. Gain K as a function of  open circuit voltage variation (dvocv/dt) 

 
In the first step the algorithm detects the time moment when the battery enters in 
zero current state. In the next 5 minutes the algorithm checks if the battery current 
is zero. If YES then the OCV estimation process starts based on equation (2.21).  
The OCV estimation is finished when the battery voltage is completely stabilized.  
The battery voltage is considered completely stabilized if the relationship given by 
(2.23) is true:  
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 s/V
3600

006.0
dt

dvocv    (2.23) 

Then the SOC estimation is performed by OCV vs. SOC look-up table. From 
experiments, we conclude that after 1h of voltage relaxation, the OCV estimation is 
not necessary, because the voltage variation is insignificant and SOC error is less 
than 5% if the SOC is estimated based on voltage reading from battery terminals. 
The battery open circuit voltage estimate as well as the battery state-of-charge 
error based on this estimate for Δt=dtest=2.5min and Δt=dtest=5min is given in Fig. 
2.43 and Fig. 2.44 respectively. We have to mention that the battery has been 
previously discharged and only after the algorithm detects zero battery current it is 
checked if the OCV estimation process can start.  
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Fig. 2.43. a) Static OCV (Vocv) – dotted line -  and estimated OCV (vocv est) –solid 

line -, b)   SOC error for   =3 min. 
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Fig. 2.44. a) Static OCV (Vocv) – dotted line - and estimated OCV (vocv est) –solid 

line -, b)   SOC error for   =2.5 min. 
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The results plotted in Fig. 2.43, 2.42. demonstrate the reliability, accuracy (average 
error is lower than 1%) and robustness of the proposed algorithm. In both cases the 
battery state-of-charge error is almost the same, within the specified limits (max 
5% error). The great advantage of this method is that the OCV estimation is not 
dependent on one or more physical parameters of the battery. We have to notice 
that during the OCV estimation, the CPU load is reduced at minimum due to a very 
small computational effort (only a few arithmetic operations are necessary). Thus, 
we believe that this solution is low cost, accurate, reliable, and fast. 
 
SOC estimation based on current integration Module 
 
The battery state-of-charge estimation based on current integration is carried out 
when unstable conditions are detected and battery static OCV estimation is difficult. 
The SOC estimation is based on equation (2.24): 
 
 totalini AhSOCSOC    (2.24) 

 
where Ahtotal is the sum of Ah during charging and discharging, and is calculated by 
the Fast Speed algorithm. We have to mention that when the algorithm decides that 
SOC estimation needs to be estimated by current integration, the Ahtotal is reset.  
 However, the current integration method, in general, is affected by errors 
(offset, etc) and in time the error increases. 
From experiments we propose a new formula for confidence indicator: 
 

 
100
Ah1.0

[%]CI[%]CI total
ini


   (2.25) 

 
Equation (2.25) shows that for 100Ah the error can be maximum 5Ah (10%).  
 
SOC estimation based on Look-Up Table during constant current charging  
 
During charging (or) discharging, the battery voltage generally increases abruptly 
for a short period of time because of internal resistance and capacitive (polarization 
voltage) components of the battery. Therefore, an instantaneous measurement of 
the battery voltage does not accurately reflect the charge state of the battery while 
its capacitive component exists.  
To acquire an accurate effective voltage for a battery, a minimum period of time 
must pass in order to allow the capacitive component of the battery to disappear. 
This allows for more stable and more accurate control of the battery and of the 
vehicle. This capacitive component is not an energy store component, but rather a 
component that rapidly responds mainly to a load. It is much more difficult to 
estimate the capacitive component of the battery in a HEV in which charging and 
discharging occur repeatedly. 
In the proposed look-up table the curve from Fig. 2.45 is stored.  
 
In Fig. 2.45 a representation of the battery voltage during charging (after capacitive 
effect disappeared) for a SOC range of 30%-90% is given. However, a typical SOC 
range for HEV  is [50%-85%]. The upper level is limited around 85% in order to 
capture with high efficiency the energy during regenerative braking. The lower level 
is limited around 50% due to the low performance of battery (e.g. the maximum 
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power during discharging decreases substantially, and thus cold cranking is not very 
safe).  
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Fig. 2.45. Battery voltage as a function of  SOC for constant charging current 

Icharge=5 A. 
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Fig. 2.46. Battery voltage and current during charging with Icharge=5A. 

 
  The capacitive component (effect) of the battery during charging can be easily 
observed in the Fig. 2.46. At time t=80s the charging process is initiated. Until the 
time t=400s the battery voltage is increasing and only after this time the effect 
disappears; that means dv/dt=0.155V/Ahcharged. 
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Fig. 2.47. SOC estimation flowchart during constant current charging 

 
The SOC estimation flow chart during current charging is shown in Fig. 2.47. 
The battery current is monitored permanently. If the battery is running in discharge 
mode we set to 1 the flag Dch_Flag and reset the timer trest and tchrg. Timers trest 
and tchrg measure the time when the battery is at rest and respectively, the time 
when the battery is charging. If the battery current is not negative, two cases are 
possible: (1) the battery is resting and (2) the battery is charging. If the battery 
switches directly from discharging to charging the counter tchrg is activated (is 
incremented by 0.2 because the algorithm is running at 0.2s). Further, the 
algorithm tests if the battery has been discharged before. If this is not true, the 
algorithm waits for 300s before the SOC estimation starts. If the condition is true 
and the battery has not been rested then the algorithm waits for 600s, and then the 
estimation begins. If the battery has been rested for more than 300s (time when 
the battery voltage recovery happened) additional 300s of charging are necessary 
until SOC estimation is active. In both cases the flag Dch_Flag is set to zero, and 
this means that the discharging influence disappears completely. 
The Dch_Flag is set to zero because, after 300s of charging, the effect of 
discharging disappears completely. If the battery switches from charging to rest, 
both counters are reset and the algorithm starts to count the resting time of the 
battery. 
The battery SOC estimation based on LUT has a confidence indicator of 98%; that 
means possible maximum deviation of 2%. 
 

SUMMARY 
 
This chapter introduces and documents the dv/di method to estimate on-line 
through experiments, the VRLA battery internal resistance and then applies it for 
on-line quick estimation of state-of-charge, for HEV where the battery undergoes 
frequent heavy transients. The results are deemed useful for on-line practical 
battery SOC estimation so necessary for starter-alternator torque contribution wise 
constraining to avoid battery early ageing. 
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The advantages of dv/di method over impedance spectroscopy for HEV applications 
are: easy on-line implementation, potential good accuracy in internal resistance 
estimation. A simple and accurate model for the estimation of power discharge from 
the battery is also, proposed in the paper. A new and very simple procedure for 
battery state-of-health estimation based on internal resistance estimation with 
practical application was proposed and developed. It can be very easy implemented 
in industry and is reliable.  Then, a novel, on-line, battery state-of-charge (SOC) 
estimation algorithm, that might be used for battery (energy) management 
algorithm, on board HEV, is proposed. Based on current-voltage profile of the 
battery, the algorithm selects one of the four methods which provide the best 
accuracy in the battery state-of-charge estimation. The experiments, done on a 
48Vdc 55Ah (four battery pack), proved that the algorithm fulfills the criteria of 5% 
maximum error in battery SOC. The advantages of this algorithm are thought to be: 
good precision, small computation effort, reliability and quickness in SOC 
estimation. 
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3. BEGA – MATHEMATICAL MODEL AND 
SIMULATION RESULTS 

 
 

3.1. Introduction 
 

 Se Integrated starter/alternator (ISA) systems combined with power 
electronics converters make the main difference between the powertrain 
architecture of the conventional automobiles and hybrid electric vehicles (HEV). 
Except for cruising control, ISA requires basically torque-control, not speed-control 
for vehicle propulsion. When the electric motor drives the air-conditioner, with the 
engine idle in traffic jams or at stoplights, a speed control may be needed. The 
motoring and generating torque/speed reference in HEV require large constant 
power speed range (CPSR) (up to 10:1) for most cases. Such a challenging 
requirement implies both electric machine and converter over-sizing. The induction 
machine, claw-pole alternator, permanent magnet synchronous machine, switched 
reluctance machine and the newest proposed solution called biaxial excitation 
generator for automobiles (BEGA) are briefly analyzed and compared for ISA. The 
induction machine (IM) was the first brushless machine proposed for ISA. The 
reliability, low cost, low maintenance and ability to operate in hostile environment 
are the main IM advantages. Despite of these advantages, IM has serious 
drawbacks, which limit its investigations to theoretical analysis and laboratory tests. 
Notable rotor losses and limited flux-weakening capability, which leads to low CPSR 
up to maximum 4:1, are the main drawbacks [3.1]. At higher speeds the rotor and 
core losses increase dramatically and this leads to a reduction in efficiency. Also, the 
power factor decreases at higher speeds and, combined with a lower efficiency, it 
means a diminished inverter capability usage (low kW/kVA ratio). The equality 
between d and q-axis flux, for maximum flux/torque control, reduces the voltage 
availability at higher speeds and limits the power delivery by induction ISA [3.2]. A 
method to improve the voltage availability is to switch the stator winding from Y to 
Δ connection above the rated speed. A considerable improvement in the field 
weakening capability can be done by using a dual-inverter control strategy reported 
in [3.3], but with additional cost of a second inverter. The second inverter action 
starts only beyond the rated speed and it cancels out the voltage drop described by 
the term jωeσLsis, which considerably increases at higher speeds. The switched 
reluctance machine (SRM) fulfills more easily a criterion imposed by high 
performance ISA: simple and rugged construction, ability of extremely high-speed 
operation, and hazard free operation, represent a few advantages. In contrast to IM, 
the well-designed SRM has a larger CPSR up to 7 [3.4]. The design constraints, 
which have direct influence on SRM performances, are: number of stator-rotor poles 
and width of poles. A low number of stator-rotor poles increase CPSR, while the 
torque is lower. For the same number of stator-rotor poles, the CPSR is larger for 
narrowest rotor pole and the rated torque is minimum. For the widest rotor poles, 
CPRS decreases with the benefit of increasing rated torque value. The efficiency for 
SRM is around 90% over entire speed range. Although the SRM suffers due to a 
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lower power factor at lower speed, this difficulty is overcome at higher speeds, facts 
that lead to a slightly better utilization of inverter (kW/kVA ratio increases). Noise 
and vibrations are known SRM problems. The permanent magnet (PM) synchronous 
machine is built in three main configurations: surface mounted PM synchronous 
machine (SPMSM), interior PM synchronous machine (IPMSM), and PM assisted 
reluctance synchronous machine (PM-RSM). 
SPMSM has a compact design and high efficiency due to the lack of excitation in the 
rotor, but have poor CPSR [3.5]. A major barrier in achieving a wider CPSR is the 
limited voltage availability at higher speeds due to the induced EMF that is 
proportional to speed. The IPMSM has similar features, but the major benefit is the 
higher torque density due to additional reluctance torque produced by the difference 
in d, q axis inductance: larger difference between d and q axis inductance, larger 
power (torque) density for the same PM flux. PM-RSM has the largest CPSR. A lower 
value of PM flux on q axis gives the possibility to cancel the flux linkage in q axis. In 
this case, the total flux is equal to d axis flux that is controlled easily by d-axis 
current. Also the power factor is higher, which means that PM-RSM performs better 
in terms of peak kVA. Efficiency beyond 90% between 3000-6000 rpm is reported in 
[3.7]. The consequent pole permanent magnet machine (CPPM) presented in [3.8] 
comes as an alternative solution to the limited constant power speed range of the 
above presented solutions. This combines the fixed PMs flux with variable flux given 
by a field winding. Despite its advantages such as: wide range of air-gap flux 
control, larger CPSR, PMs lower demagnetization possibility, CPPM has some 
limitations: the q-axis flux never reaches zero value, the dc winding capability is not 
used at maximum [3.9]. BEGA is one of most recent radial electric machine 
proposed for ISA systems (Fig. 3.1). Efficiency around 80%, unity power factor 
operation, very large constant power speed range 10:1, zero (and negative) q axis 
flux operation, a reduced rated kVA of the inverter are a few advantages specific to 
BEGA. Papers [3.9], [3.10] provide a comprehensive characterization of BEGA. On 
the other hand, it still has brushes for low power rotor dc field winding with 
additional cost for its dc-dc converter. In terms of torque/kg the various solutions 
that can accommodate the given rather large maximum speed (15000rpm), which 
excludes the transverse flux PM machine because the fundamental frequency is to 
high, all solutions analyzed here including BEGA rely on about the same air-gap 
density and current loading (to secure about the same heat transfer capacity, 
through the frame) and thus a pretty much equivalent at peak torque which dictate 
the size of the machine, but they are different in how they handle the capacity of 
CPSR required in the sense that they demand more or less machine or converter 
oversizing for the scope. 
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Fig. 3.1. BEGA rotor cross-section 

 

3.2. BEGA - mathematical model 
 
BEGA has a typical uniformly slotted stator with a three-phase ac winding, with a 
rotor with multiple flux barriers filled partially with PMs to reduce q axis armature 
flux, and along d axis (of higher inductance) a dc field winding supplied through slip 
rings and brushes. 
Detailed modeling of BEGA is required for proper simulation of the system. The dq 
model has been developed in rotor reference frame. 
Voltage equations are given by: 
 
 

 
dt

d
ωIRV d

qrdsd


    (3.1) 

 
dt

d
ωIRV q

drqsq


    (3.2) 

 
dt

d
IRV f
fff


   (3.3) 

    
Flux linkages are given by: 
   
 fmfddd ILIL    (3.4) 
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 PMqqq IL     (3.5) 

 ffdmff ILIL    (3.6) 

 
Substituting equations (3.4) and (3.5) into (3.1) and (3.2) yields: 
   

  
dt

d
ILωIRV d

PMqqrdsd


    (3.7) 

  
dt

d
ILILωIRV q
fmfddrqsq


   (3.8) 

 
dt

d
IRV f
fff


   (3.9) 

 
 
The electromagnetic torque is given by: 
 

 
 

  dPMqdqdqfmf1e

qdqd1e

IIILLIILp
2
3

T

IIp
2
3

T








  (3.10) 

 
The mechanical torque equation is: 
 

 r
r

Le ωB
dt
ωd

JTT    (3.11) 

 
and 

 
p
ω

ω re
r    (3.12) 

 
where: Vs, Is - are the stator voltage and current vector respectively, Ψs is the 
stator flux linkage vector, Rs is the stator resistance, ωr is the electrical rotor speed, 
ωre is the mechanical rotor speed, Ld, Lq  are the d, q axis inductance, Lmf is the 
mutual field-armature  inductance,  ΨPM is the PM flux on q axis, and p is the pole 
pair.  
 
Park transformation 
 
Converting the variable xabc to variables xdq0 in rotor reference frame the following 
equations are obtained: 
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Converting the variable xdq0 to variables xabc: 
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 (3.14) 

 
 
The BEGA parameters are given in Table I. The saturation effect for the mutual 
inductance Lmf is taking into account and it is illustrated in Fig. 3.2. 
 

TABLE I 
BEGA PARAMETERS 

 
Rated power (PN) 1 kW 
Rated phase voltage (Vs) 22 V (rms) 
Rated phase current (Is) 67 A (rms) 
Rated field current (If) 4 A 
Rated battery voltage (Vbatt) 48 V 
Rated torque (TN) 6.15 Nm 
Rated speed (nN) 1500 rpm 
Number of pole pairs (p) 2 
Stator phase resistance (Rs) 0.05 Ω 
q axis inductance (Lq) 0.38 mH 
D axis inductance (Ld) 1.8 mH 
PM flux (ΨPM) 0.013 Wb 
Field winding resistance (Rf) 6.5 Ω 
Field winding inductance (Lf) 0.407 H 
Mutual field-armature inductance (Lmf) 18 mH 
Moment of inertia (J) 16e-3 kg•m2 
Viscous friction coefficient (B) 1e-4 

  

  
Fig. 3.2. Lmf vs if
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3.3 MATLAB-Simulink Simulation environment of BEGA 
 
In order to investigate the performance of BEGA, a Matlab-Simulink® model has 
been developed. The main parts of the model are: i) machine mode, ii) three-phase 
inverter model and iii) vector control algorithm. The machine parameters used in 
the model has been previously experimentally measured, and are shown in Table 1. 
 
The target of the simulation model was to simulate the system as close as possible 
to the reality. A continuous time event is a succession of discrete time events 
executed with an infinitesimal step time. Therefore the BEGA model is running at 
100ns sampling time. In modern control system microcontrollers and digital signal 
processors with a clock frequency of 20MHz are used. This means that 50ns is the 
time base for PWM signal generation. In order to be close to the reality the 
simulation step of 100ns was chosen for three-phase inverter simulation. It was also 
possible to choose 50ns but due to intensive computations the simulation time 
would be at least doubled. The control algorithm is running at 100us, as in the real 
dSpace system. The switching frequency of the inverter is chosen the same as 
control algorithm, 10kHz. In this way, results closer to reality can be obtained. 
 

  
Fig. 3.3. The components of the Matlab-Simulink model for BEGA vector control 

implementation.  

 
The main simulation subsystems are: 

 Stimuli – basically, it contains the profiles of the reference speed and load 
torque 

 Vector control structure – it contains the implementation of BEGA vector 
control in the same way as in the dSpace rapid prototyping system. The 
complete vector control structure (subsystem is running at 100us). The 
advantage of this structure is that it allows the user to copy it directly in the 
dSpace environment without any adaptation. In other words any change 
done in simulation model can be easily implemented in dSpace by simply 
copy and paste. The vice-versa is also possible. This way the time 
consuming for real-hardware implementation can be reduced at minimum 
with a good agreement between simulation and reality. 

 Inverter – provides the phase voltages at BEGA terminals. In order to obtain 
simulation results closer to the experimental results a simulation model of 
the inverter is developed. This model in fact is an emulation of the real 
hardware. The working principles of the inverter in the simulation are 

BUPT



                                                                       3.3 MATLAB-Simulink 
Simulation environment of BEGA 

121

exactly the same as behind dSpace platform. For example, the duty cycles 
for the inverter MOSFETs are generated exactly like in dSpace.  

 BEGA – contains the d-q model of  the machine.  
 Measurements – allows the user to see any signal waveform in the 

simulation. Also here are implemented mathematical calculation like active 
and reactive power, power factor angle, etc. 

 
The advantage of such in details implementation of the complete system is that the 
simulation results are close to the reality and furthermore the simulation can be 
used as a basis for a preliminary investigation and validation of different controls 
solutions for BEGA. 
 
A more in detail description of the simulation subsystems follows. 
 

A.  BEGA model 
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Figure. 3.4. BEGA Subsystem overview 

The inputs of the BEGA model are the reference d-q voltages, load torque and the 
dc excitation reference voltage.  
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Figure 3.5. BEGA d-q model 

 

 
  

Figure 3.6 Phase Back-EMF calculation block 

 
B.  Three Phase Voltage Source Inverter Model 

 
The structure of the basic three-phase voltage source inverter, with MOSFET 
transistors as switching devices, is shown in Fig. 3.7. The three-phase inverter 
contains three legs a,b,c and each leg consists of two switching power devices and 
two diodes for current return. The diodes allow the current to flow when the power 
devices are turned off.  
For the inverter model implemented in Matalab-Simulink the following hypothesis 
are assumed: 

 The dc link voltage Vdc is considered constant 
 The power switching devices are assumed to be identical. The turn-on Ton 

and turn-off time Toff are the same for each device and are zero. 
 The dead time is the same for each device. 
 The voltage drop on the power semiconductors is the same and is modeled 

like in the Fig. 3.10.  
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Fig. 3.7 Three phase inverter 

 
The instantaneous phase voltages of the BEGA are: 
 

  cba
dc

an SSS2
3

V
V    (3.15) 

  cba
dc

bn SS2S
3

V
V    (3.16) 

  cba
dc

ac S2SS
3

V
V    (3.17) 

 
where Sx is defined as the switching signal for the leg “x”. Sx=1 if the upper 
transistor on leg “x” is on (TA+, TB+, TC+) and Sx=0 if the upper transistor is off 
(TA-, TB-, TC-). 
 
Since each switching device can assume two states, the three-phase inverter can 
assume eight distinct and independent states. When all switching signals have the 
same values (0,0,0) or (1,1,1) the output voltage is zero and the two associated 
vectors V0 and V7 are called zero vectors. In the remaining six modes, the 
instantaneous output of the inverter consists of six active vectors. The angle 
between vectors is sixty degrees and all vectors have the same amplitude 2Vdc/3. 
In complex notation, the six active vectors are: 
 

 
 

3
π

1kj
dck eV

3
2

V


   (3.18) 
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where k is the vector number. The basic voltage vectors, identified as Vk (Sa,Sb,Sc) 
are illustrated in Fig. 3.8. 
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Fig. 3.8 Basic voltage vectors of the source inverter 

 
To guarantee that both power devices in an inverter leg never conduct 
simultaneously, a small delay time, Td, called dead time, is added to the gate signal 
of the turning-on device, Fig. 3.9. This delay introduces some distortions in the 
output voltage. Since the delay occurs in every PWM cycle, the magnitude of 
distortion grows in inverse proportion to the fundamental frequency. The voltage 
distortion increases with switching frequency also. The Matlab-Simulink 
implementation of dead time is shown in Fig. 3.19-3.20. 
 
The voltage drop across the power devices, transistors or diodes, is another source 
of voltage distortion. Depending on the current polarity, the voltage drop on the 
power devices will add or subtract to the output voltage, Fig. 3.11.   
The inverter phase voltage on phase “a”, taking into account the voltage drop, is: 
 

 
0v   if    vvv

0v   if    vvv
*
aND

*
aNan

*
aNT

*
aNan




  (3.19) 
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Fig. 3.9 Space vector modulation switching sequence for sector S4 and dead time 

effect on switching signals and phase voltages 
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where vT and vD are the voltage drops across the transistor and the diode, 
respectively. 
 
 adsTthT irvv   (3.20) 

 adsDthD irvv   (3.21) 

 
where vTth and vDth are the threshold voltages and vds and vd  are the drain-to-
source resistance and diode resistance during on-state, respectively. 
 

  
Fig. 3.10 FM200TU-2A (200A, 100V)  MOSFET  characteristic [3.12] 
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Fig. 3.11 Ideal phase voltage van

* and real phase voltage van, for ia>0 and ia<0, 

taking into account the power devices voltage drop, vT and vD 
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The influence on the dead time over the current distortion is shown in Figs. 3.12-
3.15. The load consists of BEGA (with rotor blocked) circuit having the stator 
resistance R=1Ω. The input voltages are vd_ref=2V, vq_ref=0V for the first case and 
for the second case vd_ref=20V, vq_ref=0V. The simulation results, clearly, illustrates 
that the voltage/current distortion is high at low reference voltages. For the second 
case the, where the current magnitude is “high”, the current distortion is not 
obvious. In conclusion the current distortions increase with reference voltage 
decreasing, dead-time increasing and switching frequency increasing.     
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Fig. 3.12 Dead time effect on the phase currents waveform (vd

*=2V, vq
*=0V, rs=1Ω) - 

from top to bottom: Td=0, Td=1us, Td=3us 
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Fig. 3.13 Dead time effect on the current vector components (iα, iβ) waveform 

(vd
*=2V, vq

*=0V, , rs=1Ω) - from top to bottom:  Td=0, Td=1us, Td=3us 
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Fig. 3.14 Da, Db, Dc for simulation results shown in Fig. 3.13, Fig. 3.14 
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Fig. 3.15 Dead time effect on the phase currents waveform (vd

*=20V, vq
*=0V, , 

rs=1Ω) - from top to bottom:  Td=0, Td=1us, Td=3us 
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Fig. 3.16 Dead time effect on the current vector components (iα, iβ) waveform 

(vd
*=20V, vq

*=0V, , rs=1Ω) - from top to bottom:  Td=0, Td=1us, Td=3us 
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Fig. 3.17 Da, Db, Dc for simulation results shown in Fig. 3.14, Fig. 3.15 

 
In Fig. 3.18 is presented a top view of the inverter model. The inputs are vd, vq and 
rotor electrical position, dc-link voltage and the outputs are the phase voltages va, 
vb, vc and their correspondences in rotor reference frame. Electrical position is 
needed only for coordinate’s transformation. The space vector modulation block 
input are the stator voltage in stator coordinates and the outputs are the duty cycle 
Da, Db, Dc. 

 

 
Figure. 3.18. Overview of the inverter model implementation 
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Figure. 3.19. Phase voltage generation from duty cycles 

 
 

  
Figure 3.20. Space vector implementation 
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Fig. 3.21. Inputs/outputs of dead time and MOSFET voltage drop model 

 
In Fig. 3.21 the dead time is expressed in microsecond multiplied by a factor of 10 
due to 100ns simulation step (1us=10x100ns). 
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Fig. 3.22 Dead time implementation model for phase “a” 
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Fig. 3.23. Inputs/outputs of MOSFET voltage drop model 
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Fig. 3.24. Voltage drop on MOSFET calculator – first level of view 

BUPT



  BEGA Mathematical model and simulation results - 3 134 

 

1
Van

Sign

if { }

Action Port

4
Van*

3
Vth_MOSFET

2
Rds_ON

1
ia

 
  

Fig. 3.25. Voltage drop on MOSFET calculator – second level of view (van
*<>0) 
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Fig. 3.26. Voltage drop on MOSFET calculator – second level of view (van

*=0) 

 
The maximum sinusoidal phase voltage is given by the equation (3.22):  

 dc1 V
3
2

v   (3.22) 

The maximum sinusoidal phase voltage is given by the equation (3.23): 
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 dc1peak_s V
3
2

2
3

V
2
3

V   (3.23) 

In the linear modulation range, the RMS phase voltage is: 
 

 dcdcRMS_s V
6

1
V

2

1

3

1
V   (3.24) 

 
For a value of 48Vdc for dc-link voltage the phase voltage for sinusoidal voltage 
(current) the peak value is 27.71V, while the RMS value is Vs_RMS=19.6V. 
The relationship between Vd, Vq  and Vs is: 
 

 2
q

2
dpeak_ss VVVV   (3.25) 

To validate the inverter model, a simulation was run. The inputs of the systems 
were vd and vq voltage. The stator resistance of BEGA was set to 1Ω in order to 
have a ratio of 1 between phase voltage and phase current. The reference peak 
voltage was set of Vs=25V (Vd=25V, Vq=0V), 30V (Vd=30V, Vq=0V), 35V (Vd=35V, 
Vq=0V). The simulation results, showing the phase currents, duty cycle and 
reference voltage, are presented in Fig. 3.27.  It is obvious, from Fig. 3.27, that for 
25V (<27.71V) the phase current are sinusoidal. For 30V (>27.71V) reference 
voltage, the currents waveform distortion is visible, while for 35V the currents 
distortion is more significant.  
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Fig. 3.27. Phase currents and duty cycle waveform for phase voltage reference 

vs
*=25V, vs

*=30V, vs
*=35V 
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C. BEGA DC-DC Converter model 
 
The converter used to supply BEGA dc excitation is a four quadrant dc-dc converter 
(Fig. 3.28). In general the converter operates in I and III quadrant, when if>0 and 
the total voltage on the excitation is lower than dc voltage and when if<0 and the 
total voltage on the excitation is lower than dc voltage, respectively. Sometimes it 
might be that the induce voltage is high enough that the dc excitation current flows 
back into the battery. This way the converter will operate in II and IV quadrant.   

  
Fig. 3.28. 4-Quadrant DC-DC excitation converter 

 
The operating principle of the converter is shown in Fig. 3.29. Over one switching 
period all the MOSFET are conducting, but only one pair of  MOSFETs are open at a 
certain time. For positive voltage T1,T4 are open and for negative voltage T2,T3 are 
open. The dc excitation voltage is the average between positive and negative 
voltages that supplies the excitation. For zero reference voltage each MOSFETs pair 
is conduction 50% of the switching period. For fully positive voltage only T1,T4 are 
conducting over one cycle. For fully negative voltage only T2,T3 are conducting. 
Consequently, the relationship between the commanded dc excitation voltage and 
duty cycle is not proportional, but it is linear and symmetric in respect of the half of 
period.  
 
The relationship between reference dc excitation voltage (vf

*), duty cycle (Dx) and 
dc-link voltage (Vdc) is: 
 

      1D2VVD1VDv xdcdcxdcx
*
f   (3.26) 
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Fig. 3.29. DC-DC converter voltage synthesis (duty cycle=70%)  

 
The duty cycle necessary to achieve the reference voltage (vf

*) becomes: 
 

 
dc

dc
*
f

x V2
Vv

D



  (3.27) 

 
The Matlab-Simulink implementation of the dc-dc converter is given in Fig. 3.30. 
The duty cycle is calculated according equation (3.27) and the compared with a 
triangular signal. For values of duty cycle higher than the triangular signal the 
output of the converter is the positive dc voltage (+Vdc), while for lower values of 
duty cycle the output of the converter is negative dc voltage (-Vdc). 
In contrast to the three-phase converter model, the dead time and voltage drop on 
the power devices are not modeled, since their effect is not significant, taking into 
account a switching period of 500us for dc-dc converter. During dc current 
regulation the converter voltage nonlinearities does not affect the current waveform 
– the only thing is that the reference voltage will be a bit higher/smaller than the 
ideal case. 
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Fig. 3.30. DC-DC excitation converter model 
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Fig. 3.31. Simulation results for vf

*=0 (time<0.2s), vf
*=26V (0.2s<time<0.6s), vf

*=-

26V (time>0.6s)  
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Fig. 3.32. Zoom on Fig. 3.4 
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Fig. 3.33. Zoom on Fig. 3.31 

 
 

  
Fig. 3.34. Vector Control overview – inputs and outputs 

 

  
Figure 3.35 Vector Control structure 
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D. Stimuli  
 

  
Fig. 3.36. The content of stimuli block 

 

  
Fig. 3.37. The content of Signal Builder from stimuli block 

 
 

3.4 Simulation results 
 

3.4.1 Current controller’s validation 
 
After implementation and validation of BEGA dq model and three-phase inverter 
model, the validation of id, iq and if current controllers is performed. All three 
controllers are PI controllers having the structure from Fig. 3.38 and the transfer 
function given by the equation (3.28): 
 

   


















i
p

i
p sT

1
1K

s
K

1KsH  (3.28) 

BUPT



  BEGA Mathematical model and simulation results - 3 142 

 
The id, iq current controllers are implemented in rotor coordinates reference frame. 
For validation of current controllers design and parameters, the step response is 
analyzed. The complete speed/position loop is disabled (rotor blocked), so that no 
disturbance affects the system behavior. The current responses for all three current 
controllers are shown in Fig. 3.39. The values of PI controller parameters, for the 
responses shown in Fig. 3.39 are: Kp_id=2, Ti_id= 0.05; Kp_iq=2, Ti_iq= 0.0167; 
Kp_if=20, Ti_if= 0.1. The controller’s parameters values are similar to those used in 
the experimental setup. 
 

  
Fig. 3.38. Matlab-Simulink implementation of current controllers 
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Fig. 3.39. Simulation of id, iq and if current response 
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3.4.2 Speed controller validation 
 
The speed controller is a PI type with anti-windup loop. The Simulink 
implementation is shown in Fig. 3.40. For speed controller validation a set of 
simulations with different speed and load profiles has been run. Based on simulation 
results the following values of the controller parameter are considered to be valid: 
Kp_w=0.03, Ti_w= 0.077; KAW_w=120. The first criterion for speed controller was that 
no overshoot is desired. This condition was entirely fulfilled since no speed 
overshoot is recorded in the simulation results. The parameters are a good 
compromise between no overshoot, time response and disturbance rejection. Note 
that for speed controller validation no back-EMF compensation is used. 
 

 

 
Fig. 3.40. Matlab-Simulink implementation of speed controller 
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Fig. 3.41. Simulation of speed step response with/without load –from top to bottom: 

a) reference and actual mechanical speed, b) reference, load and electromagnetic torque, c) id, 

iq, if currents, d) vd
*, vq
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Fig. 3.42. Simulation of speed step response with/without load –from top to bottom: 

a) reference and actual mechanical speed, b) reference, load and electromagnetic torque, c) id, 

iq, if currents, d) vd
*, vq

*  

 
3.4.3 Back-EMF compensation 

 
After the speed controller validation the back-EMF compensation loop has been 
added. The scope of the back-EMF compensation is to assure better regulation of 
the machine currents. With back-EMF compensation the voltage decoupling of d,q 
circuits is assured. For compensation the electromagnetic machine parameters and 
dq currents information is needed. In the simulation model, the back-EMF is 
calculated as a multiplication of electrical rotor speed and dq fluxes “measured” in 
the machine  (instead of calculation the dq fluxes based on measured current and 
electromagnetic parameters of the machine) – this way the computation time is 
reduced a bit.   
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Fig. 3.43. Reference and actual id, iq, if currents with back-EMF compensation 
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Simulation results for the speed/torque profile from Fig. 3.42 are shown in Fig. 3.43 
only dq current are shown since the influence on the machine dynamic is minimum 
for the given profile. The highest impact of back-EMF compensation is on iq current, 
while for id current the effect is not so visible. To see the effect id, iq currents from 
Fig. 3.42 and Fig. 3.43 has to be compared. It is obvious from Fig. 3.43 that the 
actual iq current follows very well its reference demonstrating the effectiveness of 
back-EMF loop on current regulation.    
 

3.4.4 Unity power factor operation 
 
Unity power factor operation of electrical machines (used in HEV) is desired since it 
has a direct impact over the three-phase inverter design (lower cost, lower volume, 
etc). With conventional vector control permanent magnet synchronous machine can 
operate at unity power factor operation only in arbitrary operating points. Induction 
machine requires reactive power for operation – thus its power factor is inherently 
poor.  Doubly-fed induction machine can operate at unity power factor if it is 
magnetized from the rotor with a second converter (source voltage). BEGA has the 
unique property of being capable of unity power factor operation over the whole 
speed/torque range for both motoring and generating. Two conditions must be 
fulfilled: id=0 and ψq=Lqiq-ψPM=0. The consequence of these two conditions is that 
the iq current has to be maintain at the critical value Iqk and the dc field current to 
be controlled. The vector control structure for unity power factor operation is shown 
in Fig. 3.44. The simulation results are given in Fig. 3.45. A target speed of 100rpm 
is set for a time period of 1.2s. The load torque is increased step by step to 1Nm 
(time=0.35s), 3Nm (time=0.5s), 5Nm (time=0.7s). After 1.2s until 1.6s the target 
speed is set to 3000rpm. After time=1.6s the reference speed is set to 700rpm and 
the load torque is -2Nm. With such profile the whole torque and speed range is 
almost covered for both motoring and generating. It is obvious from the Fig. 3.45 
the unity power factor operation is achieved. During transients the power factor is 
very slightly below unity due to non-zero id current.  
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Fig. 3.44. BEGA vector control structure at unity power factor operation 
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Fig. 3.45. Simulation of BEGA at unity power factor operation – from top to bottom: 

target and actual speed, load and electromagnetic torque, id, iq, if currents, d,q axis flux (dq), 

active and reactive power, power factor  

 

 SUMMARY 
 
This chapter deals with the development of a detailed Matlab-Simulink simulation 
environment for BEGA operation investigation. A simulation model for BEGA, three-
phase inverter, dc-dc converter and control algorithm has been built. BEGA 
simulation model is based on dq equations. The three-phase inverter model takes 
into account the dead time effect and voltage drop on the transistors. Simulation 
results are given to see the effect of dead time over the phase currents distortions. 
The speed and current controllers tuning based on simulation results. The benefit of 
back-emf compensation and unity power factor operation are analyzed through 
simulations. 
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4. BEGA – MOTOR/GENERATOR OPERATION AT 
UNITY POWER FACTOR 

 
 

4.1. Introduction 
 

 The integrated starter-alternators are being proposed for more electric 
vehicles [4.1], [4.2] in different configurations: induction-type [4.3], IPM-
synchronous type [4.4], [4.5], [4.12] surface PM synchronous type with fractionary 
stator winding [4.23], PM transverse flux synchronous type [4.24], [4.25] and 
switched reluctance machine type [4.15]. Besides, the standard claw-pole alternator 
has been applied on the first commercial mild hybrid automobile (Prius by Toyota) 
[4.1]. 
The electric motoring and generating on hybrid-electric vehicles is defined via torque 
versus speed referencers, triggered by the acceleration/brake paddle driver 
expectations tempered with the battery state-of-charge. Minimum fuel consumption 
or minimum pollution optimization criteria may be added to adapt torque-speed 
referencers to vehicle needs. 
Except for cruising control, starter/alternators require basically torque-control and 
not speed control for vehicle propulsion. When the electric motor drives the air-
conditioner, with the engine idle in traffic jams or at stop lights, speed close loop 
control may be needed. But then, an external speed loop is added. The motoring 
and generating torque/speed referencers in HEV are characterized by unusually 
large constant power speed range requirements (up to 10:1) for most cases. 
 
Such a challenging requirement implies both electric machine and inverter 
oversizing in relation to machine constant power speed range (CPSR). The higher   
the more the electric machine with multiple flux barrier rotor (high saliency) has 
been found very suitable for the scope [4.2,4.4,4.5] though the single flux-barrier 
IPM rotor (low saliency) synchronous machine is used on the main commercial HEV 
(Toyota Prius 4). The claw-pole alternators has been used for the first commercial 
mild-HEV [4.1] as it is proven technology (and fits mechanically under the hood) 
and, for peak stall torque with full magnetization from excitation (rotor), it reduces 
the peak current by as much as 30%. This way the inverter costs is reduced 
proportionally. However, the rather high   (transverse) inductance of the claw-pole 
machine reduces its natural constant power speed range. 
 
In an effort to combine the IPM-SM wide constant power speed range ability with 
the claw-pole machine lower peak current for peak stall torque, the BEGA (biaxial 
excitation generator for automobiles) has been introduced by these authors 
[4.17,4.18]. The stator of BEGA is standard-with uniform slots and a three phase 
winding – while the rotor cross section (Fig. 4.1) is characterized by: 

 Salient laminated rotor poles 
 Heteropolar d.c. excitation winding (in axis d) 
 Multiple flux-barriers in the rotor poles 
 Lower cost PMs located in the flux barriers (in axis q) 
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Fig. 4.1. BEGA rotor cross-section 

 
 
In [4.20], [4.21], [4.22] synchronous machines with permanent magnets and dc 
excitation along the same axis, in the rotor, were proposed as integrated starter-
alternator systems for hybrid electric vehicle. This kind of machines will be called in 
what follows as hybrid synchronous machines (HSM). The fundamental difference 
between BEGA and HSM is that BEGA has the permanent magnets and dc excitation 
at 90 electrical degrees. This will have a great impact over the constant power 
speed range of these two types of machine. In HSM the dc excitation is used to 
amplify/destroy the PM flux. Too high negative current in dc excitation could destroy 
the PM. 
 In BEGA the PM are used: 
1) to destroy, partially, the q-axis flux produced by the stator current 
2) to fully cancel the q-axis flux when unity (or high) power factor is required 
3) to produced torque during transients (or steady-state) if the machine is 
driven with non-zero id (id�0)  
The dc excitation requires a four quadrant dc-dc converter. The rated power of dc-
dc converter is approximately 5% of the rated power of the machine.  
 

4.2. BEGA mathematical model at unity power factor 
 
BEGA has a typical uniformly slotted stator with a three-phase ac winding, with a 
rotor with multiple flux barriers filled partially with PMs to reduce q axis armature
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 flux, and along d axis (of higher inductance) a dc field winding supplied through slip 
rings and brushes. 
The BEGA transient equations in d-q reference frame are: 
 

 sr
s

sss ωj
dt

d
IRV 


   (4.1) 

 qdsqdsqds j  , jIII   ,  jVVV     (4.2) 

 PMqqqfmfddd IL  ,  ILIL     (4.3) 
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T

IIp
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






  (4.4) 

 ffdmff
f

fff ILIL   ,  
dt

d
IRV  


  (4.5) 

 
where  Vs and Is are the stator voltage and current vector respectively, s is the 
stator flux linkage vector, Rs is the stator resistance, ωr is the electrical rotor speed, 
Ld, Lq are the d, q axis inductance, Lmf is the mutual field-armature  inductance, PM 
is the PM flux on q axis, and p is the pole pair. Equation (4.5) characterizes the dc 
field (excitation) circuit, where, Vf and If is the field voltage and current respectively, 
f is the field flux, and Rf, Lf are the field winding resistance and inductance 
respectively. 
The equivalent circuit of BEGA, based on d-q model is presented in Fig. 4.2. 
 

  
Figure 4.2. Equivalent circuit of BEGA 

 
During the unity power factor operation (with zero id and zero  ), the steady-state 
dq equations of BEGA are: 

  constjII   ,    ILωIRV qsfmfrqss   (4.6) 
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  qfmf1e IILp
2
3

T    (4.7) 

 
At unity power factor operation the torque of the machine is controlled only from the 
rotor, through the dc excitation current. Switching from motoring to generating 
forces the dc current to change its sign. 
The equivalent circuit of BEGA , at unity power factor operation, at steady state,  is 
shown in Fig. 4.3.  
 

  
Figure 4.3. Equivalent circuit of BEGA at unity power factor operation 

 
The stator supply voltage (Vs=Vq, Vd=0) covers the voltage drop on the stator 
resistance and induced voltage due to dc excitation flux. This way, BEGA behaves 
like a truly separately excited dc machine, without stator inductance. 
Remark: with zero id and zero (iq=Iqk) the machine is operating over the entire 
speed/torque range at unity power factor operation, both for motoring and 
generating, as shown in Figure 4.4. 
 
 

  
Figure 4.4. BEGA operation at unity power factor 

  
The vector diagram illustrates the unity power factor operation at steady state (Fig. 
4.5). 
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Figure 4.5. BEGA steady state vector diagram at unity power factor a) motoring mode 

b) generating mode 

 
The vector control structure for BEGA operation at unity power factor, over the 
whole torque/speed range is depicted in Fig. 4.6. With the proposed vector control 
structure, we measure the torque/speed envelope that will be used, later, in another 
vector control structure. 
 

  
Fig. 4.6. BEGA vector control structure at unity power factor operation 
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The BEGA prototype parameters are given in Table I. 
 

TABLE I. BEGA Parameters 
 

Rated power (PN) 1 kW 
Rated phase voltage (Vs) 15 V (rms) 
Rated phase current (Is) 22 A (rms) 
Rated field current (If) 4 A 

Rated battery voltage (Vbatt) 48 V 
Rated torque (TN) 6.15 Nm 
Rated speed (nN) 1500 rpm 

Number of pole pairs (p) 2 
Stator phase resistance (Rs) 0.037 Ω 

q axis inductance (Lq) 0.455 mH 
D axis inductance (Ld) 1.8 mH 

PM flux (ΨPM) 0.0136 Wb 
Field winding resistance (Rf) 6.58 Ω 
Field winding inductance (Lf) 0.407 H 

Mutual field-armature inductance (Lmf) 47.7 mH 
Moment of inertia (J) 16e-3 

kg•m2 
Viscous friction coefficient (B) 1e-4 

 
 

4.3. DC excitation induced voltage 
 
According to equation (4.5) any variation of id current will produce an induced 
voltage in the dc field winding according to the following relationship: 
 

  
 

dt
ILd

V dmf
e   (4.9) 

 
The equivalent dc excitation circuit, during id transients and steady-state, is 
illustrated in Figure 4.7.  
 
  

 
Figure 4.7. The equivalent circuit of dc field excitation: with did/dt=0 (left side)  

and did/dt#0 (right side) 
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In order to prove this, an id current with 100Hz frequency and 4V reference 
magnitude has been injected in the stator at standstill. The induced voltage has 
been measured at dc excitation terminal. The results are presented in Figure 4.8. 
For 100Hz, the magnitude of id current is 3.5V, while for the induced voltage is 18V. 
Consequently the relationship between the id current and induced voltage Ve is: 
 

  

]ms[dt
]A[di

12.5jV12.5
19.2
23.11

k

V23.11
ms
A

19.2kj
dt
di

kjV

d
e

d
e




 (4.10) 

 
The induced voltage is expressed as variation of id current expresses in [A/ms] 
because during vector control operation the variation of id current can be easily 
measured without significant noise distortion.  
The induced voltage will act as a disturbance in the dc field excitation, 
increasing/decreasing the if current. On the other hand any dc field current variation 
will be reflected on the induced voltage due to excitation, affecting the stator 
current control.  More precisely, any id stator current variation will be reflected on iq 
stator current. 
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Fig. 4.8. Induced voltage at dc excitation terminal (fid=100Hz) 

 
 

4.4. BEGA energy conversion 
 
The energy flow and losses during BEGA operation in motoring and generating is 
shown in Fig. 4.9. 
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Fig. 4.9. Power flow during a) motor operation, b) generator operation 

 
The electromagnetic power at unity power factor is given by the equation (4.11): 
 
  )rms(a)rms(aelm IE3P   (4.11) 

where  Ea(rms) is the rms value of  phase back EMF voltage and  Ia(rms) is the rms 
value of phase current. 
The electromagnetic power for motoring mode can be expressed as: 
  mecironcopperconvbattelm PPPPPP   (4.12) 

where:  is the (active) power at battery terminals,  are the three phase converter 
losses,  are the copper losses in the stator windings,  are the iron losses and   are 
the mechanical losses. 
The power at the battery terminals is: 
  battbattbatt IVP   (4.13) 

The copper losses are expressed as follow: 

  s
2

)rms(acopper RI3P   (4.14) 

The electromagnetic power for generating mode can be expressed as: 
 mecironcopperconvbattelm PPPPPP   (4.15) 

The efficiency of the system (converter+machine), neglecting dc. excitation losses, 
is as follow: 

  
)elm(batt

)batt(elm
)gen(mot p

p
η   (4.16) 

In our case, we measure only battery power (pbatt), while the electromagnetic power 
can be easily estimated knowing the motor speed and the dc excitation current.  
 
For motor/generator mode we can simply estimate the system efficiency knowing 
the electromagnetic power and battery power during discharging/charging. 
 

4.5 Experimental platform and test results 
 
A set of experiments were carried out to prove the validity of the proposed solution. 
The structure of experimental platform is shown in Fig. 4.10. 
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Fig. 4.10. Experimental platform for BEGA control 

 
BEGA is fed through a 48Vdc, 350A Sauer-Danfoss three phase inverter from a 48V, 
55Ah valve regulated lead-acid battery pack.  The BEGA was linked with a three 
phase induction machine (IM) via a transmission belt (nIM/nBEGA=1/2). The IM was 
driven by an ABB ACS600 bidirectional converter. The rated of IM was 5.5kW at 
n=2945 rpm, enough to load the BEGA at maximum load. A four quadrant dc-dc 
converter with   was used for current control in the dc. field winding. An incremental 
encoder, Telemecanique XCC-1510PR50R, 5000ppr was used for BEGA position and 
speed measurement. 
 The control algorithm has been developed in Matlab-Simulink and implemented on 
a dSpace 1104 Real Time System (RTI) used for rapid prototyping. The following 
signals were measured using dSpace acquisition board: phase currents, battery 
current, dc field current, phase voltages, battery voltage and BEGA position. 
 

4.6. Proposed vector control scheme at unity power 
factor 
 
Fig. 4.11 shows the proposed system configuration for controlling the BEGA, where 
the stator current is controlled in the rotor reference frame, and the dc field current 
(rotor current) is controlled by a feedback current loop independent of stator current 
loop. However, both current commands for the stator and rotor current loops are 
produced simultaneously. The system command is given by the speed, but can be 
torque or power, as well. The speed error is reflected in the reference 
electromagnetic torque (te

*) through the speed controller. A limitation (saturation) 
of reference electromagnetic torque is necessary due to computation performed 
inside the current referencer. The limitation block is a two-dimensional look-up table 
that contains the torque/speed enveloped determined at unity power factor 
operation. The current referencer computes simultaneously the reference q-axis 
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current (iq
*) and the reference dc field current (if

*). Further the iq and id current 
controllers adjust the d-q reference voltage (Vd

*, Vq
*) to minimize the d-q reference 

current errors. Space vector modulation block calculates the duty cycle for each 
transistor of the inverter, based on the measured battery voltage and α-β voltage 
components. 
The current referencer (see Fig. 4.12.) calculates the iq* and if*, based on reference 
electromagnetic torque (te

*) and measured (or estimated) rotor speed (ωr), using a 
simple loss minimization principle given by the equation (4.17). So, the scope of the 
current referencer is to enhance the machine efficiency, by minimizing the copper 
losses in the machine. 
As it is clearly shown in equation (4.7) the same torque can be produced by a 
variety of stator and rotor currents. The main problem of the current control system 
for BEGA is how to determine a stator/rotor current command, from the torque 
command, that will lead to a reducing of copper losses. 

 

 
Figure 4.11. BEGA vector control structure 
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Figure 4.12. Current referencer structure 

 
For id*= 0, the instantaneous reference values of iq* and if* to build the required 
torque te

*, are given by the current referencer (see Fig. 4.11.) as function of the 
rotor speed ωr and reference torque te

*. The peak torque (tek
*) is constant bellow 

rated speed, while the peak power is constant above rated speed. When te
* <tek(ωr), 
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then the condition Ψq = 0 is relaxed, in order to reduce the overall copper losses. In 
this respect we use the relationships given by equation (4.17).  
 

     ffmfq

e*
f

rek

*
e

qk
*
q iiLi3

t2
i    ,   

ωt

t
Ii    (4.17) 

 
Once iq

* is determined,   is obtained and after that if
* is specified using the nonlinear 

dependence . It is essential to observe that Iqk decides the influence of If and Iq on 
the torque. 
 
Since the dc field winding inductance Lf is large in (4.5), a very fast (few 
miliseconds) dc field current response is very difficult. This means that the single 
way to provide fast torque response is to control during transients the id current, 
while the converter voltage is not saturated. The algorithm is:  

  




  f

*
f

*
d iiki  (4.18) 

where the gain k=5, experimentally derived. This way the contribution of reluctance 
and PM torque is employed. 
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Fig. 4.13. Total copper losses vs torque for iq=30A (a), 25A (b), 20A (c), 15A (d), 

10A (e), 5A (f), 1A (g).  

The total copper losses vs electromagnetic torque at id=0 and different iq
* values, 

taking into account the saturation effect in d axis, are represented in Fig. 4.11. The 
total copper losses in the machine are expressed as follows: 
 

    f
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qfmf

e
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2
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2
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2
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




  (4.19) 
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Figure 4.13. demonstrates that the proposed simplified current referencer reduces 
the total copper losses at minimum. The dotted red line in Figure 4.9 represents the 
minimum losses that can be achieved using the proposed current referencer (4.17).  
 
A theoretical analysis of the effect of the current referencer on the BEGA power 
factor during operation is done in what follows. 
For peak torque values ( ), during BEGA operation, unity power factor is achieved. 
Also, for low and very low torque levels, the unity power factor operation is possible, 
but with the efficiency penalty. Using the current referencer (4.17), for lower torque 
levels, the unity power factor can not be maintained anymore, but we are interested 
to see how much the power factor degradation is. 
The BEGA power factor angle, at id=0, is expressed: 
 
  cosPF   (4.20) 
At id=0, from Fig. 4.14, the power factor angle becomes: 
 

     sqss V,VV,I    (4.21) 
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Figure 4.14. BEGA vector control diagram with id=0 

 
 
 The power factor angle vs speed, for different torque levels, for 0...1500rpm speed 
range, using the proposed loss minimization strategy is illustrated in Fig. 4.15. For a 
speed range of 0-1500rpm and a torque range of 0.5-6.12Nm the power factor is 
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over 0.9. Above the rated speed, for the same electromagnetic torque level, the 
power factor is expected to increase, due to the fact that the peak torques (Tek) 
decreases, which furthermore determines an increasing of Iq close to Iqk. As closer 
Iq to Iqk, as higher the power factor. Consequently, above the rated speed the 
power factor tends to increase. The results from Fig. 4.15 shows that for 8% 
(0.5Nm) of rated load the power factor is 0.9, which is quite a good power factor for 
such a low load. In Fig. 4.16 a graphical representation of the power factor behavior 
for a large speed range, is shown. Below the rated speed, for the same torque 
value, the power factor is exponentially decreasing from unity to minimum value 
which occurs at rated speed.  
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Figure. 4.15. Power factor angle vs. speed for different lower torque values 
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Figure 4. 16. Power factor angle (top) and power factor (bottom) vs. load torque at 

rated speed 

Above the rated speed the power factor is increasing to unity value which occurs 
when the machine operates on the toque/speed envelope (rated/maximum power). 
The power factor angle and power factor for a range of zero to rated torque, for 
1500rpm (rated speed) is shown in Fig. 4.16. 
 

4.6.1 Back-EMF Compensation 
 
In order to assure a better current regulation the back-emf compensation is 
necessary. Back-emf compensation means to add to the output of the current 
controller the term that contains the back-emf. Also, this way the voltage 
decoupling can be achieved. Current compensation is important during high current 
transients, especially when the voltage reserve is low (at high speed) . Though 
back-emf compensation we have the guaranteed the reference current is achieved 
in high dynamic transients.  One meaning of the back-emf compensation is that the 
reference voltage from the current controller(s) has smaller variations due to the 
fact that the back-emf compensation term aim is to assure the zero value of the 
current during any condition. 
In Fig. 4.17 it is illustrated the back-emf compensation effect. The machine is 
running as motoring at half from the rated load and suddenly the load changes its 
sign. The d-axis flux is forces to change its sign, also, but this way the back-emf 
travels from high positive values to high negative value. So, the back-emf voltage 
excursion is high. In order to be sure that the reference current is achieved the 
output of the current controller should be faster than the back-emf variation.  
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It can be easily observed that with back-emf compensation the target current is 
achieved, even in high transients, while without back-emf compensation there is 
time when the current can not be easily controlled.     
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The id, iq current regulation with and without back-emf compensation is illustrated, 
through simulations, in Fig. 4.17. 
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Fig. 4.17. id, iq current response with/without back-emf compensation 

  
4.7. Simulation results 

 
Extensive simulations have been performed in order to determine the BEGA 
performance under transients and stead-state.  
In the first experiment carried out, the speed response for a target speed of 
1500rpm is investigated. While the machine is running in steady-state (speed is 
constant) the load torque changes, suddenly, its sign, the torque value remaining 
the same. The simulations results are presented in Fig. 4.15. Very fast response of 
iq current is achieved. During acceleration the current iq reaches the critical value 
Iqk, canceling the q-axis flux. The torque response is not very fast, due to the slow 
response of  dc field current if. The torque shape, during acceleration, is the same 
as the dc. field current, iq current being constant. A significant error between the 
reference and measured dc currents is observed. Insignificant errors in the id 
current, during transients, can be seen in Fig. 4.15.d. Because the id current is zero 
(or very close to zero) the d-axis flux is proportional with the field current, 
considering the saturation of dc excitation circuit is neglected.  
In the first 50ms, the power factor is rapidly increasing, while during steady-state 
value over 0.98 for power factor are guaranteed even if the load is half of the rated 
value. As a first consequence, we could say that at rated speed, with the load higher 
than half of the rated value, BEGA is operating at unity power factor. The phase
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 currents and the total induced voltage are shown in Fig. 4.18.h. Fig. 4.18.i. (a 
zoom on Fig. 4.18.h during motoring) proves the unity power factor operation of 
BEGA. The angle between total induced voltage and phase current is zero, 
suggesting that BEGA is similar with a separate excited dc current machine, without 
inductance. Similar with a dc excited machine BEGA is switching from motoring to 
generating by changing the current direction in the dc. excitation. The active power 
changes also its sign during generating. 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

500

1000

1500

2000

time [s]

re
fe

re
nc

e 
&

 a
ct

ua
l s

pe
ed

 [r
pm

]

actual speed

ref speed

 
a) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-8

-4

0

4

8

time [s]

lo
ad

 &
 e

lm
ag

 to
rq

ue
 [N

m
]

load torque

elmag torque

 
b) 

BUPT



  BEGA – motor/generator operation at unity power factor - 4 168 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-4

-2

0

2

4

6

time [s]

re
fe

re
nc

e 
&

 a
ct

ua
l d

c 
fie

ld
 c

ur
re

nt
 [A

]

actual dc. field
current

reference dc.
field current

 
c) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-10

0

10

20

30

40

time [s]

d-
q 

ax
is

 c
ur

re
nt

 [A
]

iq

id

 
d) 

 
 
 
 
 
 
 
 
 
 
 
 

BUPT



                                                         4.7. Simulation results 169

 
 
 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.08

-0.04

0

0.04

0.08

time [s]

d-
q 

ax
is

 fl
ux

 [V
s]

q-axis flux

d-axis flux

 
e) 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-1200

-600 

0    

600  

1200 

time [s]

ac
tiv

e 
an

d 
re

ac
tiv

e 
po

w
er

 [W
,V

A
r]

active power
reactive power

 
f) 

BUPT



  BEGA – motor/generator operation at unity power factor - 4 170 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-1.5

-1

-0.5

0

0.5

1

1.5

time [s]

po
w

er
 fa

ct
or

 [-
]

 
g) 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-40

-20

0

20

40

time [s]

ph
as

e 
cu

rre
nt

s 
[A

]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-40

-20

0

20

40

time [s]

to
ta

l i
nd

uc
ed

 v
ol

ta
ge

 [V
]

 
h) 

 

BUPT



                                                         4.7. Simulation results 171

0.2 0.205 0.21 0.215 0.22 0.225 0.23 0.235 0.24
-40

-20

0

20

40

time [s]

ph
as

e 
cu

rre
nt

s 
[A

]

0.2 0.205 0.21 0.215 0.22 0.225 0.23 0.235 0.24
-20

-10

0

10

20

time [s]

to
ta

l i
nd

uc
ed

 v
ol

ta
ge

 [V
]

 
h) 

Fig. 4.18. BEGA measurements at unity power factor operation: a) reference and 

actual speed, b) load and electromagnetic torque, c) reference and actual dc field current, d) 

d-q axis currents, e) d-q axis flux, f) power factor, g) active and reactive power, h) phase 

currents and total induced voltage, i) zoom on h) 

 
In a second simulation BEGA behavior is investigation during speed reversal at 
constant torque. During speed reversal (braking) the machine switches from 
motoring to generating by forcing the dc. field current to change its sign as well as 
the electromagnetic torque. Over the entire speed range (including the transients), 
the power factor is over 0.98. The reactive power is fluctuating around zero due to 
id=0 and q-axis flux value close to zero. Higher values, for the active power, could 
be observed during stead-state motoring in comparison with generating, due to the 
additional losses on the stator resistance. Fig. 4.19.i (a zoom on Fig. 4.19.h) shows 
the BEGA unity power factor operation during generating. During generating, an 
angle of 180o between the total induced voltage and the phase currents can be 
easily observed in Fig. 4.19.i. This way the unity power factor during generating is 
guaranteed and proved. In contrast to the previous case, where during generating 
the dc field current changed its sign, now even if the machine is running in 
generating, the dc. field current keeps its positive sign. This is normal considering 
that in this case the torque remains positive, while the speed changes the sign. 
However, in both (and all) cases, the dc. field current sign follows the torque sign, 
according to the equation (4.2). 
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Figure 4.19. BEGA measurements at unity power factor operation: a) reference and 

actual speed, b) load and electromagnetic torque, c) reference and actual dc field current, d) 

d-q axis currents, e) d-q axis flux, f) power factor, g) active and reactive power, h) phase 

currents and total induced voltage, i) zoom on h) 

 
The third experiment is an acceleration from zero to 3000rpm, under no-load (Fig. 
4.20). This time a high power factor is achieved only during acceleration. The power 
factor decreases as the electromagnetic torque decreases. The current referencer 
set, a low value for the iq current, while the dc. field current is higher. For the same 
torque a second solution would be to have a high iq current (enough to fully cancel 
the q-axis flux) and a lower value for the dc current – this way the unity power 
factor would be, again, achieved.  
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Figure 4.20. BEGA measurements at unity power factor operation: a) reference and 

actual speed, b) load and electromagnetic torque, c) reference and actual dc field current, d) 

d-q axis currents, e) d-q axis flux, f) power factor, g) active and reactive power, h) phase 

currents and total induced voltage 

As we mentioned, in the beginning, for light loads the target is to minimize the 
losses. For light loads, the unity power factor is not a priority due to that fact that, 
the apparent power (KVA) of the inverter is anyway bellow the rated value. In other 
words, we could say, that during light load the target is that BEGA to be more 
efficient and not to operate at unity power factor. In fact, for higher loads, the 
current referencer achieves in the same time, very well, two goals: i) unity power 
factor operation, ii) minimum copper losses. 
 
 

4.8. Torque response improvement 
 
The torque response improvement strategy employs non-zero id current during 
transients when non-zero error in dc. field current error occurs. The reference id 
current is given by equation (4.25). 
 

 




  f

*
f

*
d iiki   (4.25) 

 
Where if* is the reference dc field current, if is the measured dc field current and k 
is the gain. Using equation (4), the contribution of reluctance and permanent 
magnet torque is employed. 
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    dPMqdqdqfmf1e IIILLIILp
2
3

T   (4.26)  

 
The equation (4.26) shows: 

 The contribution of reluctance torque is higher for higher motor load 
 The permanent magnet torque contribution is iq current independent and is 

proportional with the dc field current error.  
 A significant contribution of permanent magnet torque is expected for high 

dc field current excursions.  
Taking into account that three currents are controlled in the same time the voltage 
decoupling is mandatory in order to avoid speed oscillations. 
  
The consequences of equation (4.26) are: 

 As long as the dc field current exists the unity power factor can not be 
achieved 

 Fast torque response can be achieved and consequently the speed response 
is faster  

 
The simulation results for k=0 (id*=0) and k=6 are presented in Fig. 4.21. The 
torque response for k=6 is almost instantaneous since the id current response is 
very fast due to small d-axis inductance. 
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 Fig. 4.21. The effect of zero and  non-zero id during transients (from top to bottom): 

target and actual speed, electromagnetic torque, id and if currents, power factor, zoom in on 

speed and electromagnetic torque (k=0� id*=0; k=6� id*�0 during transients)  

 
 

4.9. Experimental results 
 
A. PEAK ACTIVE POWER vs SPEED at UNITY POWER FACTOR OPERATION 
 
In order to confirm the very large constant power speed range of BEGA, at unity and 
high power factor operation, a set of experiments have been carried out, both for 
motoring and generating. The dc link voltage is 48V (12 x 4 valve regulated lead 
acid batteries connected in series). The rated speed of BEGA is 1500rpm. The Iqk 
current is 20A, experimentally derived. The maximum dc current is considered 5A, 
but for experiments a value of 4A is used due to strong machine core saturation 
above 4A. In the same time a value of 4.1A provide an efficiency increase of the 
machine due to dc field copper losses reduction from 163W (at if=5A) to 109W (at 
if=4A).  
 
BEGA operation is divided in two regions (Fig. 4.22): a) constant torque region and 
b) constant power region. In constant torque region the desired torque can be 
produced without any voltage limitation due to the relatively low speed. In constant 
power region the peak torque can no longer be produced due to voltage limitation, 
but also due to the losses that increase over the limits, leading to the machine 
damage. As a consequence we are forced to operate at constant power over the 
rated speed. The constant power speed range is defined by equation (4.27): 
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rated_r

rated_p|r
ω

ω
CPRS           (4.27) 

 
where   is the maximum speed where the rated active power can be achieved, and   
is the machine rated speed.  
 

  
Fig. 4.22. Behavior of peak torque (tek) and peak power (pelm) vs rotor speed for 

wide speed range  operation in motoring and generating 

 
The measurement of BEGA active power vs speed envelope is performed over a 
speed range of 0-3000rpm, both for motoring and generating. Over the entire speed 
range the iq* current is kept constant at a value of 20A. Below the rated speed the 
field current, is also kept constant, in order to assure a constant electromagnetic 
torque below the rated speed. Over the rated speed the field current is decreasing 
slowly, while the power at battery terminals (motor terminals) is constant. The 
experimental results are shown in Fig. 4.23. Two ways were used for active power 
measurement: i) we measured the active power at the battery terminals using 
equation (4.10) and  ii) we estimated the active power at machine terminals based 
on d-q machine model using equation (4.28) 
 
 qqddelm IVIVP    (4.28) 

 
There is small difference between the measured active power at battery terminals 
and the estimated active power due to the inverter losses. On the other hand the 
accuracy of active power estimation at low power level is not so accurate. That is 
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why for simplicity we considered in the experiments the active power of the motor 
the same as the power at the battery terminals.    
For the same stator and rotor currents, the active power during motoring is lower 
than in generating mode, while the electromagnetic power is constant. 
For motoring and generating, the active power is expressed as: 

 
generating for  ,   PPPP

motoring for  ,   PPPP

elmbattgen

elmbattmot






  (4.29) 
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Figure 4. 23. BEGA measurements at unity power factor operation: a) active power 

during motoring (positive) and during generating (negative), b) dc. field current, c) estimated 

electromagnetic torque ('*'- measurements, 'o'-simulations) 

 
It is clear from equation (4.29) that the deference between active power of BEGA 
during motoring and generating is two time the total losses in the machine. 
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    P2PPPPPP elmelmgenmot    (4.30) 

 
Since with the experimental results plotted in Fig. 4.23, the CPSR is 2, another 
experiment was carried out to demonstrate a CPRS of 8. For this the battery voltage 
was set to 12V (1/4 of rated dc voltage) and the rated speed was considered 
375rpm (1/4 of rated speed). Now the rated power of the machine is considered 
that one obtained at 375rpm, which is, almost, 1/4 of the rated power (calculated 
for 1500rpm). The simulation and experimental results are shown in Fig. 4.24. 
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Fig. 4.24. BEGA measurements at unity power factor operation-12Vdc: a) active 

power during motoring (positive) and during generating (negative), b) dc. field current, c) 

estimated electromagnetic torque ('*'- measurements, 'o'-simulations) 

 
 Fig. 4.23. and Fig. 4.24. prove that BEGA has a very large constant power speed 
range (theoretically infinite) similar to dc machine with separate excitation. In 
Figure 4.24 it is shown the active power, battery current and dc field current, 
measured at rated speed (1500rpm) during BEGA operation in motoring mode, at 
unity power factor. 
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Figure 4.24. BEGA measurements at 1500rpm during motoring: a) active and reactive 

power, b) battery current c) dc. field current 

 
Figure 4.25. proves that BEGA has the capability to operate over a very large 
constant power speed range, similar to the dc machine with separate excitation. 
Note that during acceleration, the machine is operating at unity power factor, also. 
To investigate the BEGA operation during unity power factor operation and to 
characterize the steady-state and transient behavior, several additional 
experimental tests have been carried out. 
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Figure 4.25. BEGA simulation results – reference speed =15000rpm: a) reference and 

actual speed, b) load and electromagnetic torque, c) active and reactive power, d) power 

factor 

 
B. BEGA MOTOR/GENERATOR VECTOR CONTROLLED at (and near) UNITY 
POWER FACTOR OPERATION 
 
Motor operation involves torque control or speed control close loop control.  In HEVs  
the starter-alternator systems provide additional torque to the ICE torque to 
improve the overall efficiency of the vehicle as well as to allow fast vehicle 
acceleration. 

BUPT



                                                                        4.9. Experimental results 189

BEGA capabilities (performance) at unity power factor operation are tested through 
experiments and the results are described in what follows. 
The first experiment performed was the speed response from 0 to 1500rpm at 
constant load. 
 
Switching from motor to generator at constant speed 
 
The first dynamic experiment performed has been the switching from motoring to 
generating at constant speed. The reference speed is set constant at 2500rpm. 
Before time=1.5s, the torque is positive, and then it changes its sign becoming 
negative (see Fig. 4.26. d.). In this case, the machine is switching from motoring to 
generating. The dc field current (Fig. 4.26.c) changes its sign according to the 
torque sign, becoming negative. Some torque (and speed) oscillations occur, due to 
the vector controller of IM load drive that is switching from generating to motoring.  
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Figure 4.26. Switching from motoring to generating a) reference and measured 

speed, b) reference and measured iq and id current c) reference and measured field current d) 

estimated electromagnetic torque, e) estimated d,q-axis flux 
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During motoring the unity power factor is achieved ( ), while during generating the 
power factor slightly decreased to the value of 0.95. 
Speed reversal at constant load torque 
 
The second experiment is a speed reversal from -2500rpm to 2500rpm. The 
experimental results are plotted in Fig. 4.27.  Initially, the machine is running as a 
generator, charging the batteries (seen Fig. 4.27. g.), while at time=2.25s the 
speed reference changes its sign forcing the machine to operate as a motor. The 
deceleration is obtained by increasing the braking torque generated by BEGA still 
operating as a generator. The braking torque creates a high power pulse (three 
times in comparison with steady state) immediately after the changing of speed 
command (see Fig. 4.27. e.). 
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Fig. 4.27. Speed step response a) reference and actual speed, b) estimated 

electromagnetic torque, c) reference and measured dc field current, d) reference and 

measured id , iq currents, e) active and reactive power f) power factor, g) battery current 

 
It is worth noting that the dc. field current  does not change its sign, even if the 
machine switches from generating to motoring. This is due to the fact that both 
power and speed change its sign in the same time (forcing the torque to remain 
positive as well as the dc field current). This is in contrast to the previous 
experiment (Fig. 4.26)) where the power (and torque and dc field current) changed 
its sign, while the speed remained positive. The iq current is not constant during 
motoring and generating due to the load (Fig. 4.27. d.) which is different. 
Acceleration from zero to 3000rpm at no-load 
 
The third experiment performed is an acceleration test from zero to 3000rpm. The 
experimental results are represented in Fig. 4.28. Below rated speed the dc field 
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current is constant and closer to the maximum limit (4A), while the iq current is 
Iqk=30A, at the value required to cancel the q-axis flux. The unity power factor 
operation during acceleration is proved in Fig. 4.28.d. Above the rated speed 
(1500rpm) the current referencer automatically reduces the dc current reference 
(Fig. 4.28.c) and proportionally the electromagnetic torque (Fig. 4.28.b).  
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Fig. 4.24. Acceleration from zero to 3000rpm: a) reference and measured speed, b) 

estimated electromagnetic torque c) reference and measured field current d) power factor 

 
SUMMARY 

 
In this chapter a vector control structure for BEGA operation at unity and high 
power factor operation, both for motoring and generating, was proposed. The 
control structure includes a current referencer (calculator) which computes, on-line, 
the reference current iq* and if*, in order to minimize the copper losses of BEGA, 
for lower torque levels. The very high constant power speed range of BEGA is 
demonstrated by experiments and digital simulations. In order to increase the 
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torque response a simple solution has been proposed based on the dc field current 
error during transients. 
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5. ACTIVE-FLUX STATE OBSERVER FOR BIAXIAL 
EXCITATION GENERATOR FOR AUTOMOBILES 

(BEGA) VECTOR CONTROL 
 
 

5.1. Introduction 
 

 Permanent magnet synchronous motors are a good solution for integrated 
starter-alternator systems for hybrid electric vehicles due to their high power 
density, high efficiency, high torque/power density, low inertia. Synchronous 
machines as starter-alternators are proposed in several configurations: interior 
permanent magnet synchronous motors (IPMSM), surface permanent magnets 
synchronous motors (SPMSM), permanent-magnet assisted synchronous reluctance 
motors (PM-RSM), and hybrid excited synchronous motors (HESM). High control 
performance (fast torque response, very good speed regulation, very low speed 
control) can be achieved with permanent magnet synchronous motor equipped with 
position sensor. In hybrid electric vehicle applications, the elimination of 
position/speed sensors is desired because of mounting difficulties, cost reasons, 
EMC. Consequently, the benefits of position sensor missing are: reduced hardware 
complexity and lower cost, reduced size of the drives, elimination of the sensor 
cables, better noise immunity and less maintenance.  
In hybrid electric vehicles the electric machine has to operate in a very large speed 
range from a few rpm up to the maximum speed. Also, fast torque response is 
requested for vehicle acceleration and internal combustion engine cranking (e.g. 
when the vehicle is at stop light). Therefore high performance and robust control 
algorithms for the electric machine is a must. 
 
In the past different sensorless control methods have been proposed. These 
methods are open loop structures (estimators) or close loop structures (observers). 
In what follows, an attempt to provide a short overview of the existing sensorless 
control methods for permanent magnet synchronous machines is tried. 
 

5.1.1 Method based on stator inductance calculation 
 
For interior permanent magnet synchronous motor the stator phase inductance is a 
function of rotor position θr and it varies twice with the motor electrical 
frequency/position. Consequently, if the stator phase inductance is known, the 
motor position is known. Based on this property of the machine, in [5.1] is proposed 
a method to calculate the motor rotor position using the measured stator phase 
currents and voltage. For example the inductance of the phase “a” is calculated as 
follows: 

 

dt
di

irev
L

a
asaa

sa


   (5.1) 
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The back-EMF value is calculated based on the last two calculated position 
samplings.  There is a proportional relationship between the position derivative 
(speed) and back-EMF. Some problems could raise in transients when the 
calculation of the back-EMF is not very precisely and when the rotor temperature is 
varying, because the permanent magnet flux is also affected by the temperature.  
The reference stator inductance values, that are stored in a look-up-table, are 
measured off-line, in advance, more accurate. The on-line estimated values of the 
inductances are compared with those stored in the look-up-tables and then the 
estimated rotor position is derived. For the same position, the variation of 
inductance with the stator flux, due to saturation, raises additional problems, also. 
Anyway, this is an open loop method and a high accuracy of the rotor position, can 
not be guaranteed. 
 

5.1.2 Back-EMF integration 
 
Rotor position estimation based on voltage integration is proposed in [5.2]. In 
steady state, the stator flux and rotor flux are rotating synchronous. The angle 
difference between these two flux vectors is the load angle. If the stator flux vector 
is known, then the rotor flux angle can be calculated. The rotor position is given by 
the rotor (permanent magnet) flux angle. The stator flux can be obtained by voltage 
integration: 

      qssqsqsdssdsds irv   ;   irvΨ    (5.2) 

The angle of stator flux vector is: 

 














qs

ds
s arctanθ




   (5.3) 

For surface permanent magnet synchronous machine, where the stator inductance 
is not varying, the rotor flux can be calculated: 

 sssr IL   (5.4) 

This method provides good results only at higher speeds, while at low and very low 
speeds it fails. The stator resistance Rs plays an important role in the equation since 
it is affected by the temperature – which most of the cases is not known. The 
voltage drops on the stator resistance dominates the integrator input at low speeds, 
when the supply voltage vs is low, also. For better results the initial value of the 
integrators are important. Pure integration (which leads to drifts in the estimated 
flux) and sensitivity of the model to the stator resistance variation constitute major 
problems regarding the reliability and robustness of this method. In [5.3] is 
proposed a programmable low-pass filter to solve the dc-drift problems associated 
to the pure integrator. The particularity of this solution is that the gain of the filter is 
speed dependent and it is decreased with the increase of the motor speed. 
 

5.1.3 Extended electromotive force (EMF) 
 
In [5.4], [5.5], [5.6], [5.7] are proposed sensorless control strategies for IPMSM. 
The speed and position are obtained based on extended EMF. The extended EMF is 
obtained by a least-order observer and the furthermore the estimated position error 
is obtained from EMF. The speed and position are then corrected so that the position 
and speed error becomes zero.  
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Taking into account the extended EMF, the mathematical model for IPMSM is 
expressed: 
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 (5.5) 

Where the extended EMF is defines as: 
 
    PMeqdeqdex ωsiiωLLE   (5.6) 

 
In this way, the voltage equation is identical with that of SMPM. The problem is that 
the extended EMF is influenced by the stator currents id and iq, which are varying 
during transients. Also, the inductances Ld or Lq are affected by the saturation, 
therefore a knowledge of their variation with the currents will help for better results 
at lower speeds. In the low speed range this solution is not reliable and robust. To 
overcome these drawbacks, in [5.7] is proposed a combined solution that uses 
extended EMF method for high speed and INFORM method for low speed operation. 
 

5.1.4 Extended Kalman Filter (EKF) 
 
The EKF based observers are a good alternative to estimate the rotor speed and 
position [5.8]-[5.14]. An advantage of EKF is that it is less influenced by the 
measurement noise, and parameters inaccuracy is not so critical that in 
conventional back EMF estimation methods. 
A standard EKF observer contains three steps [5.10]: 
 
1) Prediction step 
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2) Innovation step 
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3) Kalman gain 
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k1k|kk RHHPHPK
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


   

 
where: x - system state vector, xe - estimated state vector, u - system input vector, 
y - system output vector, H - system output matrix, K - Kalman gain matrix, P - 
state error covariance matrix, Q - model noise covariance matrix, R - measurement 
noise covariance matrix, F - Jacobian of system state functional. 
Choosing different state variables leads to different EKF observers: 
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 θ ω i ix rβα  
 θ ω i ix rqd  

 
A crucial step in Kalman filter design is the choice of the elements of the covariance 
matrices Q and R, since they influenced the performance, convergence and stability. 
R is related to the measurement noise. Increasing the value of R will assume that 
the measured current is affected by noise, and is not so reliable. Consequently, the 
filter gain K will decrease, resulting in a poorer response during transients. Q is 
related to the parameter uncertainties. High values for Q means higher parameters 
uncertainties. An increase of Q will result in faster filter dynamics but poor 
performance during steady state. 
Kalman filter based algorithms are computationally intensive and time consuming. 
Heavy computational load from variance matrix makes EKF difficult to apply in 
industry. A reduced-order Linear Kalman Filter for PMSM estimation is presented in 
[5.12]. A detailed description of an EKF implementation can be found in [5.14]. 
 

5.1.5 Model Reference Adaptive System (MRAS) 
 
The MRAS principle is that the error between the real measured signal and 
estimated signal from the machine model is in a relationship with the estimated 
signal. A PI mechanism is used to obtain the estimated speed. As the error signal 
becomes minimized by the PI, the tuning signal ω approaches the actual speed ω of 
the machine. 
Based on MRAS principle in [5.15] is proposed a speed observer that uses voltage 
model and current model to calculate the stator flux. The error between these two 
fluxes is used to estimate the rotor speed. The estimated speed depends greatly on 
the motor parameter accuracy. In order to overcome this problem, in [5.16], [5.17] 
a combined method is suggested. The idea comes from high frequency injection 
method. In the proposed method a calibration signal � containing estimated angle 
error is used for the calculation of the stator flux using voltage model. The authors 
claim that the proposed solution have good steady state accuracy and good dynamic 
properties over a wide speed range. A MRAS method based on stator current is 
presented in [5.18]. The speed is estimated using a PI integration of the current 
error between the measured (id, iq) and estimated currents ( ) from the machine 
model. The stability of the system is guaranteed by the Popov stability theory. 
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Figure 5.1. MRAS based on stator current 

 
5.1.6 Sliding Mode Observer 

 
 
A number of estimation techniques have been developed to achieve speed and 
position sensorless PMSM drives. Most of them suffer from variation of motor 
parameters such as the stator resistance, stator inductance and torque constant. 
Also, it is known that conventional linear estimators are not adaptive to variations of 
the operating point in a nonlinear system. Sliding mode observer illustrates the idea 
to construct a speed observer based on motor equations but not merely confined to 
the basic structure [5.19]-[5.28]. In SMO, the current error vector ΔIs is used to 
define the sliding hyperplane of the sliding mode compensator [5.19][5.20]. The 
magnitude of the estimation error ΔIs is forced to the vicinity of zero by a high-
frequency nonlinear switching controller. The switched complex signal is directly 
used to exert a compensating influence on the machine model. The robustness of 
the sliding mode approach ensures zero error of the estimated stator current. 
 
SMO and the estimated back EMF: 
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  (5.7) 

Using the reconstructed back EMF, the rotor position and motor speed is estimated: 
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r ê

ê
tanaθ̂   (5.8) 

Paper [5.21] proposed a new SMO method by properly choosing gain coefficient, 
aiming at full speed range operation especially for improving low speed range 
performance. But in the low speed range only 20% of rated speed was tested. The 
nearly zero speed range is still unverified. In [5.22] another sliding mode control 
method is proposed. In this method, not only the speed, but also stator resistor is 
online estimated using SMO. SMO doesn’t need coordinate transformation, thus it 
won’t introduce error due to position estimation transient deviation. By comparing 
the real and the estimated stator current, it is simple and to ensure the accuracy 
speed estimation comparing to other methods where coordination transformation is 
involved. The sufficient high switching gain satisfies the necessary condition for SMO 
convergence in the high speed range. This gain of the error compensator increases 
when a sliding mode controller is employed for observer tuning. The problem is, 
good steady state result versus fast convergence rate is a conflict. In order to get 
accurate speed estimation result, the convergence rate cannot be properly assured, 
especially for wide speed range operation. In principal the sliding model observer is 
always switching due to the existence of sliding surface. This will introduce error to 
the estimated value in the steady state. Finally, in low speed range there will be big 
error in the back EMF estimation, because the back EMF is a normally small value at 
low speed. 
 

5.1.7 High frequency signal injection 
 
The main problem of the electric machines is that the accuracy of rotor position 
estimation is dependent on the magnitude of the back-EMF voltage, which is 
proportional with the rotor speed. The performance is degraded significantly in the 
low speed region, where the magnitude of the back-EMF voltage is small. As a 
consequence, the permanent magnet motors have to be started open loop with an 
arbitrary voltage sequence and brought to a speed good enough for back-EMF 
detection. Such an approach has limited starting torque capability. Also, this method 
does not guarantee that the motor will start from the beginning in the right 
direction. This two criteria which are enough to claim that other solutions has to be 
find and implemented for low speed, where the starter-alternators system can 
operates frequently (especially in urban driving cycle). 
 
To overcome these drawbacks high frequency signal injection based methods have 
been proposed [5.27] – [5.53]. This method is based on the magnetic saliency 
properties. By injecting voltage or current signals having higher frequencies than 
the fundamental, the response signal can be used to detect the rotor position.  
There are two forms of carriers signal injection techniques: 
• Rotating vector [5.29], [5.30] 
• Pulsating vector  
 
Rotating vector techniques inject a balanced three-phase voltage or current carrier 
signal to form a rotating excitation vector. The machine response signals are 
modulated by the magnetic saliency position. Rotor position is estimated from the 
phase modulated response. 
When a rotating carrier voltage vector is applied, the resulting high frequency 
current vector consists of two components. The first term on right-hand side of the 
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current does not have any position-related information, whereas the second term is 
phase modulated by the angular position, θe, of the saliency, and can therefore be 
used to estimate the saliency position. 
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  (5.9) 

 
Pulsating vector techniques inject a voltage or current along the d or q axis. Position 
is estimated by minimization of the amplitude modulated carrier frequency response 
signal measured along the axis orthogonal to the injection axis. An advantage of the 
pulsating vector injection is that, since the carrier current in d-axis does not affect 
torque production, significantly higher amplitudes can be used for magnet polarity 
estimation in a two step process [5.35]. 
 
In both cases, the voltage injection is usually preferred, which results in carrier 
current which is measured and processes to estimate the rotor position. 
If a pulsating carrier voltage signal injected in d-axis, the resulting current vector 
signal in the rotor reference frame is shown below. The first term in the right-hand 
side of the current does not contain any position related information, whereas the 
second one is phase modulated by the angular position of the saliency. 
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Block diagrams of the basic signal processing and estimation schemes proposed in 
[5.34] are shown in Fig. 5.2 
Carrier signal injection – based techniques are affected by the dead-time and other 
inverter nonlinearities [5.31], [5.32]. The effect of parasitic capacitances of the 
power devices during the dead-time has been found to be the main contributor to 
carrier-signal distortion. In [5.33], [5.34], a comparative analysis of pulsating 
versus rotating vector carrier signal injection techniques is performed. It was found 
that the accuracy of the two methods is the same, but pulsating carrier method is 
potentially less sensitive to the dead-time, but additional investigations are required 
to confirm. Differences in accuracy between the two methods have to be found in 
electromagnetic noise. Carrier voltage phase distortion due to inverter dead time is 
affecting both types of carrier excitation equally. 
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Fig. 5.2. Position estimation scheme using a) rotating vector injection and b) pulsating 

vector injection [5.34] 

 
 

5.1.8 Low frequency signal injection 
 
LF injection [5.54] is another method for motor speed estimation in the low speed 
range. In the proposed method, low frequency current is injected into the reference 
d-axis. The injected current will cause speed transient variation (due to torque 
oscillation) which indicates a speed estimation error. This error is then used to form 
a speed calibration value, and finally to estimate rotor position: 
 

  tωsin
ωJ

Iψp3
θ
~

ωJ
Iψp3

θ
~

sinθ
~

cosê c
c

c
2
m

2

c

c
2
m

2
cq    (5.11) 

 
LF injection method is originally designed for the speed estimation of IPM motor at 
low speed. The 
saliency of the motor is a distortion for this method. Thus the basic idea is quite 
different from the high frequency methods, where the saliency is a necessary 
condition for the estimator. Typical injection frequency is between a few Hz to a few 
hundred Hz according to the ratio of p2/J. The position error signal is dependent on 
motor mechanical parameter J. If J is too high this estimator method cannot be 
applied. In most cases, no accurate value of J can be acquired; this will cause 
trouble to the observer. The slow dynamic response is another drawback of this 
estimator. 
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5.1.9 INFORM 

 
Rotor position estimation of permanent magnet synchronous machines (PMSM) at 
low speeds and standstill can be realized by utilizing position dependent inductance 
values of the stator windings which may be caused by saturation and/or reluctance 
effects. One of the methods is the so-called INFORM (“Indirect Flux detection by On-
line Reactance Measurement”) [5.55]-[5.60]. This method is first introduced in 
[5.56]. The basic idea of INFORM is to measure the current response, which is 
evoked by voltage space vectors applied in different directions, and using this 
current to identify inductance variation. In detail, a sequence of voltage space 
vectors   is applied to the motor via the inverter and the current reaction   is 
measured [5.56]. The author defines the INFORM inductance as follows: 
 

 
dt/id

u
l

s

s
INFORM    (5.12) 

  
Fig. 5.3 Complex function yINFORM 

 
The parameter lINFORM is the so called p.u. complex INFORM reactance containing 
the desired dependence on the rotor position: 
 
  umINFORMINFORM γ2γ2ll    (5.13) 

 
lINFORM is an 180° periodic function periodically changing with motor position. Its 
calculation is simple and no need to use motor equations. Thus this method is 
parameter insensitive. Yet the calculation is based on the assumption that motor 
flux is sinusoidally distributed, so a flux distortion will cause speed estimation error, 
and the influence needs to be further checked. Another disadvantage is that in the 
steady state the applied testing voltages will cause current ripple. This is the biggest 
disadvantage of this method. In Fig. 5.4 is depicted the inductance calculated on 
one phase using INFORM method and the ideal inductance. 
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Fig.5.4 Top: resultant inductivity (Lu(v,w)) of the machine compared with a sinus 

signal [5.60], bottom: reference rotor angle and INFORM angle on PMSM   

 
5.1.10 Adaptive control 

 
 
In [5.61] a simple adaptive control method is proposed. For known magnitude of 
the permanent magnet PMPMref ψψ   , the observer (Fig.5.5) can be seen as a 

rotor field angle observer. 
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Fig. 5.5. Signal flow graph for adaptive control 

 
Its advantage is that this method concerns compensating voltage offset (uoff), and 
a calibration loop (with rotor flux) is introduced, which makes the estimation 
somewhat more accurate. Yet the proposed method is based on motor fundamental 
equations, so it’s dependent on parameter accuracy. Its performance cannot be 
guaranteed for wide speed range operation, especially in low speed region. 
 

5.2. Active flux concept 
 
The "active flux" concept proposed in [5.63] turns all salient-pole rotor ac machines 
into virtually nonsalient-pole machine, such that the rotor position and speed 
estimation becomes simpler. The active flux is aligned to the rotor d-axis. 
Consequently, the position of the active flux vector will be expressed in relationship 
with d-axis. The active flux concept has been already implemented and tested for 
interior permanent magnet synchronous machines [5.63]-[5.65] and reluctance 
synchronous machines [5.66]. Since active flux was introduced in [5.63] as a 
general concept for all types of synchronous and induction machines, now this will 
be in details investigated for BEGA. 
For the beginning let us start with the BEGA mathematical model. 
 
The BEGA transient equations in d-q reference frame are: 

 sr
s

sss ωj
dt

d
IRV 


   (5.14) 

 qdsqdsqds j  , jIII   ,  jVVV     (5.15) 

 PMqqqfmfddd IL  ,  ILIL     (5.16) 
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  dPMqdqdqfmf1e
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IIILLIILp
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IIp
2
3
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
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  (5.17) 

 ffdmff
f

fff ILIL   ,  
dt

d
IRV  


  (5.18)
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where  Vs, Is are the stator voltage and current vector respectively, Ψs is the stator 
flux linkage vector, Rs is the stator resistance, ωr is the electrical rotor speed,  Ld,q 
are the d, q axis inductance, Lmf is the mutual field-armature  inductance, ΨPM  is 
the PM flux on q axis, and p is the pole pair. Equation (5.18) characterizes the dc 
field (excitation) circuit, where Vf and If is the field voltage and current respectively, 
Ψf is the field flux, and Rf, Lf are the field winding resistance and inductance 
respectively. 
In our approach the active flux will be investigated for BEGA, considering zero id 
current (id=0). Equations (5.14)-(5.18), in steady state, become: 
 

 sr
s

sss ωj
dt

d
IRV 


   (5.19) 

 qdsqsqds j  , jII   ,  jVVV     (5.20) 

 PMqqqfmfd IL  ,  IL     (5.21) 

    qfmf1qd1e IILp
2
3

Ip
2
3

T     (5.22) 

 fff
f

fff IL   ,  
dt

d
IRV  


  (5.23) 

 
For BEGA the active flux is expressed as: 
 

 
 

PMfmfsqs
a
d

qqPMqqfmfsqs
a
d

jILIL

ILILjILIL






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  (5.24) 

 
The stator voltage model of BEGA in stator coordinates is: 

 
dt

d
IRV s
sss


   (5.25) 

The stator voltage model, taking into account the active flux, becomes: 
 

     a
drsqrsss ωjsILωjsIRV   (5.26) 

 
The vector diagram of equation (5.26) is illustrated in Fig. 5.6. 
  
The active flux   observer, in stator coordinates, is: 

   sqcompsss
a
d ILVIRV   (5.27) 
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Fig. 5.6. BEGA and its vector diagram pointing out the active flux  , for a) motoring 

and b)generating 

 
 
NOTE: 1) let us note the active flux angle as being the angle between the rotor 
electrical angle and the position of the active flux vector. 2) let us note the torque 
angle as being the angle between active flux vector position and d-axis. 
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






 (5.29) 

 
Equation (5.27) indicates that if the active flux angle is known, the position of the 
rotor can be easily calculated, by adding the torque  angle to the active flux angle. 
 
 γθθ a

d
er    (5.30) 

 
Therefore our target is to estimate the active flux angle as good as possible. 
 
The torque angle () is varying between [0…atan(ΨPM/Ψex)] for positive dc field 
current and between [ …+atan(-ΨPM/Ψex)]  for negative dc field current (see Fig. 
5.7). The full range of torque angle is 0...180 electrical degrees. 
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Fig. 5.7. Torque angle  during motoring and generating 

 
For validation of theoretical considerations of the active flux concept, a Matlab-
Simulink simulation model has been built and run. Of interest has been the validity 
of relationship (5.30). The simulation results are shown in Fig. 5.8 – Fig. 5.10.  
The target speed of the motor has been set to 1000rpm until time=0.4s when the 
reference speed is changed to -1000rpm. The purpose of this experiment is to 
validate the concept of "active flux" for motoring and generating. Changing the 
speed sign involve the operation of BEGA in generating for more than 150ms.  
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Fig. 5.8. BEGA reference and actual speed (upper side) and dc field current (lower 

side) 

 
The machine was closed loop speed controlled with position and speed sensor. The 
active flux magnitude and angle were calculated based on the fluxes “measured” in 
the machine. The torque angle was calculated based on equation (5.35). The sum of 
the two angles (torque and active flux) is the actual rotor position. In Fig. 5.9 are 
shown the actual rotor position, active flux position and torque angle. In Fig. 5.10 it 
is shown only the actual and calculated rotor position using the sum of active flux 
position and torque angle. It can be easily seen that the two (actual and calculated) 
angles are overlapped – this proves the validity of the active flux concept. Note that 
for negative dc field current � should be added to the torque angle to get the 
correct value of the torque angle. 
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Fig. 5.9 Actual BEGA rotor position (1) and active flux position (2) – upper side – and 

torque angle – lower side – 
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Fig. 5.10. BEGA rotor position: actual and calculated using active flux concept 

 
This way all assumptions made in equations (5.29), (5.30) and (5.36), based on 
vector diagram in Fig. 5.6 are considered valid. The next step is the implementation 
of the position and speed estimator based on active flux observer.  
 

5.3. Active flux observer 
 
The BEGA proposed vector control system employs speed mechanical rotor speed, 
ωr, (as a feedback for the reference) and electrical rotor position, θer, necessary for 
coordinate’s transformation in rotor reference frame. Since, no rotor position and 
speed is available from a position sensor the only chance is to estimate both of 
them. For this purpose an observer is proposed for rotor position and speed 
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estimation. Mainly, the observer is divided into two major parts: i) active flux 
observer and ii) position and speed observer.   
 

A. Active Flux Observer 
 
The scope of the active flux observer is to estimate the magnitude and angle of the 
active flux components   in stator coordinates. 
 
The operating principle of the proposed observer is to extract the active flux using 
the measured stator current, dc. field current and the estimated stator voltage. The 
stator voltage is estimated based on the measured dc-link (battery) voltage and the 
switching states. 
The signal flow diagram of active flux observer is shown in Fig. 5.11. It is based on 
a combined voltage-current model from which the Lq is term is substracted. 
The stator flux observer combines advantages of the current-model estimator in 
rotor reference at low speed, with the voltage-model estimator in stator reference at 
medium high speed, using a dynamic PI compensator (5.13). 
 
  

 
Fig. 5.11. Active flux observer 

 
The supply stator voltage   is the estimated one from space vector modulation 
block. The inverter nonlinearities are compensated by vinv, based on the method 
proposed in [5.67]: 

   sdsthinv irisecv
3
4

v   (5.31) 

kpc and kic are the proportional and integral gains of the PI compensator that gives 
the compensation voltage vcomp. 
decide the speed range where the current model (or voltage model) prevails.   
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pccomp ˆˆ
s

k
kv  








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where   and  are the stator flux estimated based on current model and respectively 
voltage model.  
The design of PI parameters kpc and kic is based on the pole placement method: 
 
 21ic21pc ωωkωωk   (5.33) 

 
where ω1,  ω2 are the desired poles with ω2> ω1. For low speed range   the current 
model prevails, while for high speed range   the voltage model prevails. Another 
advantage of this compensator is that the dc offset and drifts from the measured 
current are rejected.  
 

B. Position and Speed Estimator 
 
The rotor position estimator implementation is presented in Fig. 5.12. To extract the 
rotor position and speed from the active flux vector, a PLL (phase-locked-loop) 
state-observer is employed. The output of the PLL is the estimated position of the 
active flux ( ). To obtain the estimated position of the rotor the angle is added to 
the estimated position of active flux (see Fig. 5.6): 
 

   γγθ̂θ̂ erer   (5.34) 

 

where   γθ̂er   is the active flux angle estimated by the active flux PLL, and γ is 

the torque angle. 

  
Fig. 5.12. Rotor position and speed estimator 
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The angle � can be very precisely estimated due to accurate knowledge of    and  
obtained from experiments. 
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Note that important is the angle value and not the magnitude/amplitude of the 
active flux components.  
 
Since the torque angle γ is easily and accurate calculated, the accuracy of the 
estimated position depends on the performance of the active flux observer. 
The electrical rotor speed can be estimated using equation (5.37) if the rotor 
electrical position is known: 

 
dt
θ̂d

ω̂ er
er   (5.37) 

  
Replacing θer in equation (5.37) with equation (5.34), it yields: 
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 (5.38) 

According to equation (5.38) the rotor electrical speed is expressed as a sum of two 
components: i) active flux speed and ii) gamma speed.  
The active flux speed estimation is based on derivatives of active flux components ( 
) as follow: 
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A second solution for the speed estimation is given by equation (5.38): 
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where Δt is the sampling time of rotor speed evaluation. 
To remove the high frequency noise from the estimated speed a first-order low pass 
filter is used: 
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   ]1t[ω̂]1t[ω̂]t[ω̂k]t[ω̂ rrrr   (5.41) 

 
 

5.4 Bega vector control system 
 
The proposed BEGA control strategy is the same as that one described in Chapter 4. 
The difference is that here the rotor position and speed are the outputs from an 
observer, not being measured using a position sensor, like in the experiments 
performed in Chapter 4.  
  

 
Fig. 5.13. BEGA Vector Control Structure 

 
 
In order to find out the performance of speed estimation based on eq. (5.38) and 
eq. (5.40) a set of simulations has been run. One of the simulation results is 
presented in Fig. 5.14 – Fig. 5. 16. 
In Fig. 5.14.a, it is shown the reference, actual and estimated rotor speed using 
equation (5.38) – method 1– and equation (5.40) – method 2. In Fig. 5.14.b it is 
shown only the estimated speed using the two methods. The conclusion is that the 
methods are equivalent. 
In Fig. 5.15 is illustrated the estimated speed using method 1 and the two 
components of the estimated speed: active flux angle speed ( ) and torque angle 
speed ( ). Simulation results shows that one cancels the other during transients so 
that the estimated speed is close to the estimated speed, during transients, also. 
For high dc field current variations the accuracy of the estimated rotor speed is 
decreasing significantly. 
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Fig. 5.14. a) Reference, actual and estimated speed, b) estimated rotor speed using 

method 1 and method 2 
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Fig. 5.15. Estimated rotor speed using method1 and its components: active flux speed 

and torque angle speed 

 
5.5. Digital simulation results 

 
One scope of this chapter is to establish a guideline for active flux observer, position 
and speed estimator tuning. In order to define such rules a set of digital simulations 
has been run and based on the conclusion from simulation results, the set of rules is 
presented. In general for motion sensorless control, where observers and estimators 
are employed, besides the tuning of observers and estimators parameters is 
important to know also the influence of machine parameters. Therefore in what 
follows will be investigated the way how the calibrations of the observers and 
machine parameters affects the performance of the estimated position and speed, 
will be investigated. The stator flux estimator is that shown in Fig. 5.16. The scheme 
has also an offset input in order to study how the offset affects the observer 
performance. The effect of the following parameters will be also investigated: 
• Machine parameters: rs, ld, lq, lmf, �PM 
• Active flux observers parameters: kp_ad, ki_ad 
• PLL parameters: kp_pll, ki_pll 
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Fig. 5.16. Stator flux estimator structure 

 
 
Rule 1: Initial condition on voltage integrator (if the initial position is known):  
 
 
Case 1: Speed: 500rpm; Conditions: voltage offset: no voltage offset; Compensator 
parameters : kp_ad=10, kp_ad=20; Estimated voltage(vα, vβ) = measured (real) 
voltage 
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Fig. 5.17 Simulation results (from top to bottom): reference and actual motor speed, 

measured and estimated stator flux ( ), estimation offset voltage ( ) 

 
The simulation results plotted in Fig. 5.17 demonstrates that, if the initial conditions 
of the integrators are respected and no offset exists in the voltage measurement 
and machine parameters have the correct values, the stator flux estimation is very 
accurate from the begining. 
 
Case 2: Speed: 2000rpm; Conditions: voltage offset: vα_offset=0.5V, vβ_offset=-
0.5V; Compensator parameters : kp_ad=10, kp_ad=20;  
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Fig. 5.18. Simulation results (from top to bottom): reference and actual motor speed, 

measured and estimated stator flux ( ), actual and estimated stator, zoom on actual and 

estimated stator flux, estimation offset voltage ( )- outputs of compensator 

 
 
Simulation results shows that the voltage offset is fully compensated by the PI 
compensator. The magnitude of the PI compensator output defines the voltage 
offset, in steady state. The sign of the offset can be determined by the sign of the 
flux deviation (offset). If in the voltage will be a positive offset the estimated flux 
will be shifted with a positive offset (only in transients). Negative offset in the 
voltage will affect the estimated flux with a negative drift during transients. 
 
 
Case 3: Speed: 2000rpm; Conditions: voltage offset: vα_offset=0.5V, vβ_offset=-
0.5V; Stator resistance: rs=3*rsn; Compensator parameters : kp_ad=10, 
kp_ad=20;  
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Fig. 5.19 Simulation results (from top to bottom): reference and actual motor speed, 

estimation offset voltage – outputs of PI compensator ( ), estimated stator flux components , 

measured and estimated stator flux ( ), zoom on ( ) 

 
Simulation results shows that a mismatch of the stator resistance value in the flux 
estimator affects only the magnitude of the flux (and not flux angle), during 
transients and steady state. The value of the resistance has no effect on the 
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magnitude of the voltage offset during steady state, but during transient it has. So 
the compensator does not compensate for the stator resistance mismatch. The 
magnitude of the flux is affected by the stator resistance mismatch as equation 
(5.42) shows [5.67]: 
 

  dtiRˆ sssss   (5.42) 

 
Case 4: Speed: 200rpm; Conditions: voltage offset: vα_offset=0.5V, vβ_offset=-
0.5V; Compensator parameters : kp_ad=10, kp_ad=20;  
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Fig. 5.20 Simulation results (from top to bottom): reference and actual motor speed, 

actual and estimated stator flux ( ), estimation offset voltage ( ) 

 
Case 5: Speed: 20rpm; Conditions: voltage offset: vα_offset=0.5V, vβ_offset=-
0.5V; Compensator parameters : kp_ad=10, kp_ad=20;  

 

0 0.5 1 1.5 2 2.5 3
-75

-50

-25

0

25

time [s]

re
fe

re
nc

e 
&

 a
ct

ua
l s

pe
ed

 [r
pm

]

 

 

reference speed
actual speed

 

0 0.5 1 1.5 2 2.5 3
-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

time [s]

re
al

 a
nd

 e
st

im
at

ed
 fl

ux
 [V

s]

 

 
psi alpha real
psi alpha estimated
psi beta real
psi beta estimated

 

BUPT



                                 5.5. Digital simulation results 227

0 0.5 1 1.5 2 2.5 3
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

time [s]

es
tim

at
ed

 v
ol

ta
ge

 o
ffs

et
 [V

]

 

 

beta-axis offset
alpha-axis offset

 
Fig. 5.21 Simulation results (from top to bottom): reference and actual motor speed, 

actual and estimated stator flux ( ), estimation offset voltage ( ) 

 
Case 6: Speed: 20rpm; Conditions: voltage offset: vα_offset=0.5V, vβ_offset=-
0.5V; Compensator parameters : kp_ad=200, kp_ad=400;  

0 0.5 1 1.5 2 2.5 3
-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

time [s]

re
al

 a
nd

 e
st

im
at

ed
 fl

ux
 [V

s]

 

 

psi alpha real
psi alpha estimated
psi beta real
psi beta estimated

 
 

0 0.5 1 1.5 2 2.5 3
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

time [s]

es
tim

at
ed

 v
ol

ta
ge

 o
ffs

et
 [V

]

 

 

beta-axis offset
alpha-axis offset

 
Fig. 5.22 Simulation results (from top to bottom): Actual and estimated stator flux ( ), 

estimation offset voltage ( )
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Simulation results for the Case 5 and Case 6 proves that an increasing of the PI 
compensator values lead to a prevailing of the current model for low speed and 
consequently the voltage offset is rejected much faster. 
 

5.6. State observers performance and experimental 
results 
 
 
In order to calibrate the parameters of the active flux observer, position and speed 
estimator experiments were performed in a wide speed range: 2000rpm, 200rpm, 
20rpm and 2rpm.   
 
The target motor speed profile and speed response for a startup to 2000rpm 
followed by a few reversals are shown in Fig. 5.23. A zoom in on the estimated rotor 
position during startup, transients and steady-state is shown in Fig. 5.23c, Fig. 
5.23d and Fig. 5.23a respectively. During startup 10ms is necessary for the position 
to converge from 90 electrical degrees to 55 electrical degrees. The additional 50ms 
are needed for the error to drop below 25 degrees. Then the error reaches a value 
of  2-4 degrees at steady state. During speed reversal a maximum error of  37 
degrees is observed when the motor switches from positive to negative speed. 
When the machine switches from negative to positive speed the position error is 
below 40 degrees. 
The estimated speed has a negative spike immediately after the command is set, 
but this seems to be favourable to the startup because the reference torque will be 
a bit higher. The estimated speed error is acceptable, with a maximum of 90rpm 
during transients. 
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Fig. 5.23. Startup with load,  ±2000 rpm speed reversal with load. From top to 

bottom: (a) reference and measured rotor speed, (b)  measured and estimated speed, speed 

error, (c) zoom on actual and estimated rotor electrical position, rotor position error during 

startup (d), (e) zoom on actual and estimated rotor electrical position, rotor position error 

during speed reversal, (f) zoom on actual and estimated rotor electrical position, rotor position 

error during steady state,(g)  torque angle(δ) 
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In a second experiment the performance of the observer and estimators are 
evaluated for a speed of ±200rpm, speed that can be considered somewhere 
between the high speed and low speed range. The experimental results are shown 
in Fig. 5.24. The estimated speed error is maximum (300rpm) at startup, and is 
decreasing then to ±10rpm at steady state and below 50rpm during speed reversal. 
Estimated position has some oscillations, around 30 degrees, during startup but in 
150ms from the command, the position error drops below 5 degrees. During speed 
reversal the maximum error is 30 degrees. 
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Fig. 5.24. Startup with load,  ±200 rpm speed reversal with load. From top to bottom: 

(a) reference and measured rotor speed, (b) actual and estimated speed, speed error, (c) 

actual and estimated rotor electrical position, rotor position error, (d) zoom in on rotor position 

(e) torque angle (δ) 
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In the low speed region the first experiment is performed at 200rpm. The speed 
profile includes a motor step change in the load torque from negative to positive 
(time=6s) and a speed reversal from -20rpm to 20rpm (time=12.7s). The actual 
and estimated are shown in Fig. 5.25b. The estimated speed error is shown in Fig. 
5.25c. In the estimated speed can be seen some spikes, but in general the error is 
between 5rpm. The fact that the actual speed is not smooth is due to the load. The 
load was an induction machine driven sensorless (in torque control mode) by an 
ACS600 inverter. At very low speed it is very difficult to control an induction 
machine sensorless with torque reference. This is the reason for load torque 
pulsations, which furthermore are reflected in BEGA speed oscillations. In Fig. 5.25a 
a negative spike in the actual motor speed can be seen. That is due to the load 
torque which changes its sign. For 20rpm the position error is below 3 electrical 
degrees during steady state and transients. 
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Fig. 5.25. Startup with load,  ±20 rpm speed reversal with load. From top to bottom: 

(a) reference and measured rotor speed, (b) load and electromagnetic torque,(b) actual, 

estimated speed and speed error, (c) actual and estimated position, (d) phase currents (e), 

torque angle (δ) and dc field current 
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The last experiment performed presents the startup performance with a very low-
speed step reference of 2rpm without load, followed by a speed reversal. The 
experimental results are shown in Fig. 5.26. The estimated speed is smoother than 
the actual one, but this is due to the large time constant of the estimated speed 
filter. Actual speed is not filtered. The position error is very small (below 3 electrical 
degrees). It has to be noted that the position accuracy is very good in spite of  high 
current pulsations in phase currents and dc current. 
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Fig. 5.26. Startup with load,  ±2 rpm speed reversal with load. From top to bottom: 

(a) reference and measured rotor speed, (b) actual, estimated speed and speed error, (c) 

actual and estimated position, (d) phase currents (e), torque angle (δ) and dc field current 

 
SUMMARY 

 
In this chapter a review of existing sensorless control methods for permanent 
magnet synchronous motors is performed. Then the active flux concept and 
observer, for BEGA, is introduced. Based on simulation results the active flux 
concept is validated. Two solutions proposed for speed estimation based on 
estimated rotor position are compared. An analysis of the active flux compensator 
properties is done, based on simulations results. Finally, the performance of the 
active flux observer and estimators are performed based on experimental results.  
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6. ACTIVE-FLUX MOTION SENSORLESS CONTROL 
OF BEGA: DIGITAL SIMULATIONS AND 

EXPERIMENTAL VALIDATION 
 
The scope of this chapter is to present the performance of the active-flux based 
motion sensorless control of BEGA. The active-flux observer, position and speed 
estimator are tested for a wide speed range. In a first step the investigations were 
performed by simulations in a speed range of 20 to 2000rpm. In the second step 
the proposed solution was validated on the real setup in a speed range of 50 to 
2000rpm. In the low speed range, the performance of the observer is acceptable, 
but for speeds below 50rpm, problems rise during startup and speed reversal.    
 
In Chapter 5 the investigation of the active flux observer and position and speed 
estimator were performed with the machine driven with position and speed sensor. 
The aim of this chapter is to find out the performance of the observer and 
estimators with the machine driven without position and without speed sensor 
information. The position and speed information are provided by position and speed 
estimator instead of mechanical sensor. The proposed motion sensorless vector 
control structure for BEGA is shown in Fig. 6.1. 
 

 
Fig. 6.1. Proposed BEGA Sensorless Vector Control Structure 

 
Position information is needed only for coordinate’s transformation, while speed 
information is used to close the speed loop. The control strategy remains the same 
as that one described in Chapter 4, where unity and high power factor operation 
was investigated. 
 

6.1. Digital simulations 
 

 A set of simulations has been run to investigate the performance of the 
active flux observer, position and speed estimator for BEGA sensorless vector 
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control using the “active flux “concept. Simulations have been run at 2000rpm, 
200rpm and 20rpm. This way the performance of the observers and estimators are 
tested over a very large speed range. 
 

6.1.1 High speed operation 
 
For high speed operation a value of 2000rpm, for target speed, has been chosen. 
This speed is high enough so that to be considered representative for high speed 
range. It is well know, that for sensorless control of electric machines, in the high 
speed operation range, the observers and estimators are enough robust due to 
increased value of the back-emf. In fact not the back-emf itself is essential - 
important is the effect of the back-emf on the commanded stator voltage. In our 
system configuration only dc-link (battery) information is available.  
 
In the active flux observer the stator supply voltage in stator coordinates is needed. 
Based on the dc-link voltage information and the calculated duty cycle values (in 
space vector modulation block) the stator voltage is estimated and furthermore 
used as an input in the active flux observer. The accuracy of the stator voltage 
estimation increases with the increase of its magnitude – the effect of inverter 
nonlinearities over the voltage distortion is less at high value of the voltage 
magnitude. The stator voltage magnitude increases with increasing the back-emf 
magnitude. This is the cause-effect relationship between back-emf and better 
performance of the observer in the high speed range.  
 
As mention above in the first simulation scenario the motor target speed is set to 
2000rpm. After 0.5s the target speed is set to -2500rpm. The motor speed, 
position, load and electromagnetic torque, torque angle, phase and dc field current 
are shown in Fig. 6.2.  
 
The speed response is good without significant overshoot and oscillations. The 
actual and estimated speed, as well as the estimated speed error is shown in Fig. 
6.2c. Speed errors below 10rpm are and up to 100rpm during transients are 
reported. Actual and estimated rotor position and estimated position error is shown 
in Fig. 6.2d.  
During steady state the maximum position error is 5o (electrical), while during 
transients it reaches a value of 13 degrees. A position error of 90 electrical degrees 
exists when the dc current rise from zero. In other words if there is no current in the 
dc excitation and a speed command is set, the initialization value of rotor position 
will be 90 electrical degrees and will goes down to zero with the increase of the dc 
current in the excitation. The torque angle and dc field current is shown in Fig. 6.2e.  
 
For positive dc currents (motoring) the torque angle is below 90 degrees (closer to 
0o- positive direction of d-axis) while for negative current (generating) the angle is 
above 90 degrees (closed to 180o - negative direction of d-axis). The torque angle is 
as expected – below 90 degrees during motoring and above 90 degrees during 
generating. 
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Fig. 6.2. Simulation results: startup with load,  2000 rpm speed reversal with load. 

From top to bottom: (a) reference and measured rotor speed, (b) load and electromagnetic 

torque, (c) measured and estimated speed, speed error, (d) actual and estimated rotor 

electrical position, rotor position error (e) reference and measured dc field current, torque 

angle() 
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6.1.2 Medium speed operation 

 
For the medium speed operation a value of 200rpm is considered representative 
since for this speed value the back-emf is not so high, especially if the motor is 
running at no-load. In this second scenario the performance of the observer and 
estimator are evaluated for a startup at 200rpm, followed by a speed reverse after 
400ms, with the motor loaded at half of the rated torque. The simulation results are 
presented in Fig. 6.3. 
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Fig. 6.3. Simulation results: startup with load,  200 rpm speed reversal with load. 

From top to bottom: (a) reference and measured rotor speed, (b) load and electromagnetic 

torque, (d) measured and estimated speed, speed error, (d) actual and estimated rotor 

electrical position, rotor position error (e) reference and measured dc field current, torque 

angle() 

 
The estimated speed error during steady state is below 3rpm. For transients, errors 
up to 40rpm are recorded, when some small chattering in the dc current occurs. 
Notable oscillations in the estimated speed, for a short time, during startup can be 
seen. These oscillations are due to estimated position oscillations. Since the 
estimated speed is calculated based on the position derivation the link between 
position and speed oscillations is obvious. A maximum value of 9 degrees, in the 
estimated position error, is recorded during transients. At steady state the position 
error is very small – less than 1.5 degrees. 
 

6.1.3 Low speed operation 
 
Low speed operation is more than desirable and challenging for electric machines 
used as integrated starter-alternators in hybrid electric vehicles. This is request 
when the vehicle is driving forward at low speed or reverse gear. For low speed 
operation in the literature, PMSM sensorless control with speeds down to 1rpm, with 
full load, were reported. Such low speeds are, in general, with position estimators 
based on signal injection technique. The target is to use only one kind of 
observer/estimator for position and speed, over the whole operation range. 
For low speed operation range a speed of 20rpm was chosen. The simulation results 
are shown in Fig. 6.4. Simulations with speed of a few rpm were performed, also, 
but without satisfactory results. The main problem of such low speed sensorless 
operation is the slow torque response that causes high speed transients during load 
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disturbances, which can not be rejected in the end. A high overshoot in the motor 
speed is noted when a disturbance of 50% of the rated torque, with negative sign, is 
applied at the motor shaft. This way the motor is switching from motoring to 
generating. The load disturbance rejection is not very fast due to slow response of 
dc excitation current. The speed response is getting better when speed reversal is 
requested, from 20 to -20rpm.  
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Fig. 6.4. Simulation results: startup with load,  20 rpm speed reversal with 50% 

load. From top to bottom: (a) reference and measured rotor speed, (b) actual and estimated 

speed; estimated speed error, (c) actual and estimated speed; zoom on estimated speed error, 

(d) load and electromagnetic torque, (e) actual and estimated rotor electrical position; 

estimated rotor position error (f) reference and measured dc field current; torque angle() 

 
6.2. Experimetal results 

 
With the sensorless vector control system proposed in Fig. 6.1 a set of experiments 
on the testbench described in Chapter 4 will be run in order to validate the 
theoretical background of the active flux concept and to find out the performance 
and the limits of the proposed observer. 
 
As it is was mentioned above, for sensorless control of electric drives the 
performance of the position and speed observers/estimators degrades at low 
speeds, and therefore the first experiments will be performed at in the high speed 
range where the observer's performance is not too sensitive to the machine and 
observer parameters.  
 
Therefore in the first experiment a target speed of 2000rpm will be set. The 
complete reference speed profile is as follows: a) time=0.75s the target speed is set 
to 2000rpm, b) time=4.75s the target speed is set to -2000rpm, time=8.75s the 
target speed is set to 2000rpm, time=12.75s the target speed is set again to -
2000rpm.  The experimental results for such a target speed profile are presented in 
Fig. 6.5. The scope of our investigation is to analyse the performance of the 
observer in all conditions: start-up, steady-state and reversal.  
 
Startup: 
Some oscillation can be observed in the estimated speed for a very short time of 
150ms.  The speed oscillations are more on the negative side of the speed axis and 
it is due to the fast transient of the estimated position from the initial value of π/2 
towards zero, which is the initial position of the machine rotor. Looking on the 
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estimated position (Fig. 6.5d) and estimated speed (Fig.5a) we see the 
correspondence between estimated position and estimated speed which are linked 
by a derivative relationship. Of course a soft filtering is applied on the estimated 
speed to remove the high frequency noise. The negative oscillations in the 
estimated position "prevent" a possible starting of the machine in the opposite 
direction of the target. The estimated position error converges to zero after 30-
40ms and after it stays below 10 (electrical degrees). After around 170ms from the 
control triggering, the error position drops below 2-3 electrical degrees. According to 
Fig. 6.5b a spike of 225rpm (for a very short time) is in the estimated speed. After 
that an error of maximum 60rpm is reported, which is decreasing to 12rpm during 
steady state. 
 
Steady-state: 
The estimated position error is below 2-3 degrees, while the estimated speed error 
is below 12rpm according to Fig. 6.5f and 6.5b, respectively. 
 
Speed reversal: 
During speed reversal, immediately after the command switches its sign, some 
spikes in the estimated speed occur due to higher dynamic of the dc current. After 
500ms the estimated speed drops below the acceptable limit of 10rpm. The error 
of the estimated position reaches o maximum of 33 degrees. 
 
A zoom on the estimated stator and active flux (in stator coordinates) is presented 
in  Fig. 6.5i and Fig. 6.5j, at steady state and speed reversal respectively.  It can be 
noted that the active flux angle is a few degrees before the stator flux angle and the 
magnitude of the active flux is lower than the magnitude of the stator flux. Both 
remarks are in an agreement with the theory behind active flux concept.   
The reference, actual dc field current and torque angle are given in Fig. 6.5.k  
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Fig. 6.5. Experimental results: startup to 2000rpm followed by  2000 rpm speed 

reversal without load. From top to bottom: (a) reference,  measured and actual rotor speed, 

(b)  estimated speed error, (c) actual and estimated rotor electrical position, (d),(e),(f) zoom 

on c), (g) phase currents, (h) zoom on g), (i),(j) zoom on estimated stator and active flux in 

stator coordinates, (k) reference and actual dc field current (upper side) and torque angle   

(lower side) 

 
Within the second experiment, the performances of the observer are evaluated for a 
speed of 500rpm, in the medium speed range. The experimental results are shown 
in Fig. 6.6. The estimated speed shape is very similar to the previous case: some 
oscillations immediately after the command is enable; some spikes when the 
commanded speed is change to the opposite way; during speed reversal the 
estimated speed errors become smaller in time to a value of 5rpm at steady state.  
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Fig. 6.6. Experimental results: startup to 500rpm followed by  500 rpm speed 

reversal without load. From top to bottom: (a) reference,  measured and actual rotor speed, 

(b)  estimated speed error, (c) actual and estimated rotor electrical position, (d),(e) zoom on 

c), (f) phase currents,  (g),(i) zoom on estimated stator and active flux in stator coordinates, 

(h) reference and actual dc field current (upper side) and torque angle   (lower side) 

 
The estimated position converges fast to real position during starting. During speed 
reversal the estimated position is overlapping with the actual position – when the 
reference speed changes from negative to positive – and an error of maximum 20 
degree can be noted when the speed changes from positive to negative. The active 
flux is in front of the stator flux both during motoring and generating. This is 
accordance with the theory. 
 
Figure 6.7 shows experimental results for speed sensorless operation at 200rpm. 
The motor is starting under no-load condition. At time=6s a load (approx. 50% of 
rated torque) is applied to BEGA shaft via the induction machine which is sensorless 
torque controlled via three-phase bidirectional inverter. The load does not increase 
suddenly due to low performance of the load drive in the low speed range. Before 
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loading, BEGA is running as a motor (negative speed, negative toeque) and after 
loading BEGA switches in generating (negative speed, positive torque). After the 
startup, the estimated speed error stays within 8rpm. The absolute deviation of 
estimated position is increasing after BEGA loading, reaching an average value of  
30o electrical. The correspondence between torque angle (γ) and dc excitation 
current can be seen in Fig. 6.7.g) and h). Values of torque angle above π/2 are 
characteristics for generating while values below π/2 are characteristics for 
motoring.  
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Fig. 6.7. Experimental results: startup to 200rpm followed by  loading to 50%: (a) 

reference,  measured and actual rotor speed, (b)  estimated speed error, (c) actual and 

estimated rotor electrical position, (d) estimated rotor position error,(e) phase currents,  (f) 

zoom on estimated stator and active flux in stator coordinates, (g) reference,  actual dc field 

current, h) torque angle () 
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Another experiment performed in the low speed range is a startup to 150rpm 
followed by four speed reversals at the same target speed, without loading – the 
performance of the load drive degrades seriously in the low speed range. This is the 
reason why the experiments, at low speed, are performed at no-load. Experimental 
results are shown in Fig. 6.8.  Speed deviations below 8rpm, in steady state are 
considered acceptable. During transients deviations of the estimated speed up to 
60rpm are noticed. According to Fig. 6.8.d, the average value of the estimated 
position is higher in motoring (10o) than in generating (4o). A zoom on stator and 
active flux during stratup is shown in Fig. 6.8.f. 
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Fig. 6.8. Experimental results: startup to 150rpm followed by  150 rpm speed 

reversal without load: (a) reference,  measured and actual rotor speed, (b)  estimated speed 

error, (c) actual and estimated rotor electrical position, (d) estimated rotor position error,(e) 

phase currents,  (f) zoom on estimated stator and active flux in stator coordinates, (g) 

reference,  actual dc field current, h) torque angle () 
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Fig. 6.9 shows the no-load startup to 50rpm followed by two speed reversal at 
50rpm under no-load conditions, also. At steady-state the estimation speed 
deviation is about 7rpm. The absolute average error of the estimated position is 
about 20o during motoring and about 11o during generating. 
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Fig. 6.9. Experimental results at  startup to 50rpm followed by  50 rpm speed 

reversal without load: (a) reference,  measured and actual rotor speed, (b)  estimated speed 

error, (c) actual and estimated rotor electrical position, (d) estimated rotor position error,(e) 

phase currents,  (f) zoom on estimated stator and active flux in stator coordinates, (g) 

reference,  actual dc field current, h) torque angle () 
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6.3. Initial rotor position detection 
 
The knowledge of initial rotor position of BEGA is essential for a safe starting when 
the machine is vector control driven. Therefore the initial rotor position detection 
with a good accuracy is required. There are in the literature many papers describing 
different solutions for initial rotor position detection of permanent magnet 
synchronous machines. These solutions can be classified into the following 
categories, based on their principles [6.1]: 
• Voltage and reactive power harmonics [6.2], [6.3] 
• Variation of inductance [6.4], [6.5], [6.6], [6.7] 
• Patterns of voltage and current vectors [6.8] 
• Observer and Kalman filter techniques 
• Pulse voltage vectors [6.9] 
• High frequency signal injection [6.10], [6.11], [6.12], [6.13] 
 
 
In [6.14] an algorithm is proposed for initial position estimation of a dc-excited 
synchronous machine. The same principle is used, in what follows, for BEGA initial 
rotor position estimation. The algorithm principle is represented in Fig. 6.10 and 
6.11. 
 A voltage pulse is applied to the dc field excitation. The dc excitation current starts 
to increase until a steady-state value is reached. During transients, an induced 
voltage is generated in the stator windings. The magnitude of the induced voltage is 
proportionally with the current variation (the highest magnitude of the induced 
voltage occurs at the beginning of the applied voltage pulse - when the current 
slope is maximum; zero voltage is induced in the stator when dc excitation current 
reaches the steady state value). The stator windings are shortcircuited by applying a 
zero voltage vector (upper transistors on the inverter legs are turned off while the 
lower transistors on the inverter legs are turned on. This way a shortcircuit current 
flows through the machine stator windings. All this time the phase currents are 
sampled with 100us reccurence. Only two current sensors are needed since the third 
one is calculated based on two measured currents. It is important to distinguish 
between the north and south magnetic pole, to avoid failures or oscillation at the 
startup. Therefore the sign of the phase currents is used to distinguish between 
north and south pole.  
  
Briefly, the steps are: 
 

 The stator is shortcircuited by a zero voltage vector applied to the inverter 
(Da=Db=Dc=100%) 

 A short pulse step voltage is applied in the dc excitation circuit 
 The induced stator currents are sampled 
 Position is calculated after 50ms from the voltage pulse start, with the 

relationship (6.1) 
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Fig. 6.10. Phase currents flowing path with the stator windings shortcircuited (zero 

voltage vector) 

 
 

 
Fig. 6.11. Initial rotor  position estimation: phase currents, dc excitation pulse voltage 

and dc excitation current 
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To validate the principles and the performance of this solution, experimental results 
were carried out on the testbench. In Fig. 6.12 and 6.13 two experimental results 
are shown. During the experiments the BEGA rotor has been moved by hand. This is 
the reason why the actual rotor position, measured with an incremental encoder, is 
not very linear. Errors in the range of [-12….12] electrical degrees were recorded. 
The pulse width of the applied dc excitation voltage was 0.3s. The initial rotor 
position was calculated after Δt=1ms from the beginning of the voltage pulse. 
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Fig. 6.12. Initial rotor position detection (position calculated at 1ms after voltage 

step): a) reference dc excitation voltage and actual dc excitation current, b) phase currents, c 

estimated and actual rotor position (electrical degrees) and estimated position error 

 
 
 

BUPT



                           6.3. Initial rotor position detection 269

 
 

 

0 2 4 6 8 10 12 14 16 18 20
0

2.5

5

time [s]

vf
*/

5 
[V

], 
if 

[A
]

 

 

0 2 4 6 8 10 12 14 16 18 20
-10

0

10

time [s]

ia
bc

 [A
]

0 2 4 6 8 10 12 14 16 18 20
-4

-2

0

2

4

time [s]

ro
to

r p
os

iti
on

 [r
ad

]

 

 

0 2 4 6 8 10 12 14 16 18 20

-10

0

10

time [s]

po
si

tio
n 

er
ro

r [
de

g]

reference excitation voltage
dc excitation voltage

estimated position
actual position

(a)

(b)

(c)

(d)

 
Fig. 6.13. Initial rotor position detection (position calculated at 1ms after voltage 

step): a) reference dc excitation voltage and actual dc excitation current, b) phase currents, c 

estimated and actual rotor position (electrical degrees) and estimated position error 
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Fig. 6.14. Initial rotor position detection - zoom on Fig. 6.13: a) reference dc 

excitation voltage and actual dc excitation current, b) phase currents, c estimated and actual 

rotor position (electrical degrees) and estimated position error 

 
In Fig. 6.15 are presented the experimental results for a rotor target position of 215 
electrical degrees. The estimation position error is in a range of [-8…4] electrical 
degrees. 
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Fig. 6.15. Initial rotor position detection (position calculated at 50ms after voltage 

step): a) reference dc excitation voltage and actual dc excitation current, b) phase currents, c 

estimated and actual rotor position (electrical degrees) and estimated position error 

 
 
The great advantage of the solution is that it has a good accuracy and the 
identification of north (or south) pole is very simple. The sensitivity to the inverter 
and machine parameters are minimum. The implementation is very simple, also. 
Rotor position identification takes less than 50ms.   
 
SUMMARY 
 
In this chapter an active-flux based motion sensorless control of BEGA is 
investigated based on simulation and experimental results. The active-flux observer, 
position and speed estimators are tested for a wide speed range. In a first step the 
investigations were performed by simulations in a speed range of 20 to 2000rpm. In 
the second step the proposed solution was validated on the real setup in a speed 
range of 50 to 2000rpm. In the low speed range, the performance of the observer is 
acceptable, but for speeds below 50rpm, problems rise during startup and speed 
reversal.    
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7. EXPERIMENTAL PLATFORM AND SOFTWARE 
IMPLEMENTATION 

 
This chapter discusses the experimental setup and software implementation 

used for testing of BEGA as starter-alternator with vector control. Although, the 
experimental setup has been described in the previous chapters, briefly, a more in 
detail description, in this chapter, is required. 

 
7.1. Experimental platform 

 
 The block diagram and a picture of the real setup is shown in Fig. 7.1. 
 
The main components of the experimental setup are: 

 BEGA – electrical machine used for investigation 
 Induction machine and ACS600 bidirectional inverter used as a load drive 
 Three-phase inverter used to supply BEGA stator windings 
 Dc-dc converter used to supply the dc excitation winding 
 dSpace 1103 rapid prototyping system  
 4 x 12V, 55A valve regulated lea-acid batteries 

 

  
a) 
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b) 

Figure 7.1. Experimental setup for BEGA vector control driven: a) the scheme;  b) the 

real setup containing the PM-RSM, the load machine, the belt-transmission, the batteries and 

the Sauer-Danfoss inverter 

 
7.2. Induction machine and bidirectional power inverter 

 
An induction machine driven by a bidirectional PWM converter has been used as a 
load for BEGA. The induction machine was sensorless driven. The inductiona 
machine specifications are given in Table 7.1. The bidirectional inverter is shown in 
Fig. 7.2. Three operation modes can be set via a remote control: sensorless speed 
control, sensorless torque control and V/f scalar. 
 

Table 7.1. Induction machine specifications 
Rated power [kW] 5.5 
Rated voltage [V] 380  
Rated current [A] 15 
Rated speed [rpm] 2945 
Rate torque [Nm] 17.2 
Power factor 0.74 
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Fig. 7.2. Bidirectional three phase inverter ACS600 

 
7.3. Three phase inverter 

 
The three phase inverter is a Sauer-Danfoss inverter built for research activities – it 
is not a mass production inverter. The inverter is connected to the dSpace 1103 
acquisition board via six fiber optics transmitter/receiver channels. Three channels 
are used for PWM, the fourth channel for enable, the fifth one for stop and the sixth 
one is used as a feedback for protection. The specifications of the inverter are given 
in Table 7.2. The switching frequency during experiments was set to 10kHz.  
 

Table 7.2. Power inverter specification 
Rated power 14 kW 
Rated voltage 48V 
Rated current [A] 300A 
Switching frequency 10 kHz 

  
7.4 Dc-Link Power Supply 

 
The dc-link power supply voltage consists on four BOSCH valve regulated lead-acid 
batteries connected in series. The main specifications of the batteries are given in 
Table 7.3. A picture of the battery bank is shown in Fig. 7.3. 
 

Table 7.3. Batteries specification 
Manufacturer BOSCH 
Voltage [V] (100% SOC) 12.75 
Maximum current [A] 450A 
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Fig. 7.3. 4x12V valve regulated lead acid batteries 

 
7.5. Current measurement 

 
The current measurement is performed using four sensors: three sensors on BEGA 
phases, one sensor in dc-link for battery current measurement as it is shown in Fig. 
6.4. The current range is:  
[-300…300]A. The link between current sensors and dSpace acquisition board, 
including voltage range is shown in Fig. 7.4. Between the current sensors and 
dSpace acquisition board an adaptation box (amplifier) is used to amplify the 
voltage from the output of current sensors.  
  

 
Fig. 7.4 Battery and phase currents measurement layout 

 
The gain of the sensors is: 
  

 6.38
V
I

K
sensor

sensor    (7.1) 
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7.6. Position and speed measurement 

 
To prove the sensorless position estimation techniques, a position estimator had to 
be included in the system. The chosen device was a Telemecanique encoder type 
XCC which provides a resolution of 5000 lines per revolution. The output is a usual A 
QUAD B (A+, A-, B+, B-, N+, N-) which can be directly connected to the control 
system as it provides encoder interfaces. 
 

7.7. DC-DC converter for dc excitation  
 
The dc-dc converter is used to supply the dc field excitation circuit. It is a four 
quadrant dc-dc converter. It is linked to dSpace 1103 control board via fiber optics 
transmitters/receivers SFH566. The operating principle was described in Chapter 3. 
the specifications of the converter are given in table 7.4. The built dc-dc converter is 
shown in Fig. 7.5.  
 

Table 7.4. DC-DC converter specification 
Rated power 500 W 
Rated voltage 100 V 
Rated current [A] 5A 
Switching frequency 5 kHz 

  
 

 
Fig. 7.5. 4-Quadrant DC-DC converter 
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7.8 Control hardware dSpace DS1103 

 
The DS1103 PPC is a very flexible and powerful system featuring both high 
computational capability and comprenhensive I/O periphery. Additionally, it features 
a software SIMULINK interface that allows all applications to be developed in the 
MATLAB®/Simulink friendly environment. All compiling and downloading processes 
are carried out automatically in the background. A real-time interface called Control 
Desk, allows real-time management of the running process by providing a virtual 
control panel with instruments and scopes (Figure 7.8). 

 

 
Fig. 7.6. The single board control system dSpace DS 1103 

 
The DS1103 is a single board system based on the Motorola PowerPC 604e/333MHz 
processor (PPC), which forms the main processing unit.  
The DSP subsystem, based on the Texas Instruments TMS320F240 DSP fixed-point 
processor, is especially designed for the control of electric drives. Among other I/O 
capabilities, the DSP provides 3-phase PWM generation making the subsystem 
useful for drive applications. 
 
I/O Units 
 
A set of on-board peripherals frequently used in digital control systems has been 
added to the PPC. They include: analog-digital and digital-analog converters, digital 
I/O ports (Bit I/O), and a serial interface. The PPC can also control up to six 
incremental encoders, which allow the development of advanced controllers for 
robots. 
 
DSP Subsystem 
 
The DSP subsystem, based on the Texas Instruments TMS320F240 DSP fixed-point 
processor, is especially designed for the control of electric drives. Among other I/O 
capabilities, the DSP provides 3-phase PWM generation making the subsystem 
useful for drive applications. 
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CAN Subsystem 
 
A further subsystem, based on Siemens 80C164 micro-controller (MC), is used for 
connection to a CAN bus. 
 

  
Fig. 7.7. DS1103 internal functional block diagram 
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Master PPC Slave DSP Slave MC 
 
The PPC has access to both the DSP and the CAN subsystems. Spoken in terms of 
inter-processor communica-tion, the PPC is the master, whereas the DSP and the 
CAN MC are slaves. 
 
The DS1103 PPC Controller Board provides the following features summarized in 
alphabetical order: 

 A/D Conversion 
ADC Unit providing: 
- 4 parallel A/D-converters, multiplexed to 4 channels each, 16-bit resolution, 4 µs 
sampling time, ± 10V input voltage range 
- 4 parallel A/D-converters with 1 channel each, 12-bit resolution, 800 ns sampling 
time ± 10V input voltage range 
 
Slave DSP ADC Unit providing: 
- 2 parallel A/D converters, multiplexed to 8 channels each, 10-bit resolution, 6 µs 
sampling time ± 10V input voltage range 

 Digital I/O 
Bit I/O Unit providing: 
- 32-bit input/output, configuration byte-wise 
Slave DSP Bit I/O-Unit providing: 
- 19-bit input/output, configuration bit-wise 

 CAN Support 
Slave MC fulfilling CAN Specifications 2.0 A and 2.0 B, and ISO/DIS 11898. 

 D/A Conversion 
DAC Unit providing: 
- 2 D/A converters with 4 channels each, 14-bit resolution ±10 V voltage range 

 Incremental Encoder Interface 
Incremental Encoder Interface comprising: 
- 1 analog channel with 22/38-bit counter range, 
- 1 digital channel with 16/24/32-bit counter range, and 
- 5 digital channels with 24-bit counter range. 
 

 Interrupt Control - Interrupt Handling. 
 Serial I/O 

Serial Interface providing: 
- standard UART interface, alternatively RS-232 or RS-422 mode. 

 Timer Services 
Timer Services comprising: 
- 32-bit downcounter with interrupt function (Timer A), 
- 32-bit upcounter with pre-scaler and interrupt function 
- 32-bit downcounter with interrupt function (PPC built-in Decrementer), and 
- 32/64-bit timebase register (PPC built-in Timebase Counter). 

 Timing I/O 
Slave DSP Timing I/O Unit comprising: 
- 4 PWM outputs accessible for standard Slave DSP PWM Generation, 
- 3 x 2 PWM outputs accessible for Slave DSP PWM3 Generation and Slave DSP 
PWM-SV Generation 
- 4 parallel channels accessible for Slave DSP Frequency Generation, and
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- 4 parallel channels accessible for Slave DSP Frequency Measurement (F2D) and 
Slave DSP PWM Analysis (PWM2D). 
 

 
Figure 7.8. dSpace Control Desk real-time interface 

 
 

7.9 BEGA Control Software 
 
The measure and protection is the first main part of the developed software and has 
three main parts (Fig. 7.9): 
- signal acquisition and digital filtering of the acquired signals 
- encoder interface 
- protection 
The speed control and position and speed estimator is the second main part of the 
software. 
In the acquisition software (Fig. 7.10) the ADC channels are settled for acquiring the 
above discussed 4 currents and 1 voltage. The dc and phase currents are acquired 
on the 3 non-multiplexed A/D channels with 12-bit resolution, 800 ns sampling 
time. The dc excitation current and battery voltage are acquired on the multiplexed 
channels with 16-bit resolution, 4 µs sampling time. The acquisition process is 
triggered with the help of the slave-DSP timer interrupt with the same frequency as 
the switching (10 kHz). 
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Afterwards the measured quantities are scaled taking into account the scaling 
factors of the sensors. The third phase current is calculated from the two measured. 
The current protection implementation is shown in Fig. 7.11. 
 

  
Fig. 7.9. Control software in Matlab-Simulink: encoder, current acquisitions, current 

protection, speed control algorithm, position and speed estimator   

 
 

 
Fig. 7.10. Currents and voltage measurement 
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Fig. 7.11. Current protection implementation 

 
In the encoder interface the electrical rotor position of the rotor and its speed are 
calculated. This could be done counting the pulses coming on the dedicated 
hardware interface and knowing the resolution of the encoder (number the pulses 
for one revolution) and the sampling time the encoder is “readed” with. 
The space vector implementation, dc excitation controller and the link between the 
speed controller and PWM channels connected to the dc-dc excitation converter, via 
two optic fibers, is shown in Fig. 7.12. 
 

  
 

Fig. 7.12. Control software in Matlab-Simulink: space vector modulation connected to 

the three phase inverter PWM channels (DS1102SL_DSP_PWM1) and dc excitation controller 

connected to the dc-dc converter PWM channels (DS1102SL_DSP_PWM1) 
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SUMMARY 
 
The experimental test platform used during the testing of BEGA with vector control 
was presented in this chapter. All hardware components of the testbench were 
presented. The software was implemented in Matalb-Simulink and with Real-Time-
Workshop and automatic code was generated which was later flashed on the 
microprocessor. Control-Desk, a real-time interface was used to control the machine 
and to acquire all signal considered relevant. 
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8. CONCLUSION AND CONTRIBUTIONS 
 
 

8.1. Conclusion 
 

 The present work is dedicated to the advanced control of biaxial excitation 
generator for automobiles proposed as integrated starter/alternator system for 
hybrid electric vehicle. The valve regulated lead acid batteries, a modern topic in 
automobiles industry, was approached, also. 
 
Based on the results presented in the thesis, the main conclusions are summarized 
as follows: 
 

 The number of automotive applications that use electric actuators, instead 
of conventional hydraulic and pneumatic actuators, has increased in the last 
decade. The “X-by-wire” technology has a great potential in the future and 
is expected to witness considerable growth in the next years. At the moment 
due to safety and reliability concerns the automotive manufacturers are 
cautious regarding the adoption of this technology. 

 Battery management systems are request in modern and hybrid electric 
vehicles in order to prolong the battery life and to manage properly the 
electric power distribution in the vehicles. Battery state-of-charge, battery 
state-of-health, battery charge/discharge capability, battery overcharging 
and overdischarging are key function of a battery management systems. All 
these functions demand the knowledge with a high accuracy of the battery 
internal resistance.  

 Battery internal resistance is state-of-charge, state-of-health and 
temperature dependent. With so many dependencies relationship, it is 
obvious that the internal resistance must be estimated on-line.  

 Battery state-of-charge estimation is a challenge in automotive industry 
since electrochemical batteries are highly complex non-linear systems and 
an accuracy of minimum 5% is requested for battery state-of-charge 
estimation.  

 Investigations on the battery internal resistance measurement (estimation) 
were performed. It was shown that the accuracy of internal resistance 
estimation is increasing with increasing of battery current discharge slope.   

 A novel on-line and self-reconfigurable battery state-of-charge algorithm, 
for battery state-of-charge, has been introduced.  

 BEGA is capable of unity power factor operation with zero id and zero Ψq 
both in motoring and generating. 

 BEGA has a very large constant power speed range, theoretically to infinite. 
A constant power speed range up to 8 has been proved with the machine 
supplied at ¼ from the rated voltage 

 A current referencer has been proposed to minimize the total copper losses 
in the machine. This way the efficiency of the machine is improved with the 
penalty of a lower power factor 
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 With zero id, the torque response of the machine is not fast due to the 
larger time constant of the dc excitation   

 With non zero id during an error in the dc field current the torque response 
quickness is improved 

 A sensorless control strategy based on the “active flux concept” has been 
introduced. Very good results were obtained for medium and high speeds. 
In the low speed range the position estimator worked satisfactorily down to 
0rpm. 
 
 
8.2. Original contributions 
 
 
The present thesis includes, from the author, point of view, the following 

original contributions: 
 

 An overview of the automotive electrification trends; 
 Development of an high accuracy method for battery internal resistance 

measurement necessary in the battery management system used in modern 
automobiles and hybrid electric vehicles 

 Development and implementation of a novel on-line battery state-of-charge 
algorithm for valve regulated lead acid batteries 

 Development of a Matlab-Simulink® model for investigation of BEGA 
performance during transients and steady state. The model includes: BEGA 
modeled based on the dq equations, three-phase inverter with the dead 
time and voltage drop on the transistors, dc-dc converter for the dc 
excitation, vector control strategy; 

 Implementation of a vector control strategy for BEGA 
 Development of a control strategy that allows BEGA to operate at unity 

power factor for motoring and generating 
 A current referencer used to minimize the total copper losses in BEGA 
 Torque improvement strategy based on no-zero id during transients 
 Introducing of the “active flux” concept for BEGA 
 Development and implementation of a sensorles vector control strategy for 

BEGA operation in a wide speed range, from 50rpm to 3000rpm  
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