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Abstract - TESPAR coding (Time Encoding Signal 
Processing and Recognition) represents an efTectiveness 
alternative to the other coinmon mcthods (Dynamic 
Time Warping, Vector Quantization, Hidden Markov 
Models, etc.) used for speech/speaker recognition. The 
important advantage of this method is the time 
processing of signal with a decrease of t>̂ o orders of 
magnitude of the computaţional requirements. 
This work presents an appiication for TESPAR coding 
study allowing speaker recognition experiments using 
parallel neural net>%orks architecture. 
Keywords: TESPAR coding, speaker recognition, 
parallel neural networks, archetypes, TESPAR-A 
matrix. 

L INTRODUCTION 

TESPAR coding is a method based on the 
approximations to the locations of the 2TW (where W 
is the signal bandwidth and T the signal length) real 
and complex zeros, derived from an analysis of a 
band-limited signal under examination. Numerical 
descriptors of the signal waveform may be obtained 
via the classical 2TW samples (''Shannon numbcrs") 
derived from the analysis. The key features of the 
TESPAR coding in the speech-processing field are the 
foilowing: 

- the capability to separate and classify many 
signals that can not be separated in the frequency 
domain; 

- an ability to code the time varying speech 
waveforms into optimum configurations for 
processing with Neural Networks; 

- the ability to deploy economically, parallel 
architectures for productive data fusion [1 ]13]. 

IL TESPAR SPEECH CODING BACKGROUND 

The key in the interpretation of the l ESPAR coding 
possibilities consists in the complex zeros concept. 
The band-limited signals generated by natural 
information sources include complex zeros that are 
not all physically detectable. I h e real zeros of a 
function (representing the zero crossing of the 

function) and some complex zeros can bc detected by 
Visual inspection, but the dctection of all zeros (real 
and complex) is not a trivial problem. 
Locating all complex zeros involves the numerical 
factoriz^tion of a 2TW'^-order polynomial. A signal 
waveform of bandw idth W and duration T, contains 
2TW zeros: usually 2TW exceeds several thousand. 
The numerical factorization of a 2rW^-order 
polynomial is computaţionally infeasiblc for real time. 
This fact had represented a serious impediment in the 
exploitaiion of this model. The key to excccd this 
deterrent and use the fonnal zeros-bascd mathematical 
analysis is to introduce an approximation in the 
complex zeros location [2J [4|[51. 
Instead of detecting all zeros of the function the 
foilowing procedure may be used: 

- the waveform is segmented between successive 
real zeros (this defmes an epoch); 

- this duration information is combined with 
simple approximations of the wave shape between 
these two locations. 
In the simplest implementation of the TESPAR 
method [1][31[8], two descriptors arc associated with 
every segment or epoch of the waveform. 
These two descriptors are: 

- the duration (D), in number of samples, 
between successive real zeros; 

- the shape (S), the number of minima betw een 
two successive real zeros. 

The TESPAR coding process is presented in fig. 1, 
using an alphabet (tablei) to map the duration/shape 
(D/S) attributes of cach epoch to a single descriptor or 
symbol f6] 18). 
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Fjg 1 The TESPAR coding process 
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In order to define ihe TESPAR alphabet a high quality 
speech record is scanned by the developed application 
and for each epoch detects ihe descriptors: duration 
(D-samplcs) and shape (S-number of nninima). These 
pairs of descriptors represent poinls in the DxS plan 
assigned to each epoch. They are the training data set 
for the vector quantization process made by the 
Linde-Buzo-Gray algorithm. 
This vector quantization process delivers the symbols-
table of the TESPAR alphabet, which is used to map a 
TESPAR symbols for each signal vvaveform epoch, in 
the TESPAR coding process. The experiments proved 
that an alphabet with 29-32 symbols is sufficient for 
an acceptable approximation of signals in the 
classification applications using this method. In our 
experiments a 32 symbols alphabet was used, with 
svmbols berween 0-31. as it can be noticed in table 1 mm. 
Table 1 

s/D 0 1 2 3 4 5 
1 0 - - -

2 6 - - - - -

3 14 10 - - -

4 4 10 - - - -

5 30 10 10 - - -

6 11 10 25 - - -

7 11 9 25 25 - -

8 17 9 25 25 - -

9 1 5 25 25 21 -

10 1 5 12 21 21 -

11 13 19 12 21 21 21 
12 13 19 27 21 21 26 
13 16 15 27 21 21 26 
14 16 15 18 21 26 26 

30 1 20 1 20 1 20 1 20 1 3 | 3 

processing signals using the TESPAR method over 
traditional methods based on frequency descriptors is 
that TESPAR matrices are fixed length structures. 
ITiese matrices are ideal to be used as fixed-sized 
training and interrogation vectors for the MLP neural-
networks. 
There are two main methods of classifying band-
limited signals using TESPAR: 

- classifying using archetypes; 
- classify ing with neuronal networks [1][3][7]. 

Fig 2 . TESPAR S-matrix 

The TESPAR symbols string may be converted into a 
variety of fixed-dimension matrices. For example, the 
S-matrix is a single dimension IxN (N- number of 
symbols of the alphabet) vector, which contains the 
histogram of symbols that appear in the data stream 
(Kt. App), fig. 2 [7][8]. Another option is the A-
matrix, which is a nvo dimensional NxN matrix that 
contains the number of apparition of each pair of 
symbols at a distance of n symbols (fig. 3) 
[1][71. The " /ag" parameter provide the information 
on the short-term evolution of the analyzed waveform 
if its value is less than 10 or on the long-term 
evolution if its value is higher than 10. This 
bidimensional matrix assures a greater discriminatory 
power. 

The discriminatory power may be improved by using 
a matrix with three dimensions. There is also 
mentioned in the literature of the domain a new 
hybrid TESPAR DZ matrix. The main advantage of 

Fig 3. TESPAR A-matrix 

An archetype is obtained by averaging several 
matrices obtained from difîerent versions of the same 
utterance. Such archetypes tend to outline the basic 
mutual characteristics and dim the particular cases 
that might appear in different utterances of the same 
word, for example. 
The created archetype may be stored in the database 
and then used. In the classification process, a new 
matrix might be created and then compared to the 
archetype. Many different forms of correlation can be 
used to achieve the classification. A threshold is 
required to establish whether the archetype and the 
new matrix are sufficiently alike; the archetype with 
the highest ratings is chosen aiîter it has been 
compared to a threshold. 

III. THE APPLICATION OVERVIEW 

The application for TESPAR coding study and 
speaker recognition experiments was realized using 
Visual C-H^ 6.0 environment, which aliows fast 
Windows applications developing with all interface 
facilities. The applications main functions are: 

- wav file manipulation; 
- TESPAR alphabet generation; 
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- TESPAR-S, TESPAR-A matrices and the 
archetypes generation: 

- training of parallel MLP neural networks wiih 
multiple hidden layers: 

- the classification task using archetypcs and 
distances or neural networks: 

- to perform speaker recognition experiments 
on-line or otY-line for a large speech data base: 

- to save the experiments results in MS-F\cel 
compatible format. 

"Fig.4." shows some working windows of the 
application for the speech files manipulation and 
processing. 

- - - â̂C 
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Fig 4 Working windows of the application 

To achieve the above goals the environment offers the 
foilowing facilities: 

- record, play, vievv, load and save operation 
with wav files; 

- wav file editing (cut, silence/speech manual/ 
automatic separation), speech signal filtcring 
(low-pass) to smooth the wave; 

- TESPAR alphabet generation, saving and 
loading. The facility of visualization step by 
step the alphabet generation process to get 
statistica! on the epochs distribution in the SxD 
plan: 

- TESPAR-S and TESPAR-A matrices and 
archety pes generation and visualization: 

- the easy manipulation of the spcech database, 
adding or removing speech records or using a 
variable number of records for training for 
each enrolled speaker: 

- building, high speed automatic training, testing, 
visualization, saving and loading of the MLP 
neural networks (with many hidden layers); 

- selectabic method of classification: archetype 
distances or MLP classification; 

- the system ficxibility in fme tuning of the 
experiments conditions; 

- experiments can be performed "on-line" using 
the record speech facility or by using a record 
from the speech data base; 

- automatic classification of a large number of 
speech files and results saving; 

IV 

export of the results files in a common format; 
help guidc lo use the environment [7]. 

SPEAKER RECOGNITION EXPHRIMENTS 
AND RESUL rS 

The environment facilitates to perform diffcrent 
experiments using a speech data basc or ''on-line". In 
the classification process, the distance calculation 
between the archet>pes and test matrices can be 
employed or parallel MLP neural networks. Some 
results of the experiments using the distancc 
calculation between the archetypes and test matrices 
were been presented in [7]. In this paper the 
experiments focus on the use of MLP neural networks 
and the TESPAR-A matrices in the classification 
tasks because the\ otTer better results. The 
experiments used our speech database of 50 speakers 
(40 male + 10 femalc); each speaker has uttered 5 
timcs the same voiced sentence t6][7]. It must be 
specified that the speech data base utterances were 
been recordcd in a period of maximum t\vo months. 
[6][7]. Everv utterance was codcd with the TESPAR 
alphabet and the I'ESPAR-A matrices were derived 
from each sentence. In order to test the possibilities of 
the recognition system, which employ MLP, the 
foilowing conditions were employed: 

- the implicit alphabets tor the dilTcrent sampling 
rates; 
- the system is closcd. with 33 enrolled speakers, 
while each of them had uttcrcd 5 times the same 
voiced sentence: three of them were used for the 
training process: 
- all the utterances were used for the test; 
- 17 parallel MLP neural networks were used for 
the recognition task (with different hidden layers 
configurations). 

The state of the neural neuvorks can be seen in a 
window after each classification that uses MLP. fig.5. 
The results provided by the experiments for different 
sampling rate of the spcech signal and maximal error 
allowed in the training process of the MLP are 
presented in the table 2 for closed systems. 
For the opened systems the best results are presented 
in table 3. for FAR (False Acceptation Rate) and FRR 
(False Rejection Rate) and a result that is a good 
balancc of the both. 
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Fig.5 The intemal state of the MLP and a taken decision 
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Table 2 

F, 

Max Err 
allowed 

for 
training 

Best results 
|%| (1 hidden 

layer with 
10 neurons) 

Best results 
|%| (2 hidden 

layers with 
2X10 neurons) 

22kHz 0.2 99.39% 100.00% 
0.1 99.39% 100.00% 

0.07 99.39% 100.00% 
0.05 99.39% 100.00% 
0.03 99.39% 100.00% 

l lkHz 0.2 99.39% 100.00% 
0.1 99.39% 99.39% 

0.07 99.39% 99.39% 
0.05 99.39% 99.39% 
0.03 99.39% 99.39% 

8kHz 0.2 99.39% 99.39% 
0.1 99.39% 99.39% 

0.07 99.39% 99.39% 
0.05 99.39% 99.39% 
0.03 99.39% 99.39% 

Table 3 

F, 

Hidden 
Layer(s) 
neurons FAR FRR Optim ized 

22kHz 10 3.03% 2.42% FAR 
10 3.64% 1.82% FRR 
10 3.64% 1.82% FAR&FRR 

1 0 - 1 0 0.61% 7.27% FAR 
1 0 - 1 0 1.82% 1.21% FRR 
1 0 - 1 0 1.82% 1.21% FAR&FRR 

11 kHz 10 0.00% 9.70% FAR 
10 4.24% 0.61% FRR 
10 4.24% 0.61% FAR&FRR 

1 0 - 1 0 0.00% 8.48% FAR 
1 0 - 1 0 1.21% 1.82% FRR 
1 0 - 1 0 1.21% 1.82% FAR&FRR 

8kHz 10 1.82% 7.88% FAR 
10 2.42% 1.82% FRR 
10 2.42% 1.82% FAR&FRR 

1 0 - 1 0 0.00% 10.91% FAR 
1 0 - 1 0 1.82% 1.82% FRR 
1 0 - 1 0 1.82% 1.82% FAR&FRR 

V. CONCLUSIONS 

The results of the experiments prove the high 
capabilities of the TESPAR method in the 
classification tasks noticed also in [1][3]. 
For the closed system the results are above 99%, 
however an improved performance of 100% can be 
noticed for MLP with two hidden laycrs. The 
sampling frequency and the training rate do not seem 
to greatly affect the performances of the system. 

If for the closed system the performances are very 
close, for the opened system an extra layer in the MLP 
decreases the FAR with 1-3 % and in some cases 
increases the FRR with about 1%, the overall result is 
a performance increase. 
The effect of the sampling frequency on the system 
performance is not very important (3-4%); generally, 
the best results are obtained for 8 and 11 kHz 
sampling rate. 
The environment allows much flexibility in 
performing the experiments, in: 

- fîles manipulation; 
- alphabet dimension determination; 
- the MLP manual parameters setting in order to 

control the training process and to assure a fast 
convergence; 

- maximum allowed error selection for the 
training: 

- the results saving in MS-Excel format. 

The application may be improved by using the effects 
of other signal processing algorithms, applied before 
the coding. In order to improve the recognition rate 
the employment of more parai lei MLP neural 
networks with an increased number of layers can be 
used. However caution must be present when 
increasing the numbers of hidden neurons because the 
neural network looses the abstraction in favor of 
memory capacity. To validate the system more 
experiment are to be made using much amounts of 
utterances, stored on a long period of time and 
different speakers are advisable to test the system. 
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