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Cuvinte cheie:

Structuri si algoritmi de reglare automatd, proiectare bazata pe
model, reglare GPC, reglare Fuzzy, reglarea turatiei, sisteme de
actionare, hidrogeneratoare

Rezumat:

Teza de doctorat este orientata spre dezvoltarea de noi solutii de
reglare si metode de proiectare a regulatoarelor destinate reglarii
turatiei. Clasa de procese vizate sunt: - sisteme de actionare
electrica; - hidrogeneratoare. Metodele de reglare propuse sunt:
Metoda dublei parametrizari a criteriului Optimului Simetric (2p-SO-
m). Reglare GPC in cascada cu bucld interna minmax. Reglare Fuzzy
cu regulator Takagi-Sugeno (TS-FC) cu patru intrari si doud iesiri,
proiectat pe principiul minimizarii functiilor de sensitivitate. Reglare
Fuzzy cu regulator Mamdani dezvoitat in domeniul delta.

Solutiile propuse au fost testate prin simulare pe modele de procese
cu date numerice reale si pe modele de laborator.
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Two Degree of Freedom Fuzzy Controller
Two-degree-of-freedom (RST) polynomials
quasi-continuous

pseudo-transfer function

quasi-PI (P1D) fuzzy controller

quasi-PI fuzzy controller with output integration

quasi-PI fuzzy controller with input integration

Rule base

Membership Function

Linguistic Terms

Linguistic Variables

Zero-Order-Hold element/block
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Notation

H,.,(s)

H, ,(jw)
A(s),B(s);
P(s),Q(s)
A.B,C,L

S(s)

T(s)

G&sg, N(s), M%s
Q(s), X(s), Y(s
L(s),Ho(s)
H.(s)

He (8) 1 Hgo(S)

LO(S)I Hro(s)l SO(S)

H.(s),C(s)

kclkc; Tc'Tt‘:
TflTerd

HD(S)IP(S)
T,T,T,T.,T

TZ,I
Th

M (®) = H, (jw)|
Ma,2(i0) = Ha 2w}

Z{}

r(t)

u(t), y(t), x(t)
e(t)

U, Uc

d(t), di(t)
y(t)
2(t)
Km
k

awr

transfer function (t.f.), where , , - dedicated indices
frequency function (f.r.f.)

Polynomials in a rational t.f. form: - for the plant; - for the
controller

matrices in a state-feedback MM (underlining can be omitted)
sensitivity function

complementary sensitivity function

Rational forms, polynomial representation (parameterization)

(see Youla parameterization)
the open loop transfer function

Closed loop t.f. regarding to the reference input
Closed loop t.f. regarding to the disturbance input

Optimized (with index 0) expression for the mentioned t.f.
t.f. of the controller

Controller parameters

t.f. of the plant

time constants (in general, of a plant, of a subsystem, ...;
indices can be associated)) [sec]

(also) the delta-transformation zero [sec]
equivalent time constant (sum of small time constants) [sec]
time delay, dead-time constant; also mechanical time
constant [sec]
the magnitude function of the f.r.f. regarding to the reference
signal
the magnitude function of the f.r.f. regarding to the
disturbance signal
symbol for the Z transform
reference signal
general notations for system input, output and state
control error (the error signal)
control signal, command from the controller; some particular
notations are also used (for example uce , Ucy -..)
disturbance (index x can be associated)
measured output
controlled output
measurement equipments’ gain (with a supplementary index)

gain of Anti-Windup-Reset block - .
liﬁ‘i‘-‘ﬁ g
L“POLIT JCA Y

TIMISOARA
! BIBUOTSCA CENTRALA |
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TA ' TE
Ta

Uy

kal kA
U, Uc
La

Ra

1, 13
e, em
Ke

Jtol
Ma ; Ma, Ama

Ms , Mg, Amg
M¢

wrle ’ Aal CdlMd ’

v
Mot

H, Ah
Q: Aq,
y(t), Ay(t)
Pc

Qe

Ug

Tw [ TL
Gm

S

°5}

ty

time constant of an actuator (A, E) [sec]
electrical time constant [sec]

armature voltage [V]

actuator gain

voltage, command voltage [V]

Inductance [H]

Resistance [Q2]

current, field current {A]

(counter) electromotive voltage [V]
electromotive voltage coefficient [V/rad/sec]
current-torque coefficient [Nm/A]

friction coefficient [Nm/rad/sec]

(angular) speed, [rad/sec], [sec]

the speed of the drive shaft and wheel[rad/sec], [sec™]

moment of inertia of the motor [kg m?]

moment of inertia of the vehicle reduced to the motor axis
(kg m?]

moment of inertia of the two driven wheels reduced to motor
axis (converted) [kg m?]

total moment of inertia of the plant [kg m?]

active torque [Nm]

load torque (the notation My or M,,4 Will be also used) [Nm]
friction torque [Nm]

parameters in vehicle dynamics (Part I, rel.(2.2-1))
linear velocity of vehicle;. [m/sec]

the total mass of the vehicle (lower and an upper limit, Mg,
min @Nd Miot, max-) [kg]

gravity acceleration, g =9.81 [m/sec?]

the wheel radius (in the first application) [m]

frontal area of vehicle[m?]

air drag coefficient

rolling resistance coefficient

air / water density[kg/m?]

drive ratio

power, (generally, in particular mechanical or electrical
power) [W]

efficiency

the water-fall (in the second application) [m], [p.u.]
Water flow [m3/sec]

position of the electro-hydraulic actuator (part I) [m]
active power (of the generator) [W]

reactive power (of the generator) [VAr]

armature voltage (of the generator) {V]

the water time constant, the reflection time constant[sec]
the network self-control coefficient

electro-hydraulic converter’s gain Part I, fig.3.2.3
overshoot of a CS

first settling time
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t,

Yn

Pm, Pr

wC

Mp max=max
Ms max=Max
tsd1,02)
m=Ts /T,

B

-20 (-40) dB/dec.
¢

J

Nl ’ NZ

N,

yiE+jle)

r(t+j)

5(j) , A()

q!

KI Ku: Kdr

P,Y

d d
KB( ),K'I'( )
h, Te
ser SAE! SArl SS
Ar=rcre1
Aey=e-€y.
Au=uUp—Uy.y
Q,,0,,0;3,0Q,,
S,
ZE, PS, PM, PB,
NS, NM, NB
F(y) = T{f(t)}
yord
H(y)
He 1Y) s He pi(Y)
He oa(Y)
B*(v),B(v)

Csm(1), Cem(2)
Hm(z) = P, (2)

AL (2),Bn(2)
Aq(2)

d{S.R, T}

<Ary, Are>

BEI BAEI BAu

T(jw)
S(jw)

settling time
static coefficient

phase margin (phase reserve);
crossover frequency

maximum magnitude of the frequency response
maximum value of the loop sensitivity function

the settling time regarding to the disturbance

specific parameter in 2p-SO-method

specific parameter in ESO-m and 2p-SO-methods

the slope of the Bode diagram

the set of all bounded rational forms with real coefficients
Integral Cost Function

limits of the prediction horizon,

the control horizon

the j-step ahead prediction of the output

the future reference trajectory

weighting sequences

the shift operator

Feedback gain matrix and its components

design parameter in Modified Control Algebraic Riccatti
Equation

Discretized value for parameters of the PI-C-(r, d) controllers
sampling period

Parameters which characterize membership functions
increment for the reference input

increment for the error signal

increment for the control signal

Parameters for computing Auy. in TS-FC (part III-chapter 4)
Parameter for computing si.; in TS-FC (part I1I-chapter 4)

The names of the membership function

generalized delta transform of a function:

the variable associated to the delta operator
the delta t.f.

t.f.s for the delta PI and discreet PI controliers

t.f.s for the delta DB controllers
Decomposition of B*(y) into cancelling zeros B*(y) and non-
cancelling zeros B (y)

Controller with included Smith-predictor (in & and z domain)
The reference model’s t.f. and its polynomials

Observer polynomial

Degree of polynomials
the phase plane for two variable
tuning parameters (in FC-s)
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Part I. Introduction. Controlled applications

"You see things, and you say: ‘Why?’ But I dream things that never were and I say
'Why not?”” (George Bernard Shaw)

1. A short overview of the Thesis

1.1. Presentation of the Thesis

The PhD thesis is oriented on developing new control design methods and
control structures dedicated to speed control in two domains: electrical driving
systems and hydrogenerators (HG). The thesis is finalized by presenting the design
methods and control structures, and refers to two applications.

Some words about the title. In this thesis the term of Model Based design
is used to refer to control solutions where the model of the plant is connected
strictly to the controller design and sometimes directly to the control algorithm.

Generally, the term of Model Based Control (MBC) is used to refer to
control solutions that explicitly embed a plant model in the control algorithm. In
particular algorithms, such as Internal Model Control, Model Predictive Control,
Inferential Control (control using secondary measurements) and Smith predictor
based-controf, includes in the algorithm the designer’s knowledge about the plant in
form of a model and they are generically included in the category of Model Based
Control systems.

Even the classical task of design (tuning) a PID controller is based on model
{model based), much better control system performances can be obtained if the
model of the plant is actually obtained and used [I-93].

The current interest in the research topic is reflected by the large amount of
publications in the domain: Journals (Automatica, IEEE a.o.), Congresses (IFAC
Congresses) Conferences (Control Design, Control Applications of Optimization
a.o.), Symposia and Workshops, research reports, PhD theses. I had the chance to
take part on some of them with presented and published papers (see the reference
fist).

This thesis has five parts that are addressing control problems focused on
development of two control applications in speed control. The presented thesis has a
length of 192 pages and is based on 207 cited works. Out of these I contributed to
elaborating 22 papers out of which 12 as first or single author, and the rest as
member of the research team. The own paper reference list include also the
Diploma Work (2002), the Master Thesis (2003) and the three PhD Reports (2006,
2007). The references are marked as follows: with a general numbering (column 1)
from [1] to [207] and referred in each Part under a Part reference number; for
example reference [6] is referred in parts I, II and IV under numbers [I-6], [II-13],
[IV-12], (see the reference list).

Part I, entitied Introduction. Controlled applications, presents first
(chapter 1) a synthesis of the contributions and the Acknowledgements, followed by
the mathematical modelling of the applications (chapters 2 and 3). The applications
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22 Part I. Introduction. Controlied Applications

are an electrical driving system for an electric vehicle and control solutions for speed
control for a hydro generator.

Part 11, entitled Controller design for ensuring good reference tracking
and disturbance rejection performances using PID controllers, presents a
new development method for PID controllers. The current interest in the presented
design method is due to the fact that over 90% of industrial applications are PID
controllers, so any improvement of the design methods is welcome and easily
accepted in industry [I-4]. The new method is based on a double parameterization
in frequency domain, in order to obtain good performance of the system both in
reference tracking and load disturbance rejection. The application is focused on an
electrical driving system for an electric vehicle, and uses a cascade control solution
(CCS). An appendix presents details about the connection between one Degree Of
Freedom (1-DOF) and two Degrees Of Freedom (2-DOF) controllers and a design
method for 2-DOF controllers.

The third part, entitled New Speed Control solutions for
hydrogenerators, deals with two control solutions for speed control for a
hydrogenerator (HG) with medium water fall, using combined control schemes and
development strategies:

- The first proposed solution is based on a cascade control structure (CCS)
with an internal minimax controller (to reject internally located deterministic
disturbances) and a main General Predictive Control (GPC) loop (to reject
external stochastic disturbances induced by the power system (PS) [I-76],
(1-77);

- The second structure is a fuzzy control (FC) solution dedicated to the speed
control of hydro-turbine-generators (HTG) [1II-15]. In the first phase based
on the model of the plant a conventional PI controllers are developed
ensuring desired maximum values for both the sensitivity function and the
complementary sensitivity function in frequency domain. Further, by
accepting the approximate equivalence between fuzzy controllers (FC) and
the linear ones (in certain conditions), a design method for a four inputs-two
outputs Takagi-Sugeno Fuzzy Controller (TS-FC) is given.

Based on research results in delta domain defined by Middleton, R.H. and
Goodwin, G.C. [IV-1], [IV-2] and synthesized in an unified system-theory approach
[IV-3], the Part IV entitled Development of Fuzzy Controllers in delta domain,
presents a delta approach in design of fuzzy control solutions [IV-21]. The new
design method resulting in Mamdani PI-fuzzy controllers is validated by real-time
experiments in controlling a servo system with nonlinearities and by digital
simulation.

Part V, entitled Contributions synthesizes the contributions and possible
further research directions and topics.

The Appendices treat research details which are not included in the main
parts 11, I1I and IV of the thesis, but are in strong connection with them.

1.2. Contributions of the Thesis. A short overview

_The contributions of the thesis are spread in each part of it. Table 1.2-1
synthesizes them. The contributions are highlighted in detail in the end of each part
and finaly, in Part V of the thesis.
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1. A short overview of the Thesis 23

Table 1.2-1 Contributions of the thesis (a short overview)

Part | Chapter | Paragraph Contributions Papers
0 1 2 3 4
I 2. 2 A synthesis regarding modelling of an | [I-19],
electric driving system used in | [I-20]
electrical traction with DC motors and
BLDC motors, oriented towards CS
design

3. 3 A synthesis of the Mathematical | [I-89], [I-88]
Models (MMs) of  subsystems | ( 3™ PhD
appearing in the structure of a speed | report)
control of a HG. The models are | (2" PhD
oriented towards controller | report)
development

II 2 2.2 A short overview on optimal design | [I-87]

2.3 methods based on Modulus Optimum | (1% PhD
criteria, detailing the MO method, SO | report), [II-
method and ESO method 95]

3 3.1 A novel controller design method | [I-6], [1I-21],

3.2 based on a double parameterization of | [II-95], [I-87]

3.3 the optimality conditions specific for | (1% PhD
the SO method. Comparative | report)
simulations allow a good view of the
cases when the method proves to be
efficient

3 3.4 A Youla parameterization approach of | [1I-61],
the MO-m, ESO-m and 2p-SO-method | [II-95]

Appendix 1 2-DOF approach for PI and PID | [II-70], [I-77],
controilers and a design method which | [IV-35]
can easy applied in practice

I11 2. 2.2 A synthesis upon recent research | [I-88], [[-89]
results for cascade control structures | (2" PhD
(CCS) based on different design | report)
methods (3 PhD
report)

3 3.2-3.5 | A new two-stage CCS with an internal | [I1II-26],[1-88]
minimax state controller dedicated for | (2" PhD
rejecting internally located | report)
deterministic disturbances and a main | [I-88]

GPC loop. The use of the GPC | (3™PhD
controller under IMC representation | report)
based on the GPC’'s polynomial RST | [II-17]
structure has the advantage of easy
implementation. The control solution is

applied to the speed control of HGs

4 4.2-44 |A new FC development solution | [III-15],[I-89]
dedicated to the speed control of HG. | (3 PhD
The contribution contains a four | report)
inputs-two outputs TS-FC, developed
by starting with the design of two sets
of conventional PI controllers ensuring
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24 Part 1. Introduction. Controlled Applications

the desired maximum values of the
sensitivity function and of the
complementary sensitivity function in
the frequency domain

Appendix 2 The IMC equivalent of GPC structure | [III-33],
was derived. From an applicative | [I-88]
point of view the problem of | (2"¢PhD
constraint handling of the control | report)
signal with different AWR measures | [I-89]
for quick leaving of the saturation | (3™PhD
zone is also dealt with for the GPC | report)
and IMC structures

v 2 2.1 A short synthesis upon the advantages | [IV-6], [IV-9]
of using the & (delta) transform at the
implementation of digital control
algorithms

2 2.3.2 A study regarding controller design in | [IV-5], [IV-6],
d domain: [1V-9]

- PI, PID controllier design based on
MO-, SO- and 2p-SO-methods,
highlighting the advantages of the
implementation; sensitivity analysis
- DB controller design
2 2.3.3 IMC-based Smith predictor for plants | [IV-7], [IV-8],
2.3.4 with dead time. A new approach to | [IV-16],
control system design based on the | [I1-88]
IMC in delta domain, with a mixed | (2™ PhD
representation of the plant model | report)
within the IMC controller (hybrid
architecture). The method is based on
the dual representation in delta and Z
discrete domain of the plant
3 3.3 Based on the delta representation of | [IV-21],
3.4 the systems, a new design method | [I-89]
dedicated to a Mamdani type PI FC for | (3" PhD
benchmark-type plants model is | report)
proposed. The design is based on the
simplicity and transparency of the
method having in view a relatively
simple implementation.

Appendix 3 A method is presented for the | [IV-22],
development of 2-DOF FCs. The | [IV-35],
method is easy to understand and to | [IV-45],
implement as CAD development. [IV-46],

[IvV-47]
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1. A short overview of the Thesis 25
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26 Part 1. Introduction. Controlled Applications

2. Speed control of an electric driving system

2.1. General aspects

The speed control and positioning applications are present in all industrial
and domestic areas; the permanent development of control techniques and
technologies ensures new solutions. From the multitude of driving system
applications the thesis focuses on those where the reference is continuously
changing, permanent load is acting and system parameters can change, for example
due to changes of the moment of inertia. This happens for example in case of
electrical traction systems.

An electric driving system can be represented through a relatively simple
block diagram, characterized by reduced number of parameters and variables. For
electrical traction systems the different subsystems have different dynamics. The
electric machines used in such applications are mainly DC-motors, Asynchronous
motors and Synchronous motors. The according Mathematical Models (MM) can be
of different complexity [1-10], [I-22], [I-24]. The block diagram of an electric drive
is depictured in figure 2.1-1. The “load” is specific to each application affecting the
load torque, mg(t); for example, [I-13] [I-14], [I-21], [I-29], [I-30], [I-42]. The
indicated papers treat the driving system of a control oriented point of view.

foad )
Loud disturbance
ms(t)
wert) ua frr ) -

| Comverter/ ! s wlt)

\ nverter ! ) | Llecncal pan Mechanical part >
L] '

— Elecirical driving
Power electromcs system
Flectromagnetic feedback e

Fig. 2.1-1.The structure of an electromechanical driving system

The testing of a driving system is a standard procedure using constant
(persistent) and non-persistent inputs (reference and disturbance). The
disturbances can occur due to internal or external factors [I-1]-[1-4], [I-24]. Two
categories are taken into account here:

* Load disturbances, d(t) whose rejection is task of the control system;
« Changes in parameters due to internal or external causes.
The thesis analyses the interaction {electrical driving motor - load} for a hybrid

elgctrical vehicle application using a relatively simple model for the driving system,
widely accepted in practice.

BUPT



2. Speed control of an electric driving system 27

2.2. Modelling of an electric traction system

2.2.1.General structure of the electric traction system

The traction for an electric vehicle consists in the electric driving system [I-
14], [1-17], [1-22]. For these vehicles the energy sources can be various [I-14], [I-
17]:

- Pure electrical sources, based on batteries;
- Hybrid primary energy sources with different structure and components.

The main part (the drive engine) is an electric motor (EM) which drives the
wheels; it can be a DC-motor (DC-m), with brushes or brushless (with permanent
magnets). Both variants are accompanied by dedicated control and power
electronics. The electric machine can work as a motor (traction) or as a generator
(during the regenerative braking regime).

In case of vehicles with hybrid primary energy sources, the electrical energy
for the EM can be delivered (for example) by the battery and by an electric
generator (EG) [I-13], [I-14], [I-31], [I-32], [I-33].

The functional block diagram of an electrical driving system as part of an
electric vehicle is presented in figure 2.2-1.

Commands and control unit
Power electronic unit

Control unit .
Driven
wheels wh__Is
U
internal L . _ M. Electric
combustion Electric Power u, O%: M, J motor
. generator electronics ] P St (EM) and
engine i
the gear
Electric
drive wheols D.iv_..
wheels
Battery Driven
vehicle
Primary energy resource Primary / tampon energy Electrical traction
Engine-generator (EG) resource system

Fig. 2.2-1. Basic diagram of an electric vehicle

The main components of such a traction system are:
- the EM, a DC-m, which drives the wheels and whose control is dealt with in
part II chapter 4;
- the energy resources’ which deliver electrical energy for the EM: - the
battery as a buffer for the energy and the electric generator,;
- the power electronics and the control unit.
In hybrid applications, the EG is in rigid connection with the internal
combustion engine.
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28 Part 1. Introduction. Controlled Applications

An attractive alternative for the DC motors in case of electric vehicle driving
systems are the Brushless DC machines (BLDC-m) [1-14], [I-25], [I-30], [I-31], [I-
321, [1-33], {I-34]. They can function both in motor and generator regimes. It must
be mentioned that the BLDC-m is in fact the combination of a permanently excited
synchronous motor and a frequency inverter, where the inverter ,replaces” the
converter of a classical DC motor {I-17], [I-33], [I-34] [I-35], [I-43]. BLDCs with
inverter are mainly used in high performance electric drives with variable speed,
where these values largely outrun the nominal rotation velocity.

The advantages and disadvantages of each machine can be found in the
literature [I-14], [I-31], [I-33]. In the considered application a DC-m is used, the
control structure and the controller will be designed to the model of a separately
excited DC motor. This consideration does not restrict the application, since the
BLDC motor can be represented through an equivalent electric scheme as the
separately excited DC-m (see paragraph B, [I-25], [I-39], [I-40], [1-43], [1-44]).

The testing of the model through simulation requires a given reference that
must be followed. Such reference signals, consisting in a pre-defined “time-vehicle
velocity” scheme, are called drive-cycles. An example for drive cycles is the New
European Drive Cycle (NEDC), figure 2.2-2 [1-14].

-~ N ~— -
- A

{
I

Fig.2.2-2. Test Driving Cycle: the NEDC; time [s] on horizontal and velocity [km/h] on vertical
axis

2.2.2. Simplified models of the traction system

Regarding the system in figure 2.2-1, the electric drive and the “foad” will
be modelled separately. The modelling will refer to a separately excited DC motor
drive. Some remarks will also be given regarding the BLDC-m.

A. Electrical drive with DC-m
* Vehicle dynamics. The basic relations which describe the driven system

consist of the simple longitudinal dynamics of the vehicle [I-41], [I-42], [I-43].
According to Newton's second law, they are as foliows:

o(t) = S Fy(t)

w

M, (1) = ZF (1) (2.2-1)
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2. Speed control of an electric driving system 29

F,(t) =mwv(t)+ %pvz(t)Ad C, +mg(C, +sin(y(t))

where o is the angular velocity and M; is the torque required from the EM (the
load). The velocity v(t) is given in the specified drive cycles, the acceleration (v(t))

can be simply calculated from it; y(t) is the ramp angle, which will be considered

for simplicity equal zero (0%). The parameters are definied in Part II chapter 4 with
concrete numerical values.

The vehicle is modelled considering rolling, hill climbing resistance and
aerodynamic drag. This equation gives the required drive force, from which the
drive moment can be determined considering wheel radius and velocity.

« Driving system with DC-m [I-23], [I-45]. The hypotheses accepted at
modelling imply that in normal regimes the DC-m works in the linear domain where
the flux (current) is constant in value. An eventual change in the excitation regime
will modify the basic model, but a linearization in the new working point results in
the basic situation.

The basic equations that characterize the functionality of the system are
given in (2.2-2):

Tau, +u, =k,u,

L.di, /dt+R,i, =u, -e

T,=L, /R, , e=kw (2.2-2)
M, =K.,

J@ =M, -M_ - M,

Jiot = I+ Jven + 1w

where the following notations were used: T, - time constant of the actuator (power
electronics) [sec], u, - armature voltage [V], k, — actuator gain, u. - command
voltage from controller [V], L, - inductance [H], T, - electrical time constant, i, -
field current [A], e ~ counter electromotive voltage [V], ke - coefficient [V/rad/sec],
w - rotor speed [rad/sec], )i« — total moment of inertia of the plant [kg m?], M, -
active torque [Nm], M - load torque [Nm] (the notation M,,q will be also used), M
- friction torque [Nm], J,, - moment of inertia of the DC-m [kg m?], Jyen ~ Moment
of inertia of the vehicle reduced to the motor axis [kg m?], )., - moment of inertia of
the two driven wheels reduced to motor axis [kg m?].

Accepting that the total inertia of the system can change with max 25%

regarded to the basic value ] ., wich corresponds to the vehicle without

passengers, it results:
Jtot = JtotO + AJt with AJtSOZS JtOtO (22-3)

Based on (2.2-2) a block diagram of system can be built, se figure 2.2-3.
The load torque M; is generated by the vehicle dynamics.

Accepting for simplicity that T, can be neglected, the derived (linearised)
state-space equations of the DC-m are (2.2-4):

in=- ﬁ| +—=w+k,u
L L, AT , i, =1, (2.2-4)
. km . kf 1 w=w
W =0, - M,
J[Ot Jtot J[Ot
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30 Part 1. Introduction. Controlled Applications

Based on the biock diagram given in fig.2.2-3, the DC-ms’ t.f.s can be
computed {H, .(s), Hy,ms(S), Hia,uc(S), Hla,ms(s)}-

_| Vehicle |
dynamics
Mg f
U |k, U DU I'R, ")k Ma'<> V 1 .
145T, .Q " 1+ sT, m . Jms
Acluator Electric
part
k; F
| -
s SR B O
k M +«— Sensors — kMO
’ .
i u; ;Uw
+ v

Fig.2.2-3. Block diagram of a separately excited DC-motor (in figure e -> em)

For two particular cases k0 and k; = 0(an approximation widely accepted in
practice) the t.f. regarded to the control signal H, .. (S) is explicited:

- the case ke#0 and T, neglected:

H _ w(s) _ 1/k, where (2.2-5)
()= ue(s) " (1+Lakf )+ s[T RaKr + T ]+sT.T
kmke a kmke m a'm
T, = ':(m‘::a - is the mechanical time constant of the plant.

- thecase k, =0, (Ta is not neglected):
Hyels) = ot 21k (2.2-6)
' 1+sT, 14T, +5°T,T,,
In case of electric traction applications T, > T, and (2.2-6) can be rewritten as
H, . (s) > —<a 17K,
" 1+sT, (1+sT,)(1+sT,)

This form corresponds to a second order with lag benchmark type model. Numerical
values for the application are given in Part II, chapter 4.

(2.2-7)
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2. Speed control of an electric driving system 31

B. Electrical drive with BLDC-m

The alternative to DC-m is the drive with BLDC-m with concentrated coils
and bipolar supply (functioning in reversible regime) [I-2], [I-39], [I-40]. Such
drives can be modelled with a MM equivalent with a DC-m and represented through
block diagrams like figure 2.2-4 ([I-25], [I-30], [1-40], [I-45]).

+ Vehicle dynamics. The mechanical part of the plant is the same as the
case of DC-m and with dynamics given by relations (2.2-1).

e Driving system with BLDC-m. In practice the most common BLDC-m is
characterized by three phase coils and associated drive electronics [I-25], [I-39],
[I-40], [I-45]. The MM of the BLDC-m can be determined based on its block
diagram. Papers [I-25], [I-36], [I-30], [I-37], [I-40], [I-45] present the
equivalence from a mathematical modeling point of view between the BLDC-m and
DC-m drive systems.

The modelling of the other functional blocks of an electric vehicle is not
subject of this thesis.

2.2.3. Operating regimes

The speed control for an electric traction system (application considered in
Part II, chapter 4) must satisfy multiple requirements:

- Depending of the traffic conditions, the reference of the system is
permanently changing (see for example the NEDC in figure 2.2-2); the
velocity of the vehicle is correlated with the big time constants of the plant
and the motor power;

- According to (2.2-1) the load disturbance is permanently present and
changing, depending on the speed, traffic and weather conditions.

- According to (2.2-3), due to possible changes of the vehicle mass, the
equivalent moment of inertia will change and through this the large time
constant of the plant.

From these points of view the control and design method presented in Part

11 chapter 3 proves to be of actual interest.

s The aims of the CS applied to the DC-m can be grouped as follows:

- To ensure good reference signal tracking (speed) with small settling time
and small overshoot (good transients and zero-steady-state error at
v=const. velocity).

- To ensure load disturbance rejection due to modifications in the driving
conditions.

- To show reduced sensitivity to changes in the total inertia of the system:

Jiot = dioto + AJy with AJ,<0.25 Jege o (2.2-6)

o Control solutions adopted in the thesis. CCSs are among the simplest
multivariable control schemes. In spite of their simplicity, the CCS can
substantially improve the dynamics (see chapter 3). Based on this, two CCS
are adopted in the thesis, both having two control loops:

- One internal control loop of the current, consisting in a PI controller and
Anti-Windup-Reset (AWR) measure.

- One external control loop of rotor speed w [rad/sec] with a PI controller
in two variants: a classical one and a more complex CS where in the
outer loop a correction block was added.
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32 Part I. Introduction. Controlled Applications

2.3. Conclusions

The mathematical modeling was aimed to obtain a relatively simple MM and
block diagram based on linear(ised) dependences, which can be easily used for
controller design. The model facilitates the application of the new design method
proposed in chapter 3 of Part II. The basic relations that describe the vehicle
dynamics consist of the simple longitudinal dynamics of the vehicle according to
Newton’s second law. The model allows CS performance analysis especially
regarding modifications of Jiq.

3. Speed control of a hydrogenerator

3.1. General aspects

The plant consisting in a hydro-power plant (power generating system) [I-
47]-[1-50] is presented in figure 3.1-1 (a) (using [I-58], with authors’ acceptance).
The plant consist in a hydroelectric dam, a penstock system, the servo system
which controls the water flow through the turbine (acting the wicket gate), the
turbine and the synchronous generator connected to the power system (PS). The
plant is a MIMO system with interconnections between each input and each output,
figure 3.1-1 (b).

In normal functioning regime the plant can be considered with minor
(without) interconnections (decoupled) and so each transfer channel can be
modeled independently [1-58].

A simple formula for approximating electric power produced in a

hydroelectric plant is:

P=npgHQ (3.1-1)
where P [W] power in watts, N the efficiency, p [kg/m?] the water density [kg/m?],
H [m] the water-fall (the height), Q [m3/sec] the flow rate, g=9.81 [m/sec?] the
gravity.

Two to basic control systems acting upon the HGs depicted in figure 3.1-1
(b), are [I-91):

(1) The speed control of HG which ensures the active power transfer (pg ) from
the HG to the PS controlling the frequency (speed of SG) in the PS, [I-61],
channel uc, —®; in frame of this PhD thesis mainly this system will be
approached. pg represents the disturbance.

(2) The voltage control of SG which ensures the reactive power (qg) transfer
between the SG and PS, [I-61], channel uc —Ug; Qg represents the
disturbance.

Because of the important role the governors play in the control of the active power
transfer to electrical PSs, a great deal of research effort has been to investigate the
effects of CS, governor structure and parameter settings on the overall system
performance: mainly stability and transient behavior after load disturbances [I-54].
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Fig.3.1-1. Block scheme of a power generating system: (a) Main scheme; (b) Block diagrams
regarding the CSs’ structures

3.2. Modelling of the power generating systems’

blocks

The part of the process which will be used for modeling in purpose of speed
control is presented in 3.2-1 [[-48]-[1-51]. Under simplifying conditions [I-48], [I-
50] the diagram can be divided into separate subsystems. The assumption that the
angular speed w represents the controlled output is valid in the conditions of a large
power SG connected to a weak PS or of a SG connected to a local load (insulated

regime) [I-50].

So, the active power plays the role of load disturbance:

P(t) = my(t) w(t)

(3.2-1)

and is presented in figure 3.2-1 by the load torque m((t) .
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Load
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Fig.3.2-1. The part of the process which will be used for modeling in purpose of speed control

The changes in water flow through the turbine represent a second category
of disturbances which must be taken into account by designing the control system.

For the development phase of the CS, the modelling of the subsystems and
plant is treated thoroughly, from simple to very detailed models [1-47] - [1-53] and
[I-58], [I-59] and [I-63] (for the actuator).

By taking into account the reference outlining that simplified MMs for the
plant ensure within some limits acceptable conclusions from the point of view of
primary control quality verification [I-51], the thesis presents in this chapter,
simplified MMs of the main subsystems which occurs in the block diagram; they are
frequently called in the design of control structures and in the first phase of their
testing. The procedure is recommended in [I-51], [1-52], [I-53] and used in several
references with satisfactory reported results ([1-48] - [I-57]).

3.2.1.Simplified models for the hydraulic subsystem
and the synchronous generator coupled to the
power system

Based on papers [[-47]-[1-59], table 3.2-1 presents a synthesis of the most
frequently used t.f.s. the given models are relatively simple and are based on figure
3.2-2, where three subsystems can be delimited:

- the hydraulic subsystem,

- the synchronous generator and the load subsystem (particularly the power
system).

- the actuator (electro hydraulic servosystem).

A. The hydraulic subsystem
The subsystem - known also as dam construction (including the penstock) and
turbine ~ converts the energy of a hydronenergetic reservoir in mechanical energy
necessary for acting the SG, and it is characterized by (3.2-5) or (3.2-6), where T,, -
represent the water time constant, T.- the reflexion time constant. In [I-50], [I-51]
these parameters appear with values depending on the steady state operating point
and on the characteristics of the hydraulic turbine.
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Fig.3.2-2 The simplified structure of the plant

B. The synchronous generator coupled to the power system
The detailed mathematical model of the SG used in PS transient regime
studies can be replaced also by reduced order models [1-48]-[I-53]. Based on the
following simplifying assumption:
- linearization in the vicinity of a steady state operating point,
- giving up the supratransient phenomena,
- order reduction,
linear(ised) MM with different degrees of complexity can be accepted. A linearised
model in form of first order with lag (PL1) (3.2-7) is mainly accepted for the
development of the speed controller, [I-48]-[1-57]: T~ represents the mechanical
time constant of the HG, a, - is the network self-control coefficient and represents a
measure of the degree of connection of the SG to the PS. The value of a,, depends
of the steady-state operating point; usually [I-48] - [I-53]:
- am=0 for idle running of the HG (pre-synchronizing regime);
- 0< a,<1.3 for the HG connected to the PS; small values a,, correspond to a
HG operating in insulated regime on a local idle.
The value of a,, increases when the degree of connection to the PS increases.

3.2.2. Mathematical modeling of the servosystem (the
actuator)

Based on [I-59], {I-59] and neglecting the minor nonlinearities in the servosystem,
a linearised block diagram can be constructed, see figure 3.2-3. Using the notations
from [I-58], the following state model is presented:

_Kao
1 [
1T1 (3.2-2)
Xz _I_—ZX1

Ay =%, , Xpy =KwX; , Xmp =KX,
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Main
Control Bectro-hydreulic  Distributer servomator
signel Amphtier converter (gl”e vang)

Fig.3.2-3. Linearised block diagram for the electro hydraulic servosystem (after {1-58])

The servosystem can be stabilized using different control design methods:

- pole placement,

- modern control systems which take into account also the disturbance acting
on this level.
Part 111 of the thesis presents a new approach regarding the stabilization of

the subsystem, the proposed CS is based on a special design of inner stabilizing and
outer speed control loops. The disturbances acting on the plant are located in two
places [I-51]:
- disturbance acting upon the actuator due to the water flow [I-48],[I-57];

Table 3.2-1. Most frequent!

- load disturbance due to the changes in power demand; they have an

oscillatory non-persistent behaviour.
The disturbances will be approached in Part III of the thesis.

vy used t.f.s. for the plants’ subsystems

No Block Mathematical Model Remarks

1 The servosystem ) k.G, . 1 Model for the
H () Ay(s) X = T e, X, = —.I:—xl, Ay = X, | unstabilised

Ama = 1 2 servosystem
Y Au(s) (3.2-2)
k PL1 type model for
He(s) = —— (3.2-3) the stabilized
1+ sT, servosystem
H.(s) = K PL2 type model for
s 1+ 2CT.s + Tszsz the stabilized
servosystem
(3.2-4)

2 Penstock-turbine 1-sT, (3.2-5) First order
subsystem (hydraulic 1+5sT, /2 nonminimum-phase
part) Tw- the water time constant [I-51] model

() = 28S)
Amdy Ay(s) 1-sT, + Twzsz () or Second order

1+sT, /2+T,%s?

nonminimum-phase
model
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1-sT, + (T, /n)’s®
1+sT, /2+ (2T, /n)’s?
(3.2-6)
T.- the reflection time constant
[I-51]

3 Turbine-SG 1 PL1 type model
- = (3.2-7)
H _ Aw(s) O +sT : 0< an<1.3
AmAy(S) - Am(s) m m
d,, - the network self-cantrol
coefficient

Remark: The situation a,, = 0 represents a special case which can be solved by
frequency domain design.

The non minimum-phase systems (NFS) represent complex processes where
it is often needed to use advanced control structures to ensure good CS
performance.

The basic speed CS is presented in Fig. 3.2-4, where: r -~ reference input
(speed setpoint), y - controlled output (SG speed), e=r-y - control error, u -
control signal, d; -disturbance input, d, - load disturbance (sum of time-varying
contributions from the PS).

The wicket gate acting servo, playing the role of the actuator, is not detailed
in the CS structure because the actuator is usually a local control system that
ensures fast dynamics included in the Hydro-turbine and Penstock (HTPS) dynamics,
and deals also with the disturbance rejection acting at this level.

d) dy

i»?‘i C [{HTES 3G and o
d PS

Fig.3.2-4. Speed control system structure

3.3. Conclusions

Based on the cited literature mathematical models for the HG system (with
detailed subsystems) were presented, with the aim of later speed control design.
The simplified mathematical model presented in table 3.2-1, are standardized and
recommended by IEEE Working Group in IEEE report [I-53] and IEEE Committee in
IEEE report [I-54].
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Part II. Controller design for ensuring good
reference tracking and disturbance rejection
performances using PID controllers

"The PID controller can be said to be 'the bread and the butter’ of the control
engineering” (K.J. Astrém [II-2])

Many optimal control synthesis methods result in controllers of high order
related to the order of the plant (see for example in parragraph 2.3, the general
case of the Symmetrical Optimum method (SO-m)). Applying the small time
constant theorem, this order can be reduced reasonably. So, for many applications,
for example the electric driving applications, the t.f. of the plant can be accepted in
the design phase as a benchmark-type MM.

The speed control for an electric traction system (application considered in
Part II, chapter 4) must satisfy multiple requirements:

- To ensure good reference signal tracking (speed) with small settling time
and small overshoot (good transients and zero-steady-state error at
v=const. velocity).

- To ensure load disturbance rejection due to modifications in the driving
conditions.

- To show reduced sensitivity to changes in the total inertia of the system.
Some of the reference papers which deal with PI PID controller design ([1I-2], {II-
3], [1I-9], {I1I-36], [1I-78], [1I-79]) highlight the fact that optimization methods
based on Modulus criteria in frequency domain are still attractive. From this
chategory the SO-m [II-24], [1I-25] is frequently appealed in literature [II-2], [II-
4], [11-9], [11-30], [11I-38], [1I-39].

In accordance with the application treated in the thesis - a driving system
for an electric vehicle ~ this Part introduces a new design method based on a
generalization of the SO-m using two parameterizations:

One regarded to the criterion,

- Another regarded to the plant model.

1. PI, PID and two-degree-of-freedom (2-DOF)
controllers

The number of degrees of freedom (DOF) of a controller is defined by the
number of t.f.-s of parameters can be independently adjusted [II-1]. The design of
a Control Structure (CS) is a multi-objective problem; in this context, by increasing
the number of degrees of freedom from one degree of freedom (1-DOF) to two
degrees of freedom (2-DOF), better system performances can be achieved. The
main tasks in developing a CS are the following [II-2] - [1I-6]:
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1. PI, PID and two-degree-of-freedom (2-DOF) controllers 39

e Design of a controller that should bring the process’ behaviour
asymptotically to the desired values determined by the reference;

e Design of a controller that should ensure the process lowest possible
deviation from the desired behavior caused by disturbances (load
disturbances);

e Design of a robust controller that ensures adequate behaviours when
changes in the system parameters occur:

- modifications in the values of the plant’s parameters;

- limitation in the capacity of the system to introduce the necessary

energy to control the plants (systems with limited capacity).

The popularity of PI(D) controllers is due to the fact that despite of its
simple structure, it ensures some important control functions such as: feedback,
ability to eliminate steady state error through integral action and can anticipate the
future through derivative action. Since the number of tuning parameters of a PI(D)
controller is relatively low, the tuning techniques can be brought to transparent
forms that are easy to use [II-6].

The future of PI(D) control and 2-DOF control [II-2], [II-8] - [II-14]
consists in integrating this into advanced control strategies: Smith-predictor,
Internal Model Control (IMC), nonlinear 2-DOF extension, fuzzy and neuro-fuzzy,
adaptive PI(D), robust PI(D) control, gain scheduling, where the experience in using
traditional controllers can be extended and the performance improved.

1.1 PI, PID and 2-DOF controllers. Plant models

The structures of PI-PID controllers can be grouped into four categories [II-
3], [1I-6], Table 1.1-1.

Table 1.1-1. The structures of PI-PID controllers

No Usual Transfer function (t.f.) Parameters Rel.
denomination H.(s)
0 1 2 3 4
1. | Classical ideal 1 k,, k., kq and
PI(D) controller kC(1+5_Ti'+ST°) or kp 1'. T with (1.1-1)
structure (parallel 1 €rlird
realization / non- k, +—k; +skq k =k k =-%£
. . P [ P cr Ky ]
interacting K= T T
structure) a7 "cld
2. | Classical “serial” k Keo T Ter
PI(D) controller o rsTakiesTa) ke T Ta, Tes [11°2)
structure, (cascade
’ 1 . 1+5sT =
structure or ke(l+ 1T sTd ; Ty =nT;
interacting i f k.=kc/T.n>1 (1.1-3)
structure
3. | Non-interacting (1.1-4)
PI(D) controller _ 1 __sTy See rel. (1.1-2), (a)
structure (non- u(s)—kc(1+s—Ti)[e(t) 1+sT, y(s)] (1.1-3) (1.1-4)
homogenous): 1 ST (b)
- PI regard. Ref. | u(s) = k. e COR o sdT y(s)]
- PID regard. i d
feed-back
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4. | Two-degree-of- Cy - the reference
freedom (2-DOF) u(s) = Cr(s)r(s) - Cs(s)y(s) controller, (1.1-5)
controllers Cs - the feedback

controller,

Remarks: 1. The structures for controllers with non-homogenous information
processing are detailed in [II-16]-[11-20]; they offer various sorts of t.f. regarded to
the controller inputs.

2. For low order plants the 2-DOF controller can be regarded to a non-
interacting - PI(D) controller; the parameters of C;(s) and C1(s) can be expressed as
function of the PI(D) controller parameters (for example in [II-17] and appendix 2).

In order to avoid difficulties due to contradictory results obtained from
design according to reference tracking and disturbance rejection, different “optimal”
- or in special cases, “optimum-like” - tuning techniques can be adopted. Optimum-
like tuning techniques are considered techniques which are derived from
“optimisation relations” but which do not fulfil entirely the requirements imposed by
this. Such techniques were developed by the author/in cooperation and will be
presented in this work. Namely:

- The 2-ESO-m method, based on a double parameterization of the

Symmetrical Optimum method (SO-m).

- A CAD development of SISO 2-DOF controllers. For low order benchmark-
type plants relations between 2-DOF and PI(D) controller are done.
The developed tuning technique can be extended also in fuzzy-control domain [II-
16], [1I-19], [iI-20] with various application-domain. Several analysis techniques
can be regarded to these tuning techniques.

The exact model of the plant is very often difficult to be determined exactly;
that is why PI(D) or 2-DOF control design methods and the performance verification
of the CS are both based on benchmark type models. Some of these models are
synthesized in {II-6] - [1I-8] in form of:

- Low order lag systems without or with dead time;
- Multiple equal pole model;
- Right half plane zero model;
- Fast and slow models etc..
In case of linear continuous SISO systems the t.f. of the plant will be noted as:

B(s) B(s) .
H = -z or = ST 1.1-
(s) AGs) Hp(s) A(s)e ( 6)
In discrete time, the pulse t.f. of the process from the continuous model will be
used:
H,(s) B
H(2) = (1-zYZ{>2y - B(2) (1.1-7)
o(2) = ( )Z{ s ) H,(2) A2)

These models can be extended by supplementary particularities of the process:
process nonlinearity, place of disturbance, time varying parameters [1I-1], [II-4],
{11-6], [11-7], [11-8}, [1I-2].

1.2. The structure of the Part II

Chapter 2 starts with a synthetic presentation of the aims of optimization
techniques in frequency domain. As a particular case of optimization in frequency
domain for low order plants and PI (PID) controllers variants of the Symmetrical
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Optimum method (SO-m) are shortly summarized: - the basic variant of
Symmetrical Optimum Method (given by Kesster) [II-24]; - the version of SO-m
given by Voda&lLandau’s (KVL- relations) [II-38], [II-39]; - a parameterization of
SO-m: the Extended Symmetrical Optimum method (ESO-m).

Based on this results, for the special case of plants without real integral
components and dominant time-constant(s) - which is also the case of electrical
traction systems - in chapter 3 a double parameterization of the SO-m (marked 2p-
SO-m) was introduced by the author (papers [1I-20] - [1I-23], [II-64]). The tuning
method was applied under different forms in some different application papers (see
references [II-18], [II-16], [II-20], [1I-49], [1I-53]). Designing the controlier based
on this approach there can be ensured:

- Use of pre-calculated (crisp) tuning relations;
- The possibility of improving load disturbance rejection for some specific

cases: T;>>Ts and T1> T,>>Ts .

- The possibility of improving the phase margin of the CS, reducing its
sensitivity and increasing its robustness
- The possibility of using both types of controllers: - with homogenous and
with non-homogenous structure regarded to the inputs;
- The possibility of improving reference signal tracking by using reference
filters (F-r) with parameters that can be easily fixed.
Finally, a Youla parameterization of the 2p-SO-method {1I-60], [1I-61] is presented.

Chapter 4 presents an application where, the advatages of the desidn
method are combined with the advantages of the CCS.

Appendix 1 based on paper [II-70] treate a design method for 2-DOF
controllers and comparison with PID controller. The equivalence between a 2-DOF
controller and the conventional 1-DOF (PI, PID) controliers with reference filters are
analysed.

2. PI, PID controller design techniques in
frequency domain. Modulus Optimum based
methods. The Modulus Optimum and the
Symmetrical Optimum methods

In order to avoid difficulties due to contradictory results obtained from
design according to reference tracking and disturbance rejection, different
“optimum” - or in special cases, “optimum-like” - tuning techniques are adopted.
Part of them, for example [II-3] - [II-7], are developed in frequency domain and
known as Modulus Optimum Methods (MO-m). Two of these methods are
representative:

e The basic MO-m, shortly presented in paragraph 2.2, using an approach

based on papers [1I-3], [1I-25] and later [1I-26]-[1I-30], [II-34].

¢ The Symmetrical Optimum Method (SO-m) [II-24], [1I-25], [II-36], [II-3],

[11-9], [1I-30], [II-34] shortly presented in par.2.3.

They are based on conditions imposed upon the magnitude-frequency
characteristics of the closed loop.
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42 Part II Controlier design for ensuring good reference tracking

2.1. Control structure and basic relations. Optimization
techniques

2.1.1. Control structure and basic relations

To define the control problem the CS presented in Fig. 2.1-1 is used. The
notations are: C - controller, with t.f. H(s), P - plant, with t.f. Hy(s), F-r -
reference-filter, F(s), ro - main reference, r — pre-filtered reference, e - error, u -
control signal, y — measured output signal, d, - disturbance acting on the plant
output, d, - disturbance acting on the plant input (load disturbance), n -
measurement noise in feedback (its present will be not considered).

d; d,

ro r e u Y

Fig. 2.1-1. Basic control structure

The basic relations between the inputs {r, d,, d, } and the considered
outputs {y, u, e} are (continuous time description t.f.s):
« Set-point response (r & vy),
» Disturbance rejection (d; 2 vy, d, D> vy),
« Robustness to model uncertainties.

y(s) = H (s)H,(s)S(s)r(s) + S(s)d,(s) + H,(s)S(s)d,(s) (2.1-1)
u(s) = H.(s)S(s)r(s) - H.(s)S(s)d,(s) - H.(s)H,(s)S(s)d,(s) (2-1-2)
e(s) = S(s)r(s) - S(s)d, (s) - H,(s)S(s)d,(s) (2.1-3)
r(s) = F.(s)ro(s) (2.1-4)

The sensitivity function S(s) and the complementary sensitivity function T(s) are

1
= 2.1-5
) = T H. oM, (9) (2:1-9)
H.(s)H,(s)
= p = .1-6
T =13 R.H (s) 1+ () (2.1-6)
S(s)+T(s)=1 or T(s)=1-S(s) (2.1-7)
L(s) = Ho(s) = H.(s)H,(s) - the open loop t.f. (2.1-8)
From equations (2.1-1)-(2.1-3) four transfer functions (t.f.) can be synthesized
_ H.(sH,(s) 2.1-9
H) =17 H ()M, (s) (2.1-9)
H,(s) 1 H.(s)

H =‘°——,H1 P =— % (2.1-10
“ = hene O TRene MO rene
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2. PI, PID controller design techniques in frequency domain 43

2.1.2. Optimization in frequency domain

Frequency domain optimization is treated differently in different
applications. A first approach is presented in papers [II-24], [II-25] (due to C.
Kessler) and [1I-3], [1I-9], [1I-36], where the requirements for an “optimal” named
behaviour are formulated through (2.1-11) and (2.1-12), respectively:

M (0) = |Hr(jm)| =1, for values of w20 as large as possible, (a)(2.1-11)

Mar,02(J0) = [Hay 2 (jw)| =0 , for values of w20 as large as possible (b)

The so named magnitude optimality conditions were formulated by
Whiteley. Based on these, “optimality (named) relations” can be developed between
the coefficients of the characteristic equation. Not respecting all the conditions leads
to sub-optimal design relations. This aspect is treated further in this part of the
thesis.

A second approach is specific to robust controi system design [II-66], where
the controller is developed ensuring desired maximum value in frequency domain
for the sensitivity function S(s) or for the complementary sensitivity function T(s):

M, =max|S(jw)| , M, =max| T(w)| for =0 (2.1-12)
and their typical values are within the intervals [II-3], [II-8]:
1.2<sM<2 , 1.0=My<1.5

For good set-point tracking it is necessary that M, should be as close to 1 as
possible, and for very good disturbance rejection it is necessary that My should be as
small as possible. |S(jw) and/or |T(jw) are usually used to express conditions of

robust performance [III-34] [II-8]. The magnitude function [S(jw) and/or |T(jw)|
can be obtained as function of w:
ISGw)l = fu(w) , [TGw) = f(w) , fi(w), f(w):[0—00)—R
Solving the optimization problem in (2.1-12) means the maximization of the
function f,(w) or f,(w) with respect to w. This approach is applied in part III of the

thesis. Such an approach can be also applied to the frequency function of the open
foop L(jw)=Hy(jw).

2.2. The Modulus Optimum method

2.2.1. Basics of Modulus Optimum method (MO-m)

The MO-m is based on frequency domain requirements related to relation (2.2-1):

tf. H.(s): H (jw)=M(w)=1 (a)
tf. Hy(5):  Ha(jo) = My (@) = 0 (b) (2.2-1)
tf. Hu(s):  Ha(jw) = My(w) =0 (c)

for values of w as large as possible. By decomposing the expressions of
M (w), M, (w), M, (w) into Mc-Laurin series, the design conditions could be

established if the following requirements were fulfilled ([1I-9], [II-25], [1I-36]):

M@©)=1 (and IM@ _ o for v=Tn @ (a)22-2)
dw”

w=0
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44 Part 11 Controller design for ensuring good reference tracking

M,.2(0)=0 (1) and dv'Mdl’a(wj =0 for V=1,—n (2) (b)

dw"
w=0

(for details see [II-36], in Romanian).

Condition (1) from expression (2.2-2) can be ensured by poles of L(s)
placed in the origin of the s plane. The tuning method based on MO-m tries to fulfill
“as good as possible” these requirements [II-25]. The MO-m can be applied in two
variants:

- The first variant is based on determining domains of variation of controller
parameters that satisfy the imposed requirements, finally determining “the

best solution”. The method requires huge amount of calculations [II-37].

- The second variant is based on direct tuning relations. Applying this variant

is closer to engineering practice [II-3], [1I-25].

For many practical situations regarding low order plants, different variants and
extensions for applying the MO-m related to Kessler's method are presented in
literature [II-3], [1I-9], [1I-34]-[11-36], [1I-48], [1I-78]. In practical applications the
MO-m is considered as basic in controller design for electrical driving systems and it
will be used as basis for comparison.

2.2.2.The MO-m variant given by Kessler for low order
plants and PI (PID) controliers

For many practical situations, for the plant description low order models
(benchmark type models) can be used, Table 2.2-1, [II-3], [II-15], [II-9]. Ts is
obtained as a small time constant or the sum of small time constants, (marked in
(2.2-3) by T, ), resulting from the “theorem of small time constants”. The method
can also be applied for plants with small dead-time T, that fulfill statements from
expressions:

T;=2T+Th (2.2-3)
The table includes also alternative design methods, regarded to the same t.fs.
A. Tuning relations

Accepting that the plant’s parameters are (relatively) well known, for all
cases marked with MO- from Table 2.2-1, it can be written that:

k. k
L(s)=H H = <P (2.2-4)
(s) (s)H,(s) E(ITS—TT)
kkp _ a, e 2 1/2 )
s(1+sT,:)+kckp - as? +as+ay |H,(J(oﬂ - [a% -(23062 _asz +a§m4] (2.2-5)

In literature the “optimality condition” [II-3] is given in form of (2.2-6) and makes
possible the calculation of controller parameter k.:

H.(s) =

23,3, = a? (2.2-6)
1
kK = (2.2-7)
2k, T,

and the calculation of optimized t.fs., marked with lower index “0":

1
= 2.2-8
Lo(s) ZTJI + 5Ty j ( )
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2
w
Hro(s) = g

; Hg(s) =
w3 + 2w,s + s? ro(S)

1
1+ 2Tys + 2T,s?

(2.2-9)

A short overview of achievable performances regarding to the CS inputs are given.

Table 2.2-1. Practical situtions for optimization based on Kessler's variant of MO-m

Variant Hp(S) Hc(s) Remarks
0 1 2 3
1. k, k. MO-1.1
1+5sT,; s
2. k .
g —=(1+sT), T. =T, MO-2.1
(1+sT,J1+5T,) and
2p-SO-m
3. k k
p <1 +sT. N1 +5sT.') MO-3.1
A+sT, N1 +sT, N1 +5T,) ST, 1= and
L>T,>T; ¢ v ¢ 2 2p-SO-m
4. k, ke MO-1.2
—(’*—‘) k SO-1
S\ + 5T = (1+sT.) (ESO-m)
5. ke(l +5T,)
k, 1+sT, MO-2.2
s(1 + sT, 1+ sT,) T,=T,; T,/T;=10
T,/T,<0.2 k_c(1+ T)(1+5Tc')
s Slellt+sT,) ESS%'Z
T'=T; T./T;=10 (ESO-m)
6. k (L+sTy 1 +5sTy,)
K, (1 +sTe J1+5T,)
MO-3.2
s(1+sT, J1+sT, (1 +5T,) Tu=T; Tu/Tu=10
T,>T,>T,, T;/T,<0.2 Tp=Ty; Tp/Te =10
ke y(1+sT. N1 +5sT,)
S (LsT) @+sT, JL+5T,) SO-3
(ESO-m)
T =T, T./'/T =10
Td=T2; Td/sz].O
Remark: Cases 4, 5 and 6 were analysed in detail in [I1I-72].
B. Control system performances
¢ In time domain: regarding to a step reference:
- the overshoot, 0, = 4.3%;
- the settling time, t, = 8.4T;;
- the first settling time, t, = 4.7 T, . (2.2-10)
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46 Part 11 Controller design for ensuring good reference tracking

- the static coefficient Yn=Yw/d1,2 wir=0 (r=consty d&pends on the placement of the
integral component and type of constant disturbance [II-25].
e In frequency domain:

- phase margin (reserve) ¢,=0°; crossover frequency, w, =1/2T;;

- maximum magnitude of the frequency response:
Momax=max | T(jw) | =1 for ©—0 ; (2.2-11)
- the maximum value of the loop sensitivity function Mgnas=1.272 (or its
inverse Mso‘l =0.786 ) is in the typically recommended range of

(1.2 <M, <2, [1I-3]).

The method is adequate for developing controllers for systems with constant
reference; in case of variable reference the transients are slow.
C. External constant type disturbance rejection

The property must be treated separately for disturbances acting on the
input (d; ) and on the output (d, ) of the plant. For d, type disturbances called also
as load disturbances the behaviour of the system is satisfactory only for case MO-
1.1. For cases MO-2.1 and MO-3.1, the transients lead to a slow rejection of it:

1
@(ey = HOD ()& MO-2.1 2.2-12
Heo (8) = Hyz,'(S) L +sT,) ( ) ( )
1
H3(s) = HLY (s MO-2.2 2.2-13
a0 (8) = Hazo ( )(1+sT1)(1+sT2) ¢ ) )
2k, T;ss

where HLD(s) = . in the case of disturbance acting on the output.

14 2T, +2T2s?
The presence of factors (1 +sT,)? and [(1+sT,)(1+sT,)]" results in a worsening of

the response time tg,) [11-9], [1I-34]. The lower the T, / T, ratio is the bigger the

worsening is [II-72]. In figure 2.2-1 only the cases focused on MO-2.1 case are
exemplified, simulated for {kp=LTz=1} and different values of m=Tz /T; ,

m={0.05, 0.1, 0.15, 0.2, 0.25, ..., 0.5)}.
D. Solutions for improving load disturbance rejection
The solutions are approached in different ways:

e Applying different alternative optimization criteria for calculating the
parameters ([II-2]-[1I-7], [1I-30], [II-37], [11-40] a.0.). Papers [II-3], [II-
4], [11-5], [1I-30] are survey papers (based on references from the end of
the nineties and beginning of 2000) and that offer a relatively
comprehensive view of the latest research. Even these methods accept - at
least, partially -~ pole-zero compensation.

e Efficient tuning methods as simple as possible, easily applicable in practice:
these are the methods based on the modification of conditions for applying
the MO criterion (for example Vranci¢ et.al. in papers [1I-26]-[11-29]).

e New tuning methods,

Application of combined CS that use both facilities and elegance of PID

control and facilities offered by complex control structures (CCS, IMC, Smith
Predictor techniques etc.).
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2. PI, PID controller design techniques in frequency domain 47

MO-2 1 behaviour

Dutput

o 5 0 15 20 25 a0 35 40 45 50

Time

Fig.2.2-1. System response to a step reference input followed by a load disturbance,
m={0.05 ... 0.5)}

o Different design methods associated to different robustness conditions

imposed to the system [II-41]-[11-44], {II-67], [11-80], [1I-81].

e Giving up to classical control structures based on PI (PID) controllers.

Practitioners sometimes deny this solution [II-2], [II-3].

The first two directions are based on the idea that the strict application of
pole-zero cancellation of big time constants has disadvantageous effect on load
disturbance rejection.

The approach suggested by Vranci¢ [II-26] - [II-29] belongs to the first
category. It is based on the fact that the deficiency can be suppressed by an
appropriate modification of the optimization criterion associated to the magnitude
optimum. Gorez and Klan give a similar approach in [II-45].

Other contributions can also be mentioned into the second category: -
contributions oriented to plants with first order proportional model with dead time
(FOPD) [II-6], [II-7] - iterative techniques to solve transcendental equations,
graphical tuning based on the parametric D-stability partitioning [1I-40] - [1I-42]},
frequency technique based methods Kessier's Symmetrical Optimum [II-3], [II-9],
[1I-35], [1I-36] etc.

2.3 The Symmetrical Optimum method

2.3.1. Basic variant of Symmetrical Optimum method
(SO-m)

The basic variant was given by C. Kessler [I1-31], as a particular method of
the MO-m. The method is presented also in literature under different forms adapted
to benchmark type models [1I-9], [1I-24], {I1I-34], [1I-36], [1I-38], [1I-39], [1I-46],
[1I-47]. In [II-30], [1I-36] and [II-38] it is highlighted the fact that SO-m handles
well also nonlinearities and time varying parameters.

In its practical form the target consist in realization of a second order pole in
the origin for L(s) that ensures zero steady state error (e ,=0) for ramp changes of

the reference. In [II-25], [II-31], [II-36] the plant is given as:
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48 Part II Controller design for ensuring good reference tracking

Kp

Hy(s) = where Ty << oricareT, (2.3-1)

(1 +sTy )l:"l(l +sT,)

T; is obtained as a small time constant or the sum of small time constants, T;,. The
use of a generalised (PID-m) controlier with an accepted t.f. of form:

m
ke N1+ sTy)

Hc(s)z_l_s—— (2.3-2)

is recommended. Fullfiling condition Ty << oricareT, , the approximation (2.3-3) is
considered (expressed in frequency domain):
This approximation leads finally to the approximate open loop t.f.:

k k

L(s) = S"

e 0
1( *ST) _keky ';'(1+5"'k)

; ~ —— (2.3-9)
(L+sT)0A+5T) S (1+5sT)KsT)

The deduction of basic equations is presented in [1I-9], {II-31], [1I-36]. Finally, the
optimized expression of the open-loop t.f. results in the reduced in form of:

1+4T,s 1
Lo(s) = z , ko =kk, = (2.3-5)
o(S) 8T2s%(1 + sT,) 0" T<te T gT2
Consequently, the optimized closed-loop t.f. is given by:
H.(s) = Lo(s) _ 1+4T,s 1+4T,s 2.3-6)

= = (
1+Ly(s) 1+4T,5+8T2s2+8T)s® (1+2T,s1+2T,s+4T2s?)
The controller parameters can be calculated based on supplementary conditions.
Regarding the open loop t.f. Ly(s), relation (2.3-5), it can be stated that:
- The crossover frequency w. of the compensated system should be placed at
w, =1/(2T;) and the slope of the Bode diagram at the crossover
frequency is -20dB/dec.;
- The PI (PID) controller is chosen such that it preserves the slope of -

20dB/dec for one octave to the right and m-octaves to the left of the
crossover frequency.

2.3.2.Version of SO-m given by Voda& Landau (the KVL-
relations)

The method - named Kessler's SO tuning rules modified by Voda and
Landau - is not based on cancellation of the poles. In [II-38] the starting point is
equation (2.3-7), which is a particular form of the t.f. (2.3-1) for n=1 and 2:

— kP -sT,
PoolS) = Ty st v st i v o) wsr.)©

and T_ has the order of magnitude of small time constants. Applying (2.3-2), the
relation (2.3-7) can be approximated with a benchmark model of form:

_ Kp
RO = ArsTha+sas sT,)

(2.3-7)

where, T;=2T; +T, (2.3-8)
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2. PI, PID controller design techniques in frequency domain 49

with the conditions definied by Voda and Landau:
T, > 4Ts and T,=0 (a) or T,>T,> 4T, (b) .
Particularizing in (2.2-4) for n=1 or 2, the parameter calculus relation for
the PI (a) or PID (b) controller obtains the forms given in [I1I-38]:
e For n=1: the plant t.f. results of form (2.3-9) (a) and a PI controlier is used;

- P - Ly ke -
Hp(s) = TTsTHa+sT,) (8) H.(s)=kc(1+ sTi) = (1+sT.) (b)(2.3-9)
1 1
Ke = —— , T,=4T, (1) k_ = , T.=4Ty (2)
8k, T7 ' z < 8k,T? ¢
The closed loop t.f. results as:

+ 4T

Hro(s) = L+ 4T:s = 1+ 4Tgs (2.3-10)

1+4T,;s+8T2s2 +8T2s®  (1+2Tys)l + 2Tys + 4T2s?)
e For n=2, the plant t.f. is (2.3-11) (a). Accepting that T, >T, > 4T;, a PID
controller (b) is used, and the tuning relations of its parameters are as
follows:

(@), H(s) =kep(1+ siT +sTy) = k—sc(l +sT)(1+sT.') (b)

— Kp
N = ArsTiv s, i+ sT)

k T,(T, +4T;) 27,T.
ke =—S=—12723)  T=T 44T, , T,=—22% 1) (2.3-11
c T, 8kazz i 2 b2 d T, +Ts (1) ( )
T,T 1 T,T
ke = 522 P =St ; Te=T/=8T 2
€T 2K, Ty TT.  2k,64T7 < e :
The closed loop results in a fourth order t.f.:
1+ 8T;s)?
Hro(s) = Shaldl O (2.3-12)

(1+11,2Tss)(1 + 2.4Tss)(1 + 2.3T;s + 4.7T#s?)

Remark: Relations (2.3-10) and (2.3-12) are valid only if approximations (2.3-3),
(2.3-4) are taken into account. Otherwise the double parameterization proposed in
paragraph 2.4 must be used. In [II-39] also an “auto-calibration” method for PI and
PID controllers is presented, based on frequency technique and the possibility to use
the SO-m techniques is presented.

2.3.3. Version of the SO-m for low order benchmark-
type plants

A modified version of SO-m was given in [II-3], [II-9], [II-34], [II-48]
restricted to benchmark-type plants with integral component (a pole in the origin),
having a t.f. Hp(s) of form (2.3-13) (in Table 2.2-1, the cases marked with SO-1 -
S0O-3):

k
H S)= P .3-
(5) s{l + sTs \1 +sT, 1 +sT,) (2.3-13)
Using adequate controllers, for al cases L(s) result with a double pole in origin:
L(s) = H_(s)H,(s) = keky{t+5T) (Te>Ts) (2.3-14)
T 21 + 5Ty ) <z '
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50 Part 11 Controller design for ensuring good reference tracking

Due to this, for H.(s) a t.f. in form of (2.3-15) results:

kk, T.s+kk b,s+b b, =a
His)=o—op 2 iS¥ho with  °_°° (2.3-15)
Ty +5° +k Kk, T.s+kck, 335" +a,s° +a;5+3a, 1=39
a =bg=kck,, a =b,=kk, T, a,=1 a;=T;. (2.3-16)
Based on (2.3-14) the "modulus optimum” conditions results [1I-3], [I1I-9], [1I-34]:
2a,a, = af , 2a,a; = a3 (2.3-17)

which ensure for H.(s) an optimal “in modulus” form, H.(s):

c oy dl+(@ /e, 1+(@T e’ ), ]
Heo (i) = 3 ey /ao)zwﬁl1 e oy (8T§)2w6] (2.3-18)

A. Tuning relations
Applying conditions (2.3-17) the controller parameters result in a simple form (in
[11-72] presented for all cases), easy to be used in practice.

1 k 1
ase: k. T, T, =4T; (1) k. T et T, =475 (2)(a)
(2.3-19)
T, 4T, T
- SO-2case: ke =———, T, =T, +4T,, T,=—2LZ% (1 b
© T BT 1R, o= o)
1 .
“cErz <M =T @
Then the “optimal” t.f.s Lo(s), Hro(S) and Se(s) can be easy found:
(1+4T;s) 1
Lo(s) = , kg =kk, =— .3-
() 8T2s2(1 + 5T, 0 TP T g1 (2.3-20)
Lo(s) 1+4T,s
S)= =
HroS) 1+Lo(s)  (1+2T;s)i+2Tys + 4T252) (@)
1 8T;°s2(1 + sT.
So(s) = 'L+ <T,) (b)  (2.3-21)

1+L,(s) 1+ 4T;s + 8T2s? + 8T3s°

B. Control system performances
In Fig.2.3-1 some features of the system performance are presented (for ky=1 and
Tz '—'1).
* Intime-domain. Simulation of the control system (for SO-2 case):
- the overshoot o, , = 43,0 % (very high)

- the settling time t,, = 16.5T;;
- the first settling time t,, =3.17T;;

- the steady state error for a step and for a ramp changes of the reference
are zero (ex=0, €,5=0);
e In frequency domain:
- the phase margin @n=36° (maximum value) at the crossover frequency
w.=1/(2T;);

- Magnitude plot of the complementary sensitivity function with
Mo max (@) = 1,682 for v=0.414/T;;
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2. PI, PID controller design techniques in frequency domain 51

- Nyquist diagram h{,(w)}, fig.2.3-1;
- the maximum value of sensitivity function: Mg, =1.682 for w =0,6 is big.

Due to these, the robustness towards plant nonlinearities and time-varying
characteristics is reduced.
The main characteristics of SO-m tuning technique can be synthesized as mentioned
for example in [III-72].

C. External constant type disturbance rejection
Regardless of the disturbance type, d, or d,, the static coefficient is equal to zero, v,
=0. Based on the resulting t.f.s, the following results are available:
o d, type disturbances: for all situations of SO-m from Table 2.2-1 good
behavior is ensured, see Fig. 2.3-1 (d) .

Frode pts cf apen looe Lot Magnituae plots of So and To

t
1’ g

Magnftude (dB)

Phase (deg)

e (@ O)

-1.19) \ ©.40)
)
:

(© ‘ (d)

Fig.2.3-1. Significant diagrams for the SO optimized system

« d, type (load) disturbances, Fig. 2.3-2: - for case SO-1 the behaviour of the
system is satisfactory; - for cases SO-2 and SO-3 the presence of factors

(1+sTy) and (1+sT;)!(1+sT,)" in the corresponding t.f. results in a slower
control; the settling time tgq>) is increased.
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52 Part II Controller design for ensuring good reference tracking

2.3.4. Parameterization of SO-m: the Extended
Symmetrical Optimum method

The Extended Symmetrical Optimum Method (abbreviated the ESO-method)
was introduced in papers [II-46], [1I-47] and [1I-48], for low order plants with
integral component (see Table 2.2.1). The adequate types for plants and controllers
are combined as in Table 2.2-1. For the cases marked with 5 and 6 a parcial pole-
zero cancellation is applied.

Load desturbance repctionSO-1.2.3

Ouipu

o
-

P —— e ———

x I R ST A )

Fig. 2.3-2. Unit step load disturbance for case SO-1, SO-2, SO-2

The method consists in a parameterization of the modulus optimum
conditions under the following form:

B'/%ap2, =af , PBY%aa; =2 (2.3-22)

where B is a design parameter which modifies the frequency characteristics from

modulus-optimum form (2.3-18). Through this parameterization the method leads
to an improvement of CS performances (for =4 all the specific SO-m variants are

obtained). Applying the conditions (2.3-22) leads in |H,(ju))| to the “optimal” form:

. a(2,+af(n2 1/2 1+(af/a3)m2 1/2
w) = - = |l—
R R N L e e L ey
(2.3-23)

A. Tuning relations

- CaseSO-1=k<=%=33,2,lg§,n=mz=r M ke=-ga—, T=F% () (2.3-24)

B3, T;
1 .
c S k.= RE F I T=BT; , T.=T 1
- -J° 2]
ase SO-2: ) T T4t .. BT,T, - (2.3-25)
c Ba/zkazz ' i 1 z d= —Tl +BT;

Remark: Case SO-3 is detailed in [II-72].

Applying (2.3-22), for all mentioned cases the t.f.-s Lo(s) and H(s) obtain the
same form:
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(1L+BT5s)
prnsles) " BT
Ho(s) = 1+BTss _ 1+BTss

1+BTys +BY 222 +B3 23S (L+BY 2Tys1+(B- B/ 2)Tys + BTS2
B. Control system performances
In figure 2.3-3 the CS performance indices versus B are depictured in form of

diagrams [II-47] and [II-53]. These diagrams are very useful for controller design
by allowing to fixing the value of B according to the desired performance.

e In time domain: the performance indices, {0y, %S,r =t /Ts, El,r =t /Ts};

Mainly, by increasing the value of B, the overshoot decreases and the
oscillations of the error signal are diminished.
e In Frequency domain
- The phase margin ¢, versus B is given in figure 2.3-3 in a graphical form.
- Bode Diagrams and phase margins. In [II-47] the Bode diagrams are ploted
for different B values. The improvement of the phase-margin obtained by
the increase of B is favourable.

Lo(s) = Hc(s)H,(s) =

with =ko =kck, (2.3-26)

] (2.3-27)

A~ ~

obh 4Pl ]
06f—= 90
6 1% .30
]
)
)
LY

04 = 60

02 == = 30

0{o_
0 5 10 15 008

Fig. 2.3-3. Control system performance indices versus B

- Sensitivity function analysis. Based on the relation of Sy(s) in figure 2.3-4

(a), (b), (c¢) the Nyquist diagrams are presented for 8= 4, 9, 16; the
Mso=Ff(B) circles and the values of Mg, are also marked. The curves point
out the increase of robustness when the value of 8 is increased.

- Magnitude plot of the complementary sensitivity function Nb(m,B)=|I-lm(jw,Bj;

the dependencies depictured in Fig.2.3-5 (@) - (c) and Mpmax@p-4) ® 1.6823,
Mpmax(B=9) 212990, Mpmax(B=16) %1.1978 .
C. External constant type disturbance rejection
The static y, coefficient is always zero. Simulation resuits for k, =1, Tx =1, T, =10
and T, =4 illustrate the situation, fig.2.3-6 [III-72].
s d, - type disturbances: for all cases quick transients are ensured.
e d, - type disturbances, fig.2.3-6 (a), (b), (c) the step responses). Only for case
S0-1 the behaviour of the system is satisfactory. The increase of
overshoot is observed by increasing the value of B. For cases SO-2 and

SO-3 the CS-s presents the factors (1+sT;)" and (1+sT;)*(1+sT,)" which
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leads to a lengthening of the response time t; 4;; this bigger inertia of the
plant reduces the overshoot.

(3) (b) (c)

Fig.2.3-4. Nyquist curves and Mso™ circles for B = 4, 9, 16 and the Mg, '=f(B) circles

Magnitude plots of So and To

(16) ‘16*
(9) . (9)
(4) ; (4)

Fig.2.3-5. Magnitude piot of the Mg(w, B) and M. (w,B) for B=4, 9, 16

The increase of the phase margin (accompanied with the decreasing of w.) leads
also to increasing of the settling time. These effects are highlighted in fig.2.3-6 (b),
(c). The reference behaviours can be corrected using adequate reference filter F-r.
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Beta=4 Beta=4 Beta=4

Cutput
Command
Error

Output
Command

i

af N
if 0o %
1 e hrbrt

0 20 40 60 80
Beta=16

Output

(a) (b) (c)
Fig.2.3-6. Output response (shifted with steady state value 1 (a), control signal (b) and
error (c) for cases SO-1, -2, -3 and different values of B

3. Reference tracking, load disturbance rejection
and robustness enhancement through double
parameterization of the Symmetrical
Optimum method: the 2p-SO-method

3.1. The method

Based on positive results given in [I-5], [I-9] and [II-47], the proposed
double parameterization of the Symmetrical Optimum method (2p-SO-m) was
introduced by the author in papers [1I-21], [1I-23] and is oriented to fulfill:

- good tracking performances,
- efficient disturbance-rejection for a special case of applications for plants
without integrating components characterised by T, >T, >>T;

For these requirements the MO-m does not give satisfaction. The double
parameterization ensures the satisfaction of both requirements. Detailed research
results were presented also in [I1I-97], part C, for which I was task responsible.

The t.f. of the plant corresponds to the initial approach of SO-m, (2.3-1), for
plants with t.f.

BUPT



56 Part II Controller design for ensuring good reference tracking

Hy(s) = H,(s)e *™ (3.1-1)
Kp
Q+sT)(A +sT,)(A +s7,)(1+5T,)...(1 +5Ty)

If the time delay T, is small enough it will be included in the small time
constant. Applying the theorem of small time constants, (3.1-2) can be rewritten
as:

(3.1-2)

Hy(s) =

H = ks ——E + (3.1-3)
T,>T,>>T;, T T T, A-
(5) +sT L +sT, J1+5sT,) 2 peETyvEm

k
If T,<<T,and T; = %r, + T, + T, then

(3.1-4)

P
M) = s, fizsr,) 177
For this class of plants with dominant time-constant(s) a double parameterization
(marked 2p-) is proposed. The resulted tuning technology was applied later in detail
in [11-16], [11-18], [1I-20], [1I-49], [1I-53] and verified through simulation.
The double parameterisation is based on the followings:
(1) First, with the condition that T; /T, <<1 , the parameter m is defined

m=Ts/T,

So, the approximations given by (2.3-3) and (2.3-4) are more completely
treated and become possible to analyse the situations when - regarding load
disturbance rejection - this approach is more advantageous compared to
MO-m.

(2) Second, the use of the optimisation relations (2.3-22) specific for the case
of plants with integral component:

(2.3-22): B'/%aja, =af , PB'%aa; =al (3.1-5)

Through this an improvement of the phase margin can be reached:

The method was called Extension through a double parameterization of the
Symmetrical (Optimum) method and is marked with 2p-SO-m. Since the tuning
relations do not satisfy the “optimum” conditions (2.3-17) the term “Optimum”
could be omitted. The controller can ensure:

s Use of pre-calculated (crisp) tuning relations, based on the model of the
plant;

e« The possibility of improving the CS’s phase margin, reducing its sensitivity
and increasing its robustness;

e The possibility of using both types of controllers: - with homogenous
structure regarded to the inputs; - with non-homogenous structure regarded
to the inputs;

e The possibility of improving good reference signal tracking by using
reference filters with parameters that can be easily fixed.

+ The possibility of improving load disturbance rejection for some specific
cases.

It must be mentioned that only a minority of the tuning methods presented in the
literature deals with load disturbance rejection (for example [II-10], [II-40], [1I-
50], [1I-51], [II-52]), even if - in most cases - the CS operate with constant
reference and is subject to disturbances. Because of this, an efficient rejection of
the effect of load disturbance becomes often dominant.

BUPT



3. Reference tracking, load disturbance rejection and robustness enhancement 57

3.1.1.Basic relations

Three basic situations taken into account are synthesized in Table 3.1.1. For
each case the corresponding controllers are of PI, PID or PID? type, used in their

ideal forms.

A. Tuning relations of controller parameters
Accepting the controller-plant combination given in Table 3.1-1, and applying the
indicated pole-zero cancellation, one gets:

k.k,(1+sT,.) L(s)
L(s) = H.(s)H = =P < H (s) = -
() =H (M) = St wst,) MO =15y 1O
kk, +sk.k,T,
H.(s) = <P 525 = (3.1-7)
kckp +s(1+kk,T)+s9(T; +T;)+s°T,T;
Table 3.1-1. The basic situations (see also Table 2.2-1)
Case H,(s) H.(s) Remarks
0 1 2 3
1. k, k. 2p-SO-m-1
(L1 +sT T =T R
m S ( S c): c 1 and MO-2.1
2. ke L +5sT)
— M\ +sT,
Ky S ( ) (1 + ST, ) 2p-SO-m-2
(L +5sT; 1 +5T, N1 +5T,) (L +sT N +sT) and MO-3.1
T, >T,>T; S
T'=T, (T.'/T: =10)
3.
K, K, ( v +sT. Y1 +5sT,) 2p-S0-m-3
—<(1+sT, < (this case is not
1+8Ts X1 +sT, (1 +5sT,)(1+sT. c/ ' .
{) TZZZ T, >1T§. ’ Z%E/Tl <3%)2 s (1+sT'f1+sT;) detailed here,
T'=T; (T'/T %10) [=721)
Td = T3; (Td /Tf z10)

Relatively to the general Proportional-Derivative with Lags (PDL3) form (2.3-15), the

coefficients a,, b, are:
a0 = kckp ’

a; =1+kk,T. ,
by =kck, , by =kck,T,

32=T1+TZ ’

Upon these coefficients the conditions (3.1-5) are imposed.
In order to discuss the approximations (2.3-3) and (2.3-4) the m parameter

is introduced:

m=Ts/T,

=T1

Tz (3.1-8)

(3.1-9)

In accordance with the conditions imposed by Kessler, the situations for
interest are characterised by values of m<(<<)1. Replacing (3.1-8) into the second

parameterization, (3.1-5), results:

B2k kp(Ty + Tz) = (L+kkpTe)? (2)
B 2L +kckpTe) Ty Ty = (Ty +T5)? (b)

The tuning relation of k. given in a double-parameterised form, is:

(3.1-10)
(3.1-11)
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58 Part II Controller design for ensuring good reference tracking

k. =

k

T. can be determined by replacing k. into (3.1-11):
Tc = BT{

A, (m=[1+@2-8?)M+m?] and T, =T

lezkal —Zm

2
Arm’  em) orwith T=rli  (3.1-12)
T
Q+m)? 1 1+m? 1
- _ : 3.1-13
m  B3%,T, m B3k, T ( )
1+(2-B/3)m+m? i
[1+( (13+m))’;“ M1 o T, =BTgm with 3.1-14)
A, (m) An(m)
= 1-1
z(1+m)2 Z(1+m)3 (3 5)

For the particular values B=4, 9, 16 (that give integer square roots) the controller
parameters {k,, T.} get more compact forms, Table 3.1-2.

Table 3.1-2, The controller parameters {k., T.} for particular values B=4, 9, 16

_ (1+m)? 1+ (2-BY)m+m?]
B | %@ Tm Brm(m) =Py
“ 1 =%1T<+:T122n_2 (14 m)? Tc=4Tg%
e | e | ot
U ke (1-my T teT

B. Optimized forms for the main t.f.s
The “optimized” expressions for Ly(s), Hwo(S), So(s), Hazo(S) were determined as
follows:

1+BT;,s

Ly(s) = — (3.1-16)
B3/2T, Ty s(1+sT; )1 +sTy)
(1+BTmS)
S =
Hro(s) 33/21-:53 +B3/2T;._zs2 +BT'zs+1(a)' 3.1-17
Ho(s) = (1+BT5S) 3 )
A+BV 2T )L+ (B BY2)Tys+BTy s?]
B3 2T; — 0 §(14+5T,)(1+5Ty)
So(s) = (1+m) (3.1-18)

B3’2T§3s3 +B3/2Tézs2 +BT;-s+ 1
The t.f. regarding load disturbance Hg;o(s) depends essentially on the t.f. of the
plant:

. = p ; .
e Case 1: Hy(s)= Wesn, v STD and using a PI controller:
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3. Reference tracking, load disturbance rejection and robustness enhancement 59

VT, — s
Mo (6) = Ho(s) Ik (1+m)? (3.1-19)
d20(1) S "‘1+L0(S)_Ba/ZT'3SB+B3/2T'ZSZ +BT.S+1 .
z b3 z
k
o Case 2: Hy(s)= st X1+:T S and using a PID controller
z 2 1
1
Ha2o(2)(8) = Hd20(1)(s)—(1 +sT,) (3.1-20)

Discussions upon the particular case T;>>T;s. For T,>>T;s, by accepting Kessler’s
simplifying conditions, it can be written:

k k

P~ p_Kp

k .
— P _~-P P 5nd = P = 1-
T+sT, ST, s and H,(s) —(-——)——51+st (where kp = k; ) (3.1-21)

C. Significant particular cases
For particular values B=4 , 9 , 16 the expressions of Lg(s) , Hro(s) , So(s) , Haz0(S)
result as shown in Table 3.1-3. For:
TZ ! Am(rn) Am(m)
m=—_,O,T = =T ’ =T =T, .1-22
T, 2= amy - E I T T gy G172
and consequently, the tuning relations for PI or PID parameters are similarly with
that are given for the (E)SO-m which can be considered as a particular case.

Tz

D. Analysis of changes in controller parameter values

Particular values m€[0.05, 0.20 (0.25)] and 4<p<16 are considered. The normalised
values of k. and T., denoted ki = f;(m) and k. = f,(m), are defined based on
relations (3.1-14) and (3.1-15). Using the notations:

1 _(@+m) - _ ke

=—= T.,=BTs0r: k, = , ke = =(1+m)’T, (3.1-2
kco B3/2kaZZ c0 B s Or kc m TZ ch ke kco (1 ) 1 (3 1 3)
A (m) « T A, (m)
T =T m and k =—= 3.1-24
€T %1+ m)? T To (14+m) ( )

For m having values between m €[0.05, 0.5] the expressions of k. and
kre can be calculated. Relations (3.1-23) and (3.1-24) highlight that for values of
the ratio Ty/T,20.05 the parameter changes cannot be neglected and the
approximations (2.3-3) must be revised.

Based on these results, the comparison of solutions with those given by MO-
m tuning is theoretically founded and the use of 2p-SO-m can be advantageous.

For this purpose only the case (1), 2p-SO-1 is treated; the case (2), 2p-SO-2 can be
treated in a similar way:

_ p
Ho(S) = osm v sT,

— p
) O M) = e Yiv sty wst,) @
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Tabie 3.1-3. The equations of Lo(s), Hro(S) , So(s) , Ha2o(S) in its double parameterised form for

particular B values: B

4,9,16

2 1 1 = 2 K I.q . 9179 3 4!
[:5,7191+SILZ14+T(s Lo +7) = T+5MU9T+ 5 1b9+ 5 1v9 = "s)y (s (s + At 2o 579 (50 o
L.N.r IS
] 1+ e
[5,216 +5%19 +T(S%Le +1) =1 +5%6 + 5 3102 + 8 217 = sy Cls+ 15+ 1 Sy =se= s 6
- L) e
(Sp+SU2+TSHT+T) = T+5%p + 5 218 + 5 2ig = Y5y Clsrlis+ e = o=l )
W+
[s, 19+ 70(g} - 9) + (6319 + 1) = T+5308+ 8,3, 8+ 5 2L, 0 = Yoy (s +1(Us+18—— Nﬁ A Yorw q
0 M Yy “om o'y
Jw+y) . (i +7) CL+D) | I+
s ——"19 s e | s - Do | s (- ) CEA P
_“ , Ll 1 1
sod )y ~ ' u.?.va "oy a.\?fq _
S A _ s —_ ! m
( _ D,
?w:__|g+.c_:~ _ ::c::_vhlll 10l S+ Y- ) C“b g+ S D :wt 6+ )
; f
m m = £z
|Il_3< ) *s)y “ Yo | , Q@d _
w+7 m ‘ + ! T |
mmm_lv 18 o Cis+n( ::w.@h@ ‘18 _hn 14,1 {1 h:o: gLl sg Nﬂc 641 “
i - T 1 ]
6w - (s () | (s)'v -
(M=) | =] o= (s pr et O B
T@hm 1,4 | Cmé:m:w EV el “ g _ g R “
U, o L S E ! L

-— TZ
T(1+m)
(3.1-15)

z

T

) Am(rn)

E@a+m)?’

T

=[1+(2-8"?)m+m?], Ty, =

Additional relations: A,,(m)
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3. Reference tracking, load disturbance rejection and robustness enhancement 61

The plant parameters’ are presented in Tables 3.1-4, k,=1, Tz=1, T,. The controller
is calculated using the following expressions:

- for MO-m case: (1): k. given by rel.(2.2-7)and T. =T, 2 T.=T,
- for 2p-SO-m case (1): k. given by (3.1-14) and T.given by (3.1-15)
- for 2p-S0-m case (2): only rel. T, =T, is added.

For the analysis is useful to table the parameters T;/T; and Tsn/Ts, Table 3.1-5.

Table 3.1-4. Values of controller parameters, case (1)

m=TZ/T1 (Tz=1)
0.05 0.1 0.15 0.2 0.25 0.5
Plant Parameters T, 20 10 6.66 5 4 2
kp=1, T5=1 T - - - - -
Controller Param.
MO-m K 0.5 0.5 0.5 0.5 0.5 0.5
T 20 10 6.66 5 4 2
B=4 Kec 3.4 1.25 0.836 0.625 0.5 0.25
Te 3.46 3.03 2.69 2.41 2.18 1.48
2p-SO-m [ B=9 Ke 0.75 0.37 0.25 0.19 0.15 0.09
T 7.46 6.16 5.17 4.47 3.75 2.00
B=16 Kc 0.3.12 0.116 0.104 0.078 0.064 0.035
T 12.48 9.74 7.6 5.92 4.61 1.19

Table 3.1-5. Values of coefficients T; /T; and Ts/Tz = fo(m, B)

m=Ts/T,
B % - uTlmS 0.05 0.1 0.15 0.2 0.25 0.5
x 0.952 0.91 0.87 0.83 0.8 0.66
4 Tym _ (1+m?) 0.866 0.759 0.672 0.602 0.544 | 0.370
T, (1+m)
9 Ton_ (1-m+n?) 0.823 0.684 0.574 0.486 0.416 | 0.222
T, (@+my
16 T (L-m)? 0.780 0.609 0.475 0.370 0.288 | 0.074
T e

3.1.2.Control system performance

A. Performances in the time-domain.

e System performance regarding the reference input. Figures 3.1-1
(a),(b),(c) and (d) highlights the unit step reference response, y(t). The values
for the performance indices are synthesized in Table 3.1-6. Some conclusions
are available:

- For small values of m (0.05, 0.1) the first settling time t;, proves to be
convenient even if the overshoot and the settling time is bigger. By
increasing the value of B and m, this advantage disappears;

- For the same m value, by increasing the value of B, the overshoot o,
decreases and the oscillations are diminished; for values of B between 4 ... 6
the settling time decreases, then it increases by further increasing B.
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By increasing the value of m, the overshoot decreases.

Table 3.1-6. The values for performance indices regarding the step reference input

2p-SO-m
B
m 4 5 6 7 8 9
(< 37.5 30.3 25.1 21.3 17.8 15.2
0.05 i, 3.2 3.7 4.3 5.0 5.7 6.4
h 32.0 26.7 24,2 26.7 30.5 35.3
Oy 29.6 22.0 17.0 13.9 11,5 9.7
0.10 i\, 3.9 4.7 5.2 6.3 7.4 8.5
h 29.0 24.2 23.7 25.3 28.7 33.0
Oy 21.7 15.6 11.7 9.0 7.0 5.6
0.15 i, 4.5 5.3 6.7 8.0 9.7 11.3
[ 26.8 22.4 21.2 23.7 27.0 30.8
Oy 18.2 13.4 8.0 4.7 2.0 <2.0
0.20 I, 5.1 6.3 8.0 9.4 12.0 14.5
f], 24.6 20.7 19.0 21.0 24.7 28.4
- In case of a ramp input the static error is non-zero, having the value:
. m
BT, —— s(1 +sT,)(1 +5sT,)
. 1 . = (1 + n“)2 3/24' m
€ro= lim{sS,(s) =} = lim{s , , : =} =p¥T, ———
e s—oo{ 0( ) SZ } { B3/2Tz353 + B:’/ZT}:ZSZ + BTXS +1 SZ} B p (1 + m)Z
or, with T; = T; /(1+m) results:
€10 = B3/ 2T, — 1 3.1-25
roo B I (1+m)3 ( )

For values of B bigger than 9, the transients are slower if m is increased, the

trend being to become a-periodic. The performance indices depicted in Fig.3.1-2 are
based on simulation results and interpolation; the curves have m as parameter.

Because of pole-zero cancellation the values for the performance indices for MO-m
are independent from m.

B. Improving the reference performances.
Regarding the reference performances, two ways for correcting the CS
performances are applicable.
o Using a proper reference filter: referring to rel. (3.1-17), two types of
proper reference filters F(s) are available:
- One which suppresses the effect of the zero in the close-loop t.f.:

o 1
Fo(s)= and = - :
o(s) e (1+B2Tys)1+(B-BY2)Tys + BTy 7]

i+—l3Tz_m§ (3.1-26)
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Fig.3.1-1. Unit step reference response with B and m- parameters
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Fig.3.1-2. System performances regarding the reference input 0, ,t; ., t;, =f(B), m

parameter

A second one that suppresses the effect of the zero and the pair of poles in
square parentheses:

1+ (B -BY2)Ty's + BT, 52 1
(1+BT;ms)(1+sTes) (1+BTss)(1+5T;)
Using controllers with non-homogenous structure, which ensure different
behaviour regarding the reference tracking and disturbance rejection. If PI
(PID) controllers are used, the derivative component is shifted only into the
feedback, chapterl, Fig.1.1-1 (b). The forms were used in applications

described in [II-18] - [1I-49]. This approach leads to a 2-DOF controller [II-
70].

and ﬁr(s) =

F.o(s)= (3.1-27)

C. System performance regarding the load disturbance

The duration of the load disturbance response and the maximum deviation of the
output are of main interest [II-51], [II-52]. Figures 3.1-3 (a),(b),(c) and (d)
highlights the step load disturbance response, y(t). From Figures 3.1-3 the following
conclusions can be drawn:

For the same value of m=Ts/T;, by increasing the value of B, the overshoot
increases;
By increasing the value of m the overshot increase.
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Fig.3.1-3. 2p-S0-m Unit step load disturbance response, with B and m - parameters
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- Compared with MO-m performances, for m< 0.15 (also depending on B,
recommended domain 4 < B < 9 (12)) the effect of load disturbance is
faster rejected. The smaller m is (T,>>T;) the more favourable this property
is.

It can be observed that from this point of view at, an increase of B over the value of
9 the use 2p-SO-m does not offer benefits. Also for MO-m differences in transients
in disturbance rejection occur (highlighted with bold). Table 3.1-7 synthesizes the
values of performance indices regarding the load disturbance obtained through
simulation and interpolation. The domains of {m, B} for which the use of 2p-SO-m
is advantageous/partially advantageous regarding the load disturbance are
highlighted with bold.

Table 3.1-7. The values of performance indices regarding the load disturbance

2p-SO-m
MO-m Value of B
m 4 5 6 7 8 9
i 45,5 9.2 11.1 13.0 14.9 17.5 19.8
0.05 sd2
Oyaz 9.3 7.7 8.7 9.7 10.5 11.4 12.3
{ 28.7 10.6 12.6 14.5 17.1 19.6 23.4
0.10 5.J2
OLaz 15.7 15.3 17.4 19.1 20.8 22.1 2352
i 19.7 15.2° 17.9° 13.9 16.7 19.7 22.7
0.15 e
0142 21.3 22.9 25.4 28.3 30.1 32.1 34.0
{ 17.6 17.6° 13.1 16.1 19.5 22.4 26.8
0.20 a2
01,62 25.9 29.7 32.8 36.1 38.1 40.8 42.7

Remark: t,,, =t., T, For the cases marked with * the system is quite oscillatory,

consequently the steady state value ( £ 2 % ) is reached later. The dashed values
are in the recommended domain or strictly near of.

Fig.3.1-4 presents the performance indices regarding the load disturbance with m in
horizontal axis and B parameter.

Fig.3.1-4. System performances regarding the load disturbance O o b0 =f(B), m -parameter
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3. Reference tracking, load disturbance rejection and robustness enhancement 69

D. Analysis in frequency domain.

e Sensitivity function analysis. To characterise the sensitivity of CS, for = 4,
5,6,7,8,9,12, 16 and m={0.05, 0.10, 0.15, 0.20} the modulus of S(jw) and the
maximum sensitivity value My and its inverse Mgy™! were calculated, Table 3.1-9.
The values of w. and ¢, are calculated and represented in Table 3.1-9 for the cases

2p-SO-1,

Table 3.1-8. The values for My, and Mgg™!

MsO/M-ISO
m \ B 4 5 6 7 8 9 12 16
0.05 | My 1.602 1.45 1.36 1.303 1.263 1.235 1.180 1.14
M1, 0.624 0.690 0.735 0.767 0.792 0.810 0.847 0.87
6
0.10 [ My 1.529 1.385 1.302 1.248 1.212 1.185 1.136 1.103
M, 0.654 0.722 0.768 0.801 0.825 0.844 0.880 0.90
7
0.15 | My 1.464 1.330 1.255 1.206 1.172 1.149 1.106 1.076
M, 0.683 0.752 0.797 0.829 0.853 0.870 0.904 0.92
9
0.20 | Mso 1.406 1.285 1.217 1.172 1.143 1.122 1.083 1.058
M1, 0.711 0.778 0.822 0.853 0.875 0.891 0.923 | 0.945

Remark: for MO-m M. =max{|So(jw)} =1.272and Ms;*=0.786; the dashed
values are in the recommended domain (1.2 < My, < 2) or strictly near of.

Table 3.1-9. The crossover frequency and the value of the phase reserve; the
maximum magnitude of the frequency response: My,=max | T(jw) | =1 (0—0)

B

m 4 5 6 7 8 9 12

0.05 | w 0.461 0.406 0.365 0.334 0.308 0.287 0.241
@ 39.4 45.0 49.4 53.0 56.1 58.7 64.9

0.10 | w 0.428 0.371 0.328 0.295 0.268 0.246 0.196
P 42,4 48,7 53.8 58.0 61.7 64.9 72.7

0.15 | w 0.400 0.340 0.295 0261 0.232 0.208 0.155
@ 45.8 52.8 58.5 63.3 67.5 71.1 79.7

0.20 | w 0.374 0.312 0.265 0.228 0.199 0.174 0.122
Pr 49.6 57.2 63.4 68.5 72.7 76.4 84.1

Remark: For MO-m ¢,=60° at w, =1/ 2T; (for Ts =1 results w,. =0.5); the dashed
values are in the recommended domain or strictly near of.

Figure 3.1-5 (a),(b),(c),(d) present the calculated Nyquist plots and the Mgy! circles
are marked for the values with bold. The curves point out for each m the increase of
robustness when the value of B is increased.
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005

—

(a)

(b)

(c)

(d)

) The sens for B - increase
Fig.3.1-5. Nyquist curves and Mg, circles for different m and B and the Mgy '=f(B) circles
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3. Reference tracking, load disturbance rejection and robustness enhancement 71

Based on (3.1-16) the expression of the phase margin . can be expressed as:
¢r= arg{Hy(jw )} + n = arctg(BTsw.) - arctg(T,w_ ) - arctg(Tsw )+ n/2 (3.1-28)

the calculated diagram of curves @, as function of {B, m} are depicted in Fig. 3.1-6.

90

30 -

70

60 PR
r‘ v‘
50 T e e
I .

40-

Phase margin

30 m=0.05..020

20

Fig.3.1-6. The phase margin () versus B curves, m-parameter

o Bode Diagrams and phase margins. Based on relation (3.1-18) for the same
m and B parameter the Bode diagrams were calculated and represented in figure
3.1-7 (a) .(d). Some main remarks can be mentioned:

Even for small values of m the approximation of a lag element with an

integrating one (see relations (2.3-3), (2.3-4)) is questionable.

- The increase of the phase margin through m and B sustain a low sensitivity
design of systems with time varying parameters.

- For every value of B, as far as the phase margin is concerned, the 2p-SO
tuning method ensures the cut-off frequency in the immediate vicinity of the
maximal phase value. This situation is obvious for the cases m<0.05 (at the
limit m<0.10) .

- The phase reserve diagram allows a purpose oriented supplementary gain
adjustment.

- For the case of variable k,, solving equation (3.1-28) for @,= @ min (an
imposed value), the 2p-SO-m method can guarantee a frequency
margin for which the phase margin is larger than a minimum value.

- The minimal value for B which ensures positive phase margin can be
determined based on relations (3.1-19) and (3.1-28), respectively of the
condition:

An(m)
BTZm BTZ (1+m)3 >

¢ Magnitude plot of the complementary sensitivity function. For m and B -
parameters, the graphics of M,(w) = |Hm(ju))| are calculated and depictured in Figure
3.1-8; its maximal value, Mpmax is synthesized in Table 3.1-10. By increasing the

value of B the value of M, .. decreases, the system becomes less and less
oscillatory.

Ts (3.1-29)
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72 Part I1 Controller design for ensuring good reference tracking

Table 3.1-10 The maximal value My max

B
m 4 5 6 7 8 9 12
0.05 | 1.573 | 1.415 1.321 1.257 1.211 1.176 1.104
0.10 | 1.456 | 1.303 1.210 1.147 1.102 1.067 1.008
0.15 | 1.343 | 1.199 1.114 1.058 1.023 1.004 0.998
0.20 1.241 | 1.113 1.042 1.006 0.999 0.998 0.997

Remark: the dasched values are in the recommended domain or strictly near of.
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Fig.3.1-7. Bode diagrams for m and B parameters
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Magnitude plots of So and To - m=0.05
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o Magnifude plots of So and To - m=0.15
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Magnitude plots of So and To - m=0 20
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Fig.3.1-8. Magnitude plot of the sensitivity and complementary sensitivity function, {m, B}
parameters
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3.2. Choose of controller design method. Design
methodology and steps

3.2.1.Choose of controller design method

For many electric driving applications the t.f. of the plant can be accepted to
have benchmark type form, see tables 2.2-1 and 2.3-1. Imposing certain
requirements (see Chapter 1) regarding variable reference tracking, load
disturbance rejection and robustness to parameter changes reduces the area of
usable design methods. The 2p-SO-m is an alternative to the MO-m for the cases
defined in paragraph 3.1. The comparison of the two methods is interesting only for
the value (driving systems with big inertia) values for which the method is destined.
The parameterization with p: 4 < B <9 (16) extends the design options.

The design is performed in continuous time while the implementation can be
also in discrete time [1I-95], [II-89]. The main aspects which must be taken into
account when designing a controller for driving system with big inertia are:

- Reduced control error and good behaviour regarding a slowly changing
reference;
- Good behaviour regarding load disturbances;
- The possibility to control the phase margin through an adeguately chosen
value for B ;
- Reduced sensitivity regarding plants parameter changes through an
adequately chosen value for § ;
- The CS performances can improved by use reference filters;
Tables A to D give information for helping decide between the MO- and 2p-SO-
methods to methods:
o Table A highlights the t.f. for the cases when 2p-SO-m is recommended to
be used;
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3. Reference tracking, load disturbance rejection and robustness enhancement 75

e Table B shows that from the point of view of reduce values for the first
settling time EL,, 2p-SO-m is advantageous for small values for m and
values of B in interval < (6) 9;

e Table C shows that from the point of view of variable input the 2p-SO-m is
much better than MO-m;

e Table D. The performance indices regarding the load disturbance reflect a
better behaviour of 2p-SO-m compared with MO-m;

Tables which sinthesize the 2p-SO-m compared with MO-m.

Table A. Recommended situations for design with 2p-SO-m compared with MO-m

Case The plant t.f. H,(s) r:g;:::;.
- o MO-1.1
1+sT, :
2. K,
W+sT,i+sT,) MO-2.1
T >>Ts
2p-SO-m
3. kp
A+ sT XL +sTJi+sT,) Sp-Sorm
T,>T,>>T;

Table B. Performances regarding the step reference input: 2p-SO-m compared with
MO-m

m \ B 4 5 6 7 8 9 12
Oir
0.05 i
r

0.10

0.15

0.20
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Table C. Performances regarding the ramp reference input: 2p-SO-m compared with
MO-m
ﬂ 4 5 6 7 8 9 10 12 i4 16

m

0.05
0.10
0.15
0.20 Jr
0.25 a |

Table D. The performance indices regarding the load disturbance: 2p-SO-m
compared with MO-m

0.15

0.20

Oy E

Remarks: - much better performance of the 2p- RECOMMENDED
SO-m compared with MO-m
- similar performance of the 2p-SO-m Recommended
compared with MO-m
- not so good performance of the 2p- Acceptable, and other points
SO-m compared with MO-m of view can be taken into
account

The simultaneous fulfiliment of all requirements necessitates some compromises,
subsequently the 2p-SO-m recommended in the following cases:
- The value of parameter m lies within 0.05<m<0.20 (0.25) values. If in such
cases the approximation m=0 was made and ESO-m was chosen then a
correction in controller parameters would be required;

- Through the possibility of choosing B in the recommended domain
4 <B <9(12) the designh compromises can be fulfilled;
- For values of m< 0.05 the approximation m=0 is justified.

3.2.2.Design methodology and steps

Considering the choice of the 2p-SO-m design method justified, the design
steps are the following:

e Starting form the approximated form of the plant t.f. H,(s), one of the
variants of the 2p-SO-m is chosen and value for m is determined (mg);
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3. Reference tracking, load disturbance rejection and robustness enhancement 77

The possible modifications of m are estimated, due to the modification of
the dominant time constant;

The value of B is determined which satisfies the imposed performances for
the nominal value my and the parameter changes are evaluated for changes
ofam;

The controller H.(s) is chosen and its parameter calculated; if necessary, a

reference filter F.(s) is added;

The control structure is extended with supplementary functions:

- Limitations of the control signal, AWR measure,

- Limitations of the actuator output,

- Feed-forward filters;

Taking into account the neglected aspects of the plant (or design), further
corrections and fine-tuning can be expected;

Step by step the solutions are verified.

3.3. Conclusions. The main advantages of the 2p-SO-m

The 2p-SO-m can be considered as a generalized form of the classical SO-m

and of the ESO-m. The main advantages of the 2p-SO-m are synthesized in the
followings:

The method is “optimal in the magnitude” regarding the (slow) variable
reference only for small values of m (m=<0.05) and p=4 by guaranteeing a
value close to the maximum value of the phase margin for constant plant
parameters;

The increase of B ensures the reduction of system sensitivity and can ensure
the increase of robustness (see Figure 3.1-5). Anyhow, values of B>9 are
not justified.

For 0.05<m=<0.20 (0.25) the 2p-SO-m design method ensures good
behavior regarding load disturbances.

For the case of variable k; solving equation (3.1-30) for an imposed value
®r= @rmin , the 2p-SO-m method can guarantee a frequency margin for
which the phase margin is larger than a minimum value.

3.4. Youla parameterization for the MO-m, ESO-m and
2p-SO-m

The Youla parameterization (called also Q-parameterization) is a design

method applied for both stable and unstable plants [II-54]-[1I-59], [II-62]. The
Youla parameterization requires polynomials relative to the system’s properties. The
disadvantage of the method consists in the fact that in case of high order, non-
minimum phase or unstable plants the controlier results as a non conventional one.
In this chapter the controller design method based on MO-m, ESO-m and 2p-SO-m
[1I-60], {II-61] is transposed in a Youla-parameterization form.

The use of Youla-parameterization in case of ESO-m and 2p-SO-m is

justified by the possibility of imposing favorable forms of the expressions of S(s)
and T(s) that ensures the desired system performances.
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78 Part II Controller design for ensuring good reference tracking

3.4.1. Preliminary aspects

If G(s) is a bounded rational form |G(jw) <co, with real coefficients there

exists a co-prime factorization over the set of all bounded rational forms with real
coefficients [I11-61]:
G(s) = NGs) with G(s)€p (3.4-1)
M(s)
N(s)X(s) + M(s)Y(s) =1 (Bezout’s Identity) (3.4-2)
N(s), X(s), M(s), Y(s) €p, where ¢ is the set of all bounded rational forms with real
coefficients.
The set of all stabilizing controllers for G(s) (3.4-1) is defined as:
X(s) + M(s)Q(s)
Y(s) - N(s)Q(s)
Q(s) - represent the so-called Youla parameterization polynomial.
If the plant with t.f. H,(s)is stable, the co-prime factorization (3.4-1) and
(3.4-2) can be particularized as:
N(s)=Hy(s) , Ms)=1 , X(s)=0 , Y(s)=1 (3.4-9)
Accordingly, the controller (3.4-3), noted with H_(s), is determined as:

____Qs)
() = TH (50Q)
Figures 3.4-1 present the basic block diagram (a) and the restructured block
diagram (b) regarding the Youla parameterization of controller design. The following
notations have been used: H. - the controller, with t.f. H.(s), H, - the plant, with

t.f. Ho(s), Q - the Youla parameterization polynomial; r, - reference, r - pre-

filtered reference, e - error signal, u - control signal, y — measured output signal, d,
- output acting plant disturbance, d, - input acting plant disturbance.
In all the cases treated here the plants are stable, characterized by bounded

Hp(s) t.f.-s !Hp(jm)‘ <o, The equations which characterize the structure in fig. 3.4-1
(3) (MISO - case) are (2.1-1) to (2.1-10).
For stable plants the Youla parameterization controller design consists in

establishing Q(s) so that well stated requirements are fulfilled for S(s). From (2.1-1)
and (2.1-9) it results:

C(s) = H(s) =

where Q(s)€¢p(3.4-3)

(3.4-5)

S(s) = 1-Hp(s)Q(s) (3.4-6)
From relations (3.4-5) and (3.4-6) it results that S(s) and H_.(s) depend only on
Q(s) and Hg(s).
Consequently, in controller design the following steps are made [1I-60]:
Step (1):For the given stable plant with t.f. Hy(s), calculation of H.(s) is performed

with Q(s) as parameter. Calculations of S(s) and T(s) follow.

Step (2):Establish of a Q(s) through which the imposed performances for S(s) or
T(s) are ensured.

Step (3):Establish the controller H.(s) that fulfills the imposed requirements.
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3. Reference tracking, load disturbance rejection and robustness enhancement 79

Step (4): Verification of desired performances, sensitivity analysis of the system.

dz dg

r
: r € ch Hp

dy

(b)
Fig. 3.4-1. Basic control structures

3.4.2. Youla parameterization for the MO-m

The plant t.f. is either (3.4-7) (1) or (3.4-7) (2):
Hp(s) =

p - P
GxsT, Jisst,) (Do @ = gy Jivsn) PG4

The design is exemplified only for t.f. (3.4-7) (1), the case (2) being solved

similarly.

(1) Calculation of H.(s) with Q(s) parameter. Replacing (3.4-7) into (3.4-5) resuits:

_ (1+sT: 1 +5sT,)
He8) = A et Yo+ s7,)-k,Q08)
with the realizable expression for S(s) and T(s):
(1+sT: 1+ sTli- kpQ(s)
S(s) =
(1+sTs J1+5T,)

B kpQ(s)
T = et Yov Ty

(2) Establish the stable Q(s). Using (3.4-9) or (3.4-10) results:

1

m9=k

T(s)1 +sTs 1 +sT,) or
p

(3.4-8)

(3.4-9)

(3.4-10)
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Qs) = 1S+ ST N+ 5T,) (3.4-11)
p
Using T(s) with its specific MO-m form and replacing into (3.4-10) results Q(s):
1
T(s) = (3.4-12)

1+ 2T,;s + 2T2s?
1 (14T f1+5sT,)
Ay =1~ k 1+ 2T;s + 2T2s?
(3) Establish a controlier He(s). finaly, the controller results as a PI controller:
He(s) = 1 (1+sT J1+ sT,) (1+sT J1+sT, X1+ 2Tgs + 2T,_s ) _ 1
k 1+ 2Ty, +2T2s% (1+sT J1 + ST, J1 + 2Tos + 2T2s2 -1] 2k, T;s

(3.4-13)

1+ T;s)

The controlier result as a:

kKe=eto , T.=T, (3.4-14) and T, =T,  (3.4-15)
2T,

3.4.3. Youla parameterization for the ESO-m

The t.f. of plant is (3.4-16) (a) or (b):
k

— kD - p
Hp(s) = {rs,) @ or Hp(s) = @+ sT, Ji+sT)) (b) (3.4-16)

The design is exemplified only for t.f. (3.4-16) (a); the step.
(1) Calculation of H.(s) with Q(s) parameter. Replacing results H.(s), S(s) and T(s)

H ()= Q) (H(“STi)

STy )- ko Q(S)
1+sT;)- k s
S(s) = S( S(Sl :Z-)ST:)Q(S) (3.4-18) T(s) = g(lpTQi%). (3.4-19)
(2) Establish a stable Q(s)

Qs) = —p T(S)s(Ll+5T;) or Q) = kiu _S(s))s{L+sT,) (3.4-20)
p
The system performances are imposed through T(s), which is specific for ESO-m:

1+BT;

(3.4-17)

T(s)= 4-21
() 1+BTys + B/ 21,28 + B/ 2T, %8 3 )
(3) Establish the controller’s t.f. H.(s):
He(s) = 7— 1+BTss) = 1+BT;ss 4-22
The resulting controller isa PI type controller with parameters:
1 .
T.=BTy (3.4-23) and T, =T, (3.4-24)

K, = —t
c B3/2kaZZ

BUPT



3. Reference tracking, load disturbance rejection and robustness enhancement 81

3.4.4. Youla parameterization for the 2p-SO-m

The plant t.f. is (3.4-7) (a) or (b). The design is exemplified only for t.f.
(3.4-7) (a).
(1) Calculation of H.(s) with Q(s) parameter. Replacing results H_(s), S(s) and T(s)

(1+sT: 1 +5T,)

Hc.(s) = Q(s) (1 +sT, Xl " STI)- K,Q() (3.4-25)
(14T +5Ty)-k,Q(s)
S(s) = (1+sT,)(t +sTs) (3.4-26)
k,Q(s)
1) = Giston+sn,) (3.4-27)

(2) Establish a stable Q(s):

1

Qs) = L= TE( +STL +5T;) or Qls) = I(l—(1 _S(s))(1+sT,){1 +5T,) (3.4-28)
p p

The system performances are imposed through an adequate choice of T(s). For this

case a proportional-derivative-with 3™ order lag model is adequate (PDL3).

Accepting the use of a PI controller, one gets:

1+sT,

T(s) = 3.4-29
(<) a;s’ +a,s° +a;s+1 ( )
T T, Ts + T, 1+kpkT
where a,=—=+1 g =-%:_1 g=__FZ° g -1 (3.4-30)
> kpke 27 Kok ! koK. 0
(3) Establish the controller H.(s) .
1 (1 +sT )L +sT; \1 + ST,
He(s) = i~ 1aE 22)( 3 : (3.4-31)
P(a,-T)s s°+ s+1
@ - Te) [al-Tc a -T, ]

If the general conditions (3.4-5) and (2.4-5) are imposed and the notation (2.4-9)
is used, it results:

_{(1+m)? 1 ) L a4 (2-BYD)+m?] )
ke = T, (3.4-32) and: T, = BTy, = BT; Ty (3.4-33)
Using successive replacements, one gets
T;? 3/2 '303/2 T22 3/2 1213/2 :
= =T , =— % _ =T , =T.B, =1(3.4-
% (1+m)BB =P % (1+m)ZB zB a=TH a=1(3.4-34)
1 (1+sT;))1+sT; (1+BT;5,,5)
Q(S) - 1 ( XX Zm

) : . 3.4-35
kp B3/2T,°s® +B3/2T,’s? +BTys +1 (3:4739)

For the second case the supplementary time constant is Tc' =T, . In this case, for
Youla parameterization design the following choice can be made:

- Place the zero z; = - as a function of the values of {B, Tz, m=Tg/ Ty };

BTzm
- The poles of the system are function of {B, Tz, m}:
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As) = B3/2T,%s? + B3/2T, ’s2 +BTs+1 (3.4-36)
. . . /2
o1 e eyt el o, o
P1=-gm737 ¢ P23 = 2 :
BT 26T;

The controller parameters result from relations (3.4-32) and (3.4-33). In this
context the poles’ placement given by (3.4-37) leads to a Q(s) of form (3.4-28),
and finally the controller is:

He(s) = 1

B_3/2|(—TZZ_S(1 + BTst) (34'38)
p

3.4.5. Conclusions

In this paragraph an interpretation of the Youla-parameterization design is
presented for controller design for cases of benchmark type stable models, H » (s),

which can characterize electrical driving systems with large mechanical time
constants.

The study presents in detail the way of transposing the positive results gained
from classical design methods based on modulus conditions (MO-m, SO-m) or
conditions derived from these (ESO-m and 2p-SO-m) into a Youla-parameterization
formulation. If the imposed conditions are adequately chosen, the controller is easy to
implement. If the conditions are inadequate then the controller structure results as
more difficult to comprehend and the solutions are less accepted in the practice.

4, Cascade Control Solution for an elctric
traction system

4.1. Mathematical Modelling of the plant

Low power traction motors in electrical drive vehicles are frequently oriented
on DC-machines (DC-m) or brushless DC motors (BLDC-m) [II-84] - [II-88] (but
other solutions are also used, see also part I, [I-16]). From the point of view of
mathematical modelling, the two solutions differ only insignificantly, mainly on
parameter calculus relations.

The functional block diagram of an electrical driving system as part of an
electric vehicle was presented in part I chapter 2 and detailed in figure 2.2-1 as an
electric vehicle. In electrical traction, the operating range of a DC-m is divided into
four quadrants: forward motoring, forward breaking, reverse motoring and reverse
braking [1I-86],[11-88],{11-87], [1I-90].

4.1.1.Modeling the DC-m and the vehicle dynamics
The hypotheses accepted at modelling imply that in normal regimes the DC-

m works in the linear domain where the flux (current) is constant in value (valid
especially for BLDC-m). An eventually change in the excitation regime will modify
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4. Cascade Control Solution for an elctric traction system 83

the basic model, but a linearization in the new working point results in the basic
situation. As a result, the block diagram of the DC-m is depicted in figure 2.2-3, part
I.The basic equations that characterize the functionality of the system are given in
(2.2-1) - (2.2-10), pat I: The modelling of the other functional blocks of the electric
vehicle is not subject of this study, but they are described in [II-83], [II-100].

4.1.2. Numerical values of the plant
The numerical data for the considered application are defined in [1I-85], [III-99].
O Numerical values of the DC-m in the nominal functioning point
The values are presented in Table 4.1-1

Table 4.1-1. Numerical values for the DC-m

Torque | Rotation | Useful | Voltage | Current | Absorbed | Efficiency | Electrical
power Power time
const
[Nm] [[rot/min]| {[kw] [V] [A] [kw] {%] [sec]
50,16 1605 8,43 77,6 126 9,78 86,18 0.1

Other electrical data:
- R, =0.19Q, - estimated value from the car builder,

- Gain and time constant of actuator: k,=30 V/V, T,=0.02 sec;
- Gains for current and speed sensors: kw=0.0238 V/A; km,=0.0178
V/(rad/sec).
O Numerical values regarded to the vehicle ([II-85])
Nominal numerical values for the plant are:
- Total mass of vehicle, including an 80kg heavy driver: m=1860 kg;
- Frontal area of vehicle: Ag=2.4 m?;
- Air drag coefficient: C4=0.4;
- Air density: p=1.225 kg/m3;
- Rolling resistance coefficient: C,=0.015;
- Wheel radius: w,=0.3 m;
- Final drive ratio: f,=4.875 Nm/(rad/sec).
Starting from the energy conservation principle, relations (4.1-1)-(A.1-3) were
deduced; the numerical value is:

0.3?
4.875°

Considering the moment of inertia of the wheels and electric motor having the
value:

Jyen = 1860

=7.04 kgm? (4.1-1)

Jy =1.56 kgm? (4.1-2)
The total inertia results as:

Jiot = Jven + Jw = 7.04 + 156 = 8.6 kgm?
which results in a mechanical time constant of T, =5.43 sec.

The two time constants are T,,=5.43 sec and T,=0.1 sec resulting in a value of m:
m<0.02.

(4.1-3)
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4.2. Control structures. Controller design, simulation
results

4.2.1. Control aim and imposed performances

In spite of their simplicity, the CCS can substantially improve the speed and
the linearity of the closed-loop system. The aims of the control structures applied to
the DC-m are grouped as follows:

- To ensure good reference signal tracking (speed) with small settling time
and small overshoot (good transients and zero-steady-state error at
we=const.); the steady state variable reference (ramp) error should be as
small as possible; the relatively slowly changing ramp can be considered
decomposed in a sequence of step variation.

- To ensure load disturbance rejection due to modifications in the driving

conditions.

- To show reduced sensitivity [II-84] to changes in the total inertia of the
system.
4.2.2. Control solutions

Due to previous experiences in domain [II-83], [1I-85] there were adopted two
classical solutions, both having two control loops in a CCS:

- One internal control loop of the current, consisting in a PI controller
extended with an AWR measure [11-90], [1I-91].

- One external control loop of speed w [rad/sec] (motor speed) with a PI
controller.

The two controllers are designed separately.

- The first control solution is a clssical one, figure 4.2-1.

- The second control structure, figure 4.2-2, differs from the first through the
outer loop, in which a forcing block was added to correct the current
reference for the inner loop. This can decrease the response time of the
system.

QU The inner loop: the current control loop. The inner loop is identical in both
cases, and it consists of a PI controller with AWR measure [11-90], [II-91]. The
parameters of the current controller were based on the MO-m having the design
relation (2.2-7) and Table 2.2-1:

1
ka,Tzl !
vyherg kpi — the gain of the inner part of the plant, containing the actuator, electric
cnrcunt_e?nd _current sensor), T, - electric time constant, Ty — equivalent of small
(parasitic) time constants (resulting from the power electronics time constant, the
sensor and filter time constants), with T,>Ty . For the given application the plants’
t.f. results

k..
Hec(s) = —Sc—'(l +sT,), kg = T,=T, (4.2-1)

M - Kect
Hp(s) — Hoci(S) = (L+5T,)(L+5T,) (4.2-2)
)
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1
where Kpcr =Kp =Kjp R_kMikﬁ =175 and Ty =T, +T,+T;=0.04 sec. and the
a

controller parameters results as k.,;=7.0 , T, =0.1 sec.

The AWR measure was introduced to attenuate the effects of going into limitation of
the controller and realized according to [II-90], [II-91] having the value of
T.=0.005.

Other methods for handling constraints of the control signal are also used, for
example a solution where the controller itself is by a dynamic feedback of a static
saturation element [1I-91]. The inner optimized control loop can be approximated as
follows:

1 1
km; 1+ 2Tg;s
O The external loop: the speed control loop. As the outer loop, it consists of
a PI controller in two variants for implementation:

(a) one homogenous variant,

(b) One case when a forcing filter for the reference value was introduced.
Neglecting the friction coefficient, k;, for the simplified design method (m =~ 0.02)
the plant t.f. used for speed controller design can be considered:

k
_ P -
Hy(s) = s{l +sTs,, (4.2-3)

where Ty, =2T;; + T, stands for the current loop and parasitic time constants

H, (s) = , ky;=0.0238 V/A, 2Ty, = 0.08sec.

(T, =0.05), k, characterizes the dynamics of the mechanical part of the driving
system (Jwt), the inverse of the current sensor k;; and the speed sensor kug.
The speed controller is PI type-controller having the t.f.

1 k
HCm(S) = ka(l + STcm) ==

(L+sT.,) (4.2-4)

Based on desired control performances the parameter B is chosen =16 . A larger

value of B ensures less oscillating transients and a bigger phase margin. Due to the
fact that in this case m was very small, no corrections were applied at this stage.
Finally the parameters of the speed controller results as: k.,~35.0 and T,,=1.75.
For the second case the controller is the same and the feed forward correction term
is a Derivative with first order Lag type filter (DL1) with t.f.:

56.0 s
Hi(s) = ——

T (4.2-5)

4.2.3. Simulation results

The simulation scenarios are the following: the first control structure is
simulated, followed by the second cascade structure simulations (comparison of the
currents’ and dynamics), ended by simulations for the first case regarding
sensitivity aspects for a change in the mass of the plant.

The reference signal is the same for all three cases, consisting in an
acceleration part, a part with constant velocity and a part of deceleration until a
stop is reached. The load of the system is taken into account as in [II-84], [1I-93].
The registered variables are: the velocity (speed), the current and the
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88 PartII Controller design for ensuring good reference tracking

electromagnetic torque M, vs. disturbance torque M

O Case of simple cascade structure

The simulation results are depictured in figures 4.2-3, 4.2-4 and 4.2-5.

QO Case of cascade structure with correction of the current reference

In this case the differences in the current behaviour are depicted, together with the
active power (dashed line - simple cascade structure, solid line - structure with
current correction). The differences in the speed dynamics are not significant, the
active power differences are proportional with the current, figures 4.2-6 and 4.2-7.
Q Simple cascade structure with modified load

The simulations are presented in figures 4.2-8 and 4.2-9 (for the first cascade
structure): the mass of the vehicle is changed with +25% of it (solid line — original
load, dashed line - increased load): Myeh=Myeno+AM=1860+0.25.1860=2332kg.

Speed refeimnce tracking

1200 -~ BT,

nrebmn)

Bl e T T Sy G —— |
o 20 40 60 80 100 120
Teme [sec)

Fig.4.2-3. Speed reference tracking

BT S e T S S S
9 20 40 80 60

—_— )
100 120
Teme [soc]

Fig.4.2-4. Behaviour of the current
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Active and load torques.
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Fig.4.2-7. Comparison of the active powers

The speed was not presented since almost the same behaviour resulted. But
in order to achieve this performance, the current is higher (since it needs more
power to carry the increased weight). Still the current does not reach its maximal

admissible value (4 times the nominal value of 126 A).
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Fig.4.2-9. Active torque M, vs. disturbance torque M,

The active power is higher (12 kW compared to 9kW at starting), but
without exceeding the maximal power of 15 kW of the machine. Both the active
torque and the load torque are higher, as expected.

In the simulations non-linear phenomena induced by the limitations did not occur.

4.3. Conclusions

The chapter presents an efficient CCS for electrical drives used for electrical
traction vehicle in two variants - without and with a forcing feed forward term for
the current reference. The numerical data’s regarded to the application are based on
a real application of a hybrid solar vehicle.

In order to ensure superior performances, for controller design different variants of
the modulus optimum tuning method: the MO-method for the inner loop, and due to
the fact that the ratio m=T; /T, is very small, accepting Kessler's approximation,

the ESO-m were used; due to the very small value of m=0.2 the correction of the
results based on the tuning method 2p-ESO-m can be neglected.
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Simulations were performed using the Matlab/Simulink environment, for a reference
drive cycle, derived from the NED Cycle [I1-86]. The simulated cases reflect a very
good behaviour of the system both regarding reference tracking and also sensitivity
to parameter changes.

5. Part conclusions and contributions

This part of the thesis is a detailed study based on 94 papers, including

papers to which I have contributions. Out of these at 8 papers I am first or single
author; also the three PhD reports sustained at U.P.Timisoara are mentioned. The
main contributions of part 1I of the thesis are:

1.

2.

In Chapter 2 an overview on optimal design methods based on Modulus
Optimum criteria, detailing the MO method, SO method and ESO method.

In Chapter 3 a novel controller design method based on a double
parameterization of the optimality conditions specific for the SO method is
introduced: the 2p-SO-method. The method (paragraph 3.1) refers to plants
with very time constants and for which the application of the ESO-m
requires approximations. The double parameterization is based on the
followings:

- First, with the condition that T, / T, <<I, the parameter m is defined

m= TZ /Tl
- Second, the use of the optimisation relations:
B'/%aja, =aj B'/%aa; = a3

Through this an improvement of the phase margin can be reached. Design
cases are presented and the specific tuning relations deduced. The
achievable performances, the method efficiency are compared with the MO-
method (much preferred design method for PID controllers for driving
systems. Specific particular cases are presented and analyzed, accompanied
by performance diagrams and methods for improving these. Simulation data
allow a good specification for the cases when the method proves to be very
efficient (paragraph 3.1.2, 3.1.3).

Taking into account that the robust design based on the Youla
parameterization proves to be very efficient in many cases a Youla
parameterization approach of the MO-m, ESO-m and 2p-SO-method is
given.

For the electric drive of a vehicle with electric traction (based on real data
[II-85]) Chapter 4 presents a detailed design for a cascade control system.
Two variants of the cascade structure are presented, controller with
homogenous and non-homogenous structure, using AWR measure. The
simulation results reflect the expected behaviour.

Connected to this part of the thesis, appendix I present a 2-DOF approach
for PI and PID controllers and a design method which can easy applied in
practice.

Finally to underline the relevance of the research report with comparable resuits
from September 2007, [II-66] must be mentioned.
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Part III. New Design Solutions in Speed Control
for Hydrogenerators

“Predictive control is usually considered when a better performance than that
achievable by non-predictive control is required”
(Camacho, E.F. and Bordons, C. [III-31])

1. Introduction. The structure of part

Part III of the thesys present control solutions dedicated to the speed
control for hydro-generators. In control of complex plants it is often needed to use
advanced CS-s. To choose an adequate contro! solution, the mathematical modelling
of the plant is necessary. The widely used mathematical models for each subsystem
of a HG and the speed control control structures were presented in part I chapter 3,
figure 3.1. The load - frequency control is active during normal operating conditions.
The input to this CS is the speed deviation.

Chapter 2 synthesises design solutions in speed control for hydrogenerator.

In Chapter 3 a cascade control structure and a mixed design technique of
hydro-turbine application (speed control) is presented [I1I-26], [I1I-27]; the aim of
this structure is based on fact that the plant can be separated into two decoupled
parts and the proposed solution is based on a cascade control structure with an
internal minimax controller, to reject internally located deterministic disturbances
and a main Generalized Predictive Controller (GPC) loop, to reject external
(stochastic) disturbances induced by the power system. The external loop consists of
a GPC structure [III-31] used in its polynomial representation, which has been
transformed into an Internal Model Control (IMC) structure. The disturbance acting
on this part of the plant is the active power induced by the power system and
considered as a stochastic one. Under these conditions the combined cascade
control structure can be an attractive solution to ensure the control system
performance enhancement. Finaly, the design steps are presented. The solution was
tested through simulation for a numerical case study regarding to a real application.

Chapter 4 propose a fuzzy control (FC) solution based on a new Takagi-
Sugeno Fuzzy Controller (TS-FC) dedicated to the speed control of hydro turbine
generators [III-15]; the controlled plant is characterized by models presented in
part I chapter 3. The servosystem is accepted to be stabilised using pole asgnment
technique and represented finaly as a first order with lag model. In the first phase
conventional PI controllers are developed ensuring desired maximum values both
for the sensitivity function and for the complementary sensitivity function in
frequency domain. Further, a design method for a four inputs-two outputs TS-FC is
presented. The FC system guarantees maximum imposed sensitivity functions. The
proposed solution was tested and validated through simulation of a case study. The
controller is compared with two Pl controllers designed separately with respect to
the reference input and with respect to one of the disturbance inputs.

Chapter 5 synthesises the contributions presented in this part of the thesis.
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2. Design solutions in speed control for hydrogenerators 93

2. Design solutions in speed control for
hydrogenerators

The review on classical design solutions in speed control of HG highlights the
fact that most of the practical solutions are based on a local stabilization of the
servosystem and the use of a PI (PID) controller in the main loop. The main PI (PID)
controllers are tuned according to a large variety of methods. In the case of the
classical design methods the speed controller is designed for a nominal or a specific
regime based on the robustness of the controller; the solutions are verified for
different values of the parameters as well, accepting the fact that in a real PSat
normal functioning regime these modifications are not significant.

2.1. Cascade control structures. Trends

The relevance of cascade control structures is still very actual, a multitude
of papers regarding these are continuously appearing (see for example the papers
of the 17" IFAC World Congress in Prague, 2005). Cascade control is a wide-spread
control technique for industrial applications. Its use is motivated by its advantages
and also by the necessity to use in some cases such multiple loop structures due to
the physical features of the plant. The objective of cascade control is to split a
control process into two (or even more) parts, where the outer controller generates
on its output the reference signal for the secondary, inner controller.

State feedback can be considered as a generalization of cascade control,
where not only some, but all state variables are fed back. Also inner variables can
be kept limited using limitation elements inserted in the cascade loop. If the inner
loop is unstable, a local stabilization can be perfomed, and thus the primary
controller can handle the stabilized part.

The main advantages of using cascade structures can be briefly summarised
in the following:

- Improved disturbance rejection which acts distributediy on the plants, in the
form of allowing a faster rejection by the secondary, inner controller. In this
case the choice of the secondary controller is very important, so that it can
allow a fast recovery from the effect of perturbations.

- A better control in the primary loop and improved dynamical performance
through optimizing the inner loop.

There are also disadvantages of applying cascade controllers, which usually come
from the nature of the plant (see [III-66].

The main interest in using cascade control structures are:

- Development of new design methods based on combining different
structures and design methods, by which the particularities of the given
plant can be taken into account;

- Spreding of the application areas to new domains of automatic control.

In this context the following papers are mentioned [III-67] - [III-73] in a form of a
survey.

In [I-63] an excitation controller for a single generator based on modern
multi-loop design methodology is presented in this paper. The proposed controller
consists of two-loops: a stabilizing (damping injection) loop and a voltage reguiating
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loop. The task of the stabilizing loop is to add damping in the face of voltage
oscillations.

In [I1I-68] the design and experimental testing of a prototype cascade
feedback control system is treated. The overall controller architecture is constituted
by three control sub-tasks. In [III-69] the objective of the application is a cascade
model-based predictive control technology for increase of a boiler efficiency.

In [1II-70] two new two-degree-of-freedom control structures are proposed
for cascade contro! systems, both of which are identical in the controller design
procedure.The primary controller used for setpoint tracking is derived in terms of H;
optimal performance objective. The secondary controller is responsible for rejecting
load disturbances that act into the intermediate process and therefore is called a
load disturbance estimator, which is inversely figured out by proposing the desired
complementary sensitivity function of the inner loop for disturbance rejection.

In [III-71] based on experience and engineering insight a systematic
procedure for cascade control structure design for complete chemical plants
(plantwide control) is presented. In [III-72] the aim of improving control
performances using cascade control and Smith predictor is treated. The combination
of different control strucures and methods is highlighted to be advantageous. .

In [III-73] a new simultaneous online automatic tuning method for cascade
control using a relay feedback approach is presented. Departing from the traditional
approach towards tuning of cascade control systems where the secondary and
primary loops are tuned in strict sequence, the proposed idea is to carry out the
entire tuning process in one experiment. For ease of practical applications, the
entire procedure of controller design may be automated and carried out online. A
direct controller tuning approach to tune the controllers is proposed here.

In [III-74] constrained cascade controls for parallel processes are treated.
One method employs the traditional cascade controllers, applied to serial transfer
functions. The second uses cascade controllers applied to parallel transfer function
processes. The latter method shows sensitivity to disturbance and tuning of inner
loops. A third innovative method, called a pseudo-cascade controller, is introduced
for parallel transfer functions.

In [I-75] a cascaded Nonlinear Receding-Horizon Control of Induction Motors
is presented with application to induction motors in cascade structure. The controller
is based on a finite horizon continuous time minimization of noniinear tracking errors.
Both the rotor flux and load torque are estimated by Kalman filter. Computer
simulations show the flux-speed tracking performances and the disturbance rejection
capabilities of the proposed controller in the nominal and mismatched parameter
case.

In [III-37] a Predictive Control solution of Fast Unstable and Nonminimum-
phase Nonlinear Systems is treated. With standard predictive control, the time
required for optimization is typicaily larger than the sampling interval that is needed
for stabilization of the fast dynamics. On the other hand, due to the nonminimum-
phase behavior, control based on input-output feedback linearization leads to
unstable internal dynamics. In this paper, a cascade structure is proposed, with
control based on input-output feedback linearisat ion forming the inner loop and
predictive control the outer loop. Assuming high-gain feedback for the inner loop, a
stability analysis of the global scheme is provided based on singular perturbation
theory. The approach is illustrated via the simulation.

In [III-77])a method for Tuning the cascade control systems by means of
magnitude optimum method is presented. The proposed tuning approach is based on
the so called MOMI tuning method which requires only one simple steady-state
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change of the process. The efficiency of the proposed approach has been tested on
three process models and compared to one existing tuning method by means of
simulation.

Other intresting aspects regarded to CCSs are presented in papers [I1I-79] (a
nuclear reactor application), [I1II-79] (dual RST-control of an Inverted Pendulum with
Simulink S-functions Implementation), [III-37] (Robust GPC-QFT approach), [I1I-81]
(AWR applications in CCS) (a.o., see for example the Proceedings of the European
Control Conference 2007 Kos, Greece, July 2-5, 2007).

2.2. An overview of hydrogenerators speed control
development

Based on significant papers present in the literature, different trends in HG
speed control design were analysed. The main conclusions drawn from this are
synthesized in the following.

(1) Derivation of PI (PID) controller parameters in the frequency domain by
using the open loop Bode diagrams is frequently used in applications (see
references [III-5], [III-6], [III-9], [III-10], [I1I-12], [III-64], [III-65].

(2) Optimal tuning of controller parameters based on integral cost functions has
the well-known advantageous(see part II, references [II-5], [II-9], [II-10],
[III 441, [I11-48]):

Use of integral cost functions can ensure good performances regarding
to input and disturbace;

- The most used integral cost functions are quadratic integral cost
functions (ISE) ,due to the fact that the evaluation and minimising the
expression of ISE cost functions or combined quadratic forms with
different components (poly-optimisation) is relatively easy. For example,
in [III-5] a lot of such integral indices are analysed and pertinent
conclusions concerning the use of integral indices in tuning PI(D)
controllers for hydro-generator applications are given.

(3) In its different form, the MBC structures [III-66], [III-41], [III-42]
represent an attractive solution that can ensure good performances and
studies for its implementation are of a permanent actuality. The IMC
solutions having a generic form of the structure presented in figure 2.2-1
[III-66] are for special interest.

The figure highlights four blocks:

The real plant, with the controlled output, (measured values),

- The plant model, which computes the predicted values for the plant
evolution,

- The disturbance estimation or the model parameter adaptation, the
block makes adjustments to the disturbance estimation or the modei
parameters so that the predicted values are brought closer to the
controlled output

The controller computes the control action {manipulated inputs on the

plant/model) needed to achieve the target (setpoint, reference).

The basic structures can be combined and extended in various forms

resulting in combined structures which can ensure better control

performances. For example in [III-83], [III-84], [III-85], a new hybrid
control system design technique in delta domain for IMC structure based on
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S_etpo;in_ts_’ Controller or L g Process

Update Model
Disturbances

the delta model of the plant is presented and applied for benchmark-type
test models (including non-minimum phase models). Aiso a generalised
form for delta domain DB control algorithm is given, a hybrid
implementation of the controller (Z-domain combined with delta domain) is
presented and its architecture is compared with the pure delta-domain
implementation.

l Disturbances

Manipulated
inputs Controlled Outputs

Model Based >y

Optimizer Measurements
Disturbance
Estimator and/or
Model Adaptation

—P Model J

Fig.2.2-1. The generic form of MBC control structure

(4) MPC in its basic form and advanced forms and GPC has gained much

attention and developed considerably in the past years, both in research and
in industry. Good overview of predictive control is given in [III-31], [III-32],
[11I-86] applied in continuous time, in discrete domain, follow by an
approach in the delta domain [III-19]. In [III-30] is remarked the fact that
the treatement of the external disturbances is obviously necessary. In [III-
46] a predictive feedforward control of a hydroelectric plant is presented.

(5) Structures based on FC techniques are successfully applied in various

industrial domains. In [I1I-5] various control solutions using FCs with

dynamics are presented and developing solutions are given:

- standard quasi-PI FC solutions with integrating component introduced on

the input or on the output of the basic fuzzy block;

- quasi-PI controllers with modified rule base;

- quasi-PI controllers with modified rule base (RB) and modified
distribution of membershipfunctons (MF) for control signal linguistic
terms;

- variable structure quasi-PI FC-s;

There are presented also new development strategies for fuzzy tuning of

parameters controllers meant for nonminimum-phase control system that

are easily implementable. Other later research results in FC solutions for

nonminimum-phased control system were presented in [III-45], [III-50],
[111-63], [1II-89].
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As a result of the trends presented in the previous paragraph, of mixture of
two control solutions in a CCS, in Part III of the thesis cascade control solutions are
used in two applications:

- First a new CCS design solution was introduced and presented (papers [1II-

26], [111-27]);

- Second a new design of a Fuzzy Control (FC) solution for HG-s with imposed

maximum sensitivity functions (mainly in paper [III-15]).

3. Applied GPC cascade control solution for
hydrogenerators

3.1. Introduction

Based on [III-26], [III-27] and [I1I-41], [III-42], the chapter presents a
new two-stage control solution which deals separately with the disturbances acting
on the plant. In paragraph 3.5 the particular structure is applied speed control of a
HG (the main application), but, it can be applied also in other practical applications,
where the plant can be separated into two parts.

The advantages of classical CCS are well known (see chapter 2). In the
proposed CCS, the internal loop solves the rejection of the deterministic part of the
disturbance using minimax control for worst case of the inner disturbance. Further,
a GPC is used in its polynomial representation, which has been transformed into an
IMC structure. The disturbances acting on this part of the plant are considered
stochastic ones.

3.2. Proposed cascade control structure

Many practical applications are dealing with plants that can be decomposed
into sub-processes P,, P,, figure 3.2-1.

Fig.3.2-1. Decomposition of plant

The independently acting disturbances d, and d, can be unmeasurable but
estimable or, in some cases, measurable. It is assumed that d,(t), d,(t) €L,, i.e.
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JdIT(t)dl(t)dt <o , szT(t)dz(t)dt <00
(3.2-1)

The nature of these disturbances is considered to be different and the
simultaneous rejection of both disturbances by a single controller can become a
difficult task. In the proposed CS their rejection becomes an independent task for
two controllers connected in cascade loop.

The efficient rejection of internal disturbances d;, upon the output can be
ensured through a local loop, which is optimized both as far as the control signal u
and the disturbance is concerned. This way the structure will have a favourable
behaviour regarding both transfer chanels, u—y and d,—vy;. Figure 3.2-2 presents
the cascade control structure.

3.3. Optimal controller design for disturbance rejection
based on minimax criterion

As introduced in the previous section, the design of the “inner” control loop,
which is affected by d, disturbances, can represent a linear quadratic minimax
problem, where the controller minimizes a given cost function when the
disturbances maximize this cost function [III-28], [III-29], [III-34]. A state
feedback controller is used (Fig.3.2-2) for which 2 minimax gain is calculated, which
is able to reject disturbances up to the value of the worst case disturbance (also
determined in the algorithm) [I11-28], [III-29].

|

[

| I

lu* _x] |

GPC | |
l

L _ — __—_ _ _ I J

Tow

Consider the P1 plant (figure 3.2-2) as a linear system, and its dynamics
described as follows:

Fig.3.2-2. Cascade GPC control structure

X(t) = Ax(t)+ Bu(t) + Ld,(t
35(3)=c§(3)+ uB+L® (3.3-1)
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3. Applied GPC cascade control solution for hydrogenerators 99

d,(t) representing the inner disturbance. For linear systems a quadratic cost
function is defined in order to obtain the optimal control signal, and the effect of the
disturbance is included explicitly:

Nudy)=5 ol“[vf(t)yi(mpzu’(t)u(t) vid](t)d (6) Jat

(3.3-2)
p is a design parameter and v is a free parameter which has to be chosen so that it
is in line with the Riccati equation to be solved. The disturbance term is with
negative sign due to the solution possibilities of the Control Aigebraic Riccati
Equation (for more details see for example [11I-28], [11I-29] (Athans and Bokor).
The target is to minimize the cost function and obtain the worst case
disturbance rejection state-feedback (minimax-game), under which conditions
disturbances up to the worst case disturbance are rejected. Reformulating the task,
a differential-game problem results:
min{max[J(u,dl)]} (3.3-3)

u(t) - d, (1)

Supplementing the cost function with a co-state vector and with its help
solving the Euler-Lagrange equation and deriving then the Hamiltonian system,
finally the optimal control signal u* and the worst case disturbance d,* are
obtained:

u*(t)= -%BTPX *=Kx* , d *(t)=—17LTPx*(t) =Kyx* (3.3-4)
p Y

Here x* stands for the optimal state resulting from the Modified Control Algebraic
Equation (MCARE) (3.3-5), while P represents a positive definite and symmetric
(P=P">0) solution to the MCARE:

PA+ AP+ C'C- P(pizs BT -

Finally the feedback gain matrix K is given by its two components K, and Kjg,
where K, is the gain component related to the optimal control and K4 is the gain
component related to the maximal disturbance. This is emphasized in figure 3.3-1.

In this figure d* represents the worst case disturbance (in the sense of Hy
norm) which can still be successfully rejected by the control system. d* is computed
only for simulation purposes, to emphasize the actual value of the worst case
disturbance. In reality this d, is the existing disturbance which must be rejected, so
for real cases d* does not exist, but disturbance d,.

For the optimized system which is physically implemented the ciosed loop
transfer functions (for the SISO case) regarding the disturbance - the sensitivity
function S;(s)) - and regarding the reference - the complementary sensitivity
function Ty(s) - is:

S,(s) = C(sI-A+BK, )L , T,(s)=Pg(s)=C(sI-A+BK,)'B (3.3-6)

This also simplifies the calculus of the external control loop. With the help of
a Matlab program the optimal solution is obtained in an efficient way [III-62].

1
Y—ZL LT)P =0 (3.3-5)
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L

L : Ka

Fig.3.3-1. Minimax contro! loop for worst case disturbance for theoretical representation

3.4. GPC controller design in its IMC representation

The main controller is designed on basis of GPC algorithm. There exists a
polynomial form of GPC in case if there are no constraints. The plant model (linear
or linearized) can be described by the following CARIMA model:

1
A YO = 7Bt - 1)+ S0 gy 1) (3.4-1)

u(t) is the control sequence, y(t) the output sequence, d,(t) is a zero mean white
noise, Dy is the physical dead time. Polynomials A, B and C are described in the

backward shift operator q!, A =l—q". The C(q!) polynomial is chosen for 1, for
simplicity. The minimized cost function, in order to obtain the control, sequence is:

1= 280t +i 10 -re+HF + 2 ANt + - )P
=N = (3.4-2)
where N; and N, are the limits of the prediction horizon, N, is the control horizon,
y(t+ j|t) is the j-step ahead prediction of the output, r(t+j) is the future reference
trajectory and 8(j) and A(j) are weighting sequences.
After the minimization the control law is obtained:

N
Au(t) = W(r-f) = Sk, [rct +i) - f(t + )]

i=N, (3.4-3)
W is the first row of the matrix (G' G+AI)''G', f is the free response, r is the
reference signal and G is a matrix containing elements of the plant’s unit step
response. If there are no constraints, the GPC algorithm can be transformed into a
two-degree-of-freedom (2DOF) polynomial structure, (see figure 3.4-1):

R(aH)AWE) = T(q (t) - S(a™ )y(t), (a) (3.4-4)

where R, S, T are polynomials in the backward shift operator. The R(q!) and S(q?)
polynomials can be calculated and the result will be (see Appendix 2):

T(qY)+q 2" ki, ™ KF

R(q'l) _ (q ) q _|=N1 [} S(q-l) _ —1“1 (]
>k ' ™

.--I'=Nl , t

(b) (3.4-4)
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where the polynomial T(q?) is a free parameter (often chosen to be 1, see Appendix

2).
g

e—1 |~

-

mlk,
o>

Sl

dn(t)

Fig.3.4-1. RST structure of GPC

The main idea for IMC structures is to include the model of the process in
the control loop, and the serially connected controller is chosen to the best
realizable inverse of it, [III-26], [III-33]. In figure 3.4-2 the IMC structure is
presented, enriched with two filters F, and F, and handling constraints. Of course,
this is valid only with stable plants.

]

E ‘Q——- Cive

N

F)’

Fig.3.4-2. IMC structure with limitation

Making the two structures equivalent (the RST and the IMC), it results that:
A
feo=T . R=5. RAA + BSz ¢ (3.4-5)
Based on [III-26], [III-33] and [III-41] in Appendix 2 a detailed analysis of the IMC
structure is presented:
- constraint handling in case of RST and IMC structures,
- influence of predictive parameters on closed loop poles.

Cmc =
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3.5. An applied GPC cascade control solution for
hydrogenerators

Based on [III-26] and [III-41], the paragraph presents a new concept in
speed control of HGs (the plant was presented in Part I, chapter 3, figure 3.1-1), a
Cascade GPC with Minimax Optimal Inner Control Loop, combining the advatages of
LQ design technique for the inner loop and the GPC algoritm for the main loop. The
plant can be separated into two decoupled parts. The MMs for the subsystems were
presented in Part I, chapter 3, table 3.2-1. The proposed solution is based on a
cascade control structure and design steps are presented.

The internal loop consists in a double integrating servo-system, which must
be stabilized; the loop solves the rejection of inner deterministic disturbance. The
solution is based on a minimax control for worst case of the inner disturbance.

The external loop consists in a GPC structure used in its polynomial
representation, which has been transformed into an IMC structure. The disturbance
acting on this part of the plant is the active power induced by the power system and
considered as a stochastic one. Under these conditions the combined cascade
control structure can be an attractive solution to ensure the control system
performance enhancement. The solution has been tested through simulation for a
numerical case study regarding to a real application [III-5].

3.5.1.The plant and its mathematical model

The plant is decomposed into sub-processes figure 3.2-1, (P1, P2),
represents the structure of the plant: u(t) is the control signal, y(t) the controlied
output. Different types of disturbances, d,(t) and d,(t), act on the plant, which must
be particularized as function of the involved application. Local loops can be used for
achieving good performances. The t.f. regarding the u — y is of form

H,(s) = P(s) = P(s)Px(s) (3.5-1)
In the considered application, the inner part P1 of the plant is the

unstabilised hydraulic servo-system, which represents the actuator (the positioning
system), Fig.3.5-1:

Fig.3.5-1. Simplified structure of unstabilised servo-system

where, EHC - the electro-hydraulic converter; SVD - the slide-valve distributor;
MSM - the main servo-motor; u - the control signal, y, - the gate position of the
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turbine; x; and x, - the state variables associated with the SVD and MSM,
respectively.

The local stabilization of the servosystem is solved practically based on a
feedback loop [III-14]; the stabilising algorithms can be different. For example, the
classical Mannesmann-Rexroth solution {III-15] is based on a pole-allocation
technique, resulting a second order with lag mathematical model, which can be
approximated with a first order system. In [III-91] a FC solution of an
electrohydraulic servosystem under nonlinearity constraints is presented.

The external part corresponds to the hydraulic subsystem and the
synchronous generator coupled to the power system (part I chapter 3), with
modeling details given there. It is accepted that the servo-system can be stabilized
in the form of Py(s):

kg
1+2¢T,s+T2s?

The load-type disturbance d;(t) acts at this level: the whole water column
(having the height of the dam) [III-3], [III-6] is weighing on the system and
modelled as a deterministic disturbance. The worst case is at 10% open blades of
the turbine, the best case is when the blades are completely open. Suppose that the
modifications of d,(t)=x5(t) are given by:

T.d, () +d,(t) = d2(t) (3.5-3)

P,(s) = (3.5-2)

d,°(t) - constant.
So, the state-space mathematicat model of P1 can be expressed as:

x(t) = Ax(t) +bu(t) +Ld)(t)

yi(t) = ¢ X(t) (3:54)
in the case of an additive to x,(t) - type disturbance d,(t):
0 0 0 g,/ T, 0
A=\1/T, 0 UT, |,b=| 0 |,c"=[0 1 0],L=| 0 |(3.55)
0 0 -1/T, 0 /T,

The P2 part of the plant corresponds to the HT (T in figure), the penstock
system (PsS) and the SG connected to the PS. For normal operating regimes the
simplified linearized models were synthesized in part I chapter 3 table 3.1. It is
assumed that the turbine is ideal, without losses and at full load, and P2 is given by
[1II-3] - [III-10]:

. « 1-sT,
PO =T, T2 (3:5:6)

where k;, =k, is the plant gain, T, represents the water starting time. The HG
(including the turbine) connected to the PS can be approximated with the t.f.
P37 (s):
kp>

(A +5Tr)
where T,, stands for the mechanical time constant of the HG-SG depending on the
rotating part’s inertia. The parameter a, has the values between 0.3 < g, < 1.3
with its extreme values a,, = 0 (before synchronization of the SG with the PS); the
largest value for an, is for SGs operating connected to the PS with infinite load.

In the design phase of the controller, values of an=1 are considered. In
many situations the extreme case of an, = 0 needs an alternative controlier.

PI*(s) = (3.5-7)
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Connecting these subsystems the resulting t.f. for the plant results in Py(s):
_ Kpy(1-sT,)
P2(8) = 35T, /2)(ay, + 5To)
Load disturbances d,(t) are induced by the power sysem and characterise the active
power request. The t.f. of the plant controlled by the GPC is
H (S) -~ ks kPZ(l - STw)
P (1+2¢Ts+T2s?) (1 + T, /2)(0y, +STy)

In accordance with IEEE Committee reports, [III-7], [III-8], the resulted
model (3.5-9) is widely used in studies regarded to modelling speed control systems
of hydrogenerators, and current approaches with this respect include suboptimal
contro! problems solved by various control techniques (see also paragraph 2.2).

The simultaneous rejection of the independently acting disturbances d,(t)
and d,(t) by a single controller can become a difficult task. This is the reason why in
the presented control structure their rejection becomes an independent task for two
cascade controllers.

(3.5-8)

(3.5-9)

3.5.2. Disturbance rejection in cascade control
structure

Under these conditions the combined cascade control structure can be an
attractive solution to ensure the control system performance enhancement. The
proposed cascade control structure is presented in Fig.3.2-2. The structure contains
two controllers:

- the inner, a state-feedback controller that realizes the stabilized electro-
hydraulic system (EHS) and insures adequate transients and behaviour
regarding disturbance d,(t),

- the main controller, a GPC which deals with reference tracking and rejection
of disturbance d,(t).

The stabilized EHS must ensure an aperiodic response (in (3.5-9) { = 1, with
distinct time constants T, , Ts;) or slightly oscillating, 0<< T <1). The dynamics is
imposed by the hydraulic part of the system. In steady-state regime d,(t) can be
considered almost constant or slowly variable.

In case of disadvantageous behaviour of the system (see for example [III-
10], [III-11], [11I-14], [III-56]) the random disturbance on the loop, d,(t), induced
by the electrical PS can be characterized as an oscillating disturbance with a
relatively small value for I, which can be considered as the output of a second order
lag filter with t.f. {III-30]:

w3

Faist(S) =

() w2 + 2¢w,s + s°
v(s) - step or impulse. w, characterizes the frequency, specific for the power system
in different functioning regime. Generally the value of wy is not constant, but in a
given point of the power system its variation range is not too large. In discrete
form, they can be approximated also as random variations, described by discrete
relation given in [III-30]:

and d,(s) = Fyisp (S)V(S) (a) (3.5-10)

Cat)
dy(t) = t b) (3.5-10
2(%) D(q‘l)E() (b) ( )

where §(t) is a zero mean white noise.
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Using spectral analysis techniques it is possible to detect the frequency
around which the main disturbance is located. In the literature it is mentioned that
such a disturbance filter can be tuned according to [III-30]:

Cat) _ 1

D(@') (-g')1-ae’q')(1+aeq?)
where a=2nfsh (h the sampling period, f, - a characteristic frequency of power
system [III-10]) and 0 << a <1 .

(3.5-11)

3.5.3. The validation of the proposed control solution.
Simulation results

The case study is dedicated to the speed control of a real-like application.
The parameters of the plant in (3.5-8) and (3.5-9) according to [I1I-5], [III-15] are:
go = 0.0625, T;; = 0.001872, T;; = 0.0756 , k, =1, T, = 2.2 sec, d, = 1 (the SG is
accepted to operate connected to the power system with infinite load), T, = 6.8
sec.

The gain components for minimax control are calculated as presented in
section 3.3. For this calculus a Matlab program was written. As a first step, the
value of the parameter y was established using interval halving (the parameter p is
chosen to be p=0.1) applied to the CARE, and the final minimal value is
Y=Ymin=0.028.

Solution to the CARE leads finally to the minimax game:

K, = [43.706 99.311 40.879], K, =[149.58 345.35 140.65] (3.5-12)

Frequency domain analysis can be performed in order to check the
performance of the control loop. Here only the closed-loop t.f. P,(s) is presented
which is further needed for the cascade control structure. It is the following t.f.
regarding to the reference u(t):

441.6

Pei(s) =
ai(S) s2 +1459s + 4.8610*

In its simplified form the stabilized EHS can be modelled according to (3.5-1).
Accepting the first-order Pade approximation for the dead-time element, the sub-
plant P2 can be characterized by a t.f.:

_ 1+2.2s 445
P(S) = {3 115)(1 5 6.89)

Since the stabilized EHS has a very small (neglectable) time constant
compared to the rest of the process, and it disappears at sampling, at the design
phase of the GPC outer loop only the steady-state value of P,(s) is taken into
consideration, so the composed process t.f. is

Pr(s)= 0.0101-P,(s) .

The second step is to apply GPC to the process, having the following GPC

parameters:

(3.5-13)

(3.5-14)

N,=1, N,=70, N,=1, &6=1, A,=0.1 (3.5-15)

Filter T(q™!) was chosen for simplicity to be T=1. A sampling time of h=1.45 sec was
chosen (so the discrete dead time results as Tp=3). The R and S polynomials are
computed also with a Matlab program, and the results in this case are:

. “POLITEHNICA ©
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R(z') = 0.183 + 0.0093z + 0.009422 + 0.0095z + 0.0041z*
S(z') = 11.1385 - 23.3389z" + 7.2004z2

The IMC structure parameters result:

F(z')=T(z') , Fu(z?)=T(z")

Czt) = 5.465 -10.05z" + 5.84z2 -1.09z73 (3.5-17)
1-2.78821 +2.8152%2 -1.21423 +0.1896z*
The testing through simulation of the proposed cascade control structure

(3.5-16)

was performed in two different ways.

First the inner loop was simulated as a continuous subsystem (this simulation is
sustained by the real implementation solutions - analogue electronics, local
microcontroller). A comparative test was made:
the control structure using minimax controller,

- an LQ controller having tuning parameters Q=1 and R=0.01.
Zero reference signal was supposed, and the initial conditions for the state
variables were chosen for:

,0)=1, x0=2, x30)=1, (3.5-18)
The figure 3.5-2 presents the output signal’s and the states’ evolution without
disturbance.
An exponentially decreasing disturbance of type d; is applied to both systems,
acting as in (3.5-10); its time-evolution is depicted in figure 3.5-3. Applying this
disturbance, the states and outputs are presented for both minimax and LQ
control (Fig.3.5-4). It can be noticed that rejection of the disturbance is better
in the case of the minimax control.
Secondly, the GPC structure was tested through simulation. The following
scenario was chosen: a step reference followed by two non-simultaneous
disturbances, d; - type step disturbance (acting at time moment 100 sec)
having the amplitude of -1, then d, ~ type disturbance (amplitude -0.05),
according to the specific application and modelled with a second-order filter
having the t.f.:

f— Mnmar
2. e
-t
3
2. :
3
0,. (a)
c
05 - e — —_ —_
) 01 0 03 04 s c6 a7
Time
4o - — -
3
w - =
(b)
63 04 65 06 a7
Time

Fig.3.5-2. Outputs and states of minimax and LQ control
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Fig.3.5-3. Generated disturbance di
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The amplitude of the step is -0.05, acting at time moment 170sec. (this
is similar to the one presented for example in [III-9], [III-10], Fig.3.5-5
emphasizes the simulation results.

(3.5-19)
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Fig.3.5-4. Disturbance rejection in minimax and LQ loops

From the analysis of the simulation it results a good behavior of the system both
regarding reference tracking and disturbance rejection.
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Fig.3.5-5. Simulation of cascade control system

3.6. Chapter conclusions

The chapter presents a two-stage CCS with an internal minimax state
controller dedicated for rejecting internally located deterministic disturbances and a
main GPC loop. In case of many applications the maximal value of the inner
disturbance can be estimated or calculated. Since the design effort in case of the
minimax controller is increased, a computer aided design is used both in this case
and for GPC controller (and in IMC representation) as well. The use of the GPC
controller under IMC representation based on the GPC’s polynomial RST structure
has the advantage of easy implementation.

Simulations give good results and sustains the efficiency both of the inner
loop and of the GPC controller, regarding disturbances that are specific for the
aimed applications.

Then, the control solution is applied to the speed control of hydro turbine
generators. The solution involves a cascade control structure with an internal
minimax state-feedback controller to reject internally located deterministic
disturbances and a main GPC loop. The proposed approach is justified because in
case of many applications (e.g. the presented one) the maximal value of the inner
disturbance can be estimated or calculated.

Since the design effort in case of the minimax controller is increased, a
computer-aided design is used both in this case and for GPC in IMC structure
representation. Digital simulation results of the case study show that the control
system ensures good performances. The results validate this control structure and
its design method.
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4. Fuzzy Control Solution for Hydrogenerators with
Imposed Maximum Sensitivity Functions

The chapter is based on published researches results [II1-15] and presents a
new FC solution based on a TS-FC dedicated to the speed control of HTG; the
controlled plant is characterized by models given in part I. In the first phase two
conventional PI controllers are developed ensuring desired maximum values both
for the sensitivity function and for the complementary sensitivity function in
frequency domain.

Further by accepting the approximate equivalence between FCs and linear
ones in certain conditions [III-54] (see also part IV of thesis), an attractive design
method for four inputs-two outputs TS-FC is presented. The FC system guarantees
maximum imposed sensitivity functions and therefore good responses with respect
to modifications of reference and disturbance inputs, and robustness with respect to
model uncertainties.

The proposed solution was tested through simulation of a case study
regarding a modeled HG. The controller is compared with two PI controllers
designed separately with respect to the reference input and with respect to one of
the disturbance inputs.

4.1. Introduction

The controlled plant used in the speed and active power control of hydro
generators was introduced in part I, chapter 3 and presented in details in paragraph
3.5. The simplified linearized models are synthesized in part I, chapter 3 table 3.1.
The values of the variable positive parameters {T., ko, Gu, Tm} depend on the
operating point.

The considered plant belongs to the class of second order non-minimum
phase systems (NFSs) with two negative real poles and one positive zero called
second-order “right half plane zero” systems [III-5]. The CS structure is presented
in figure 4.1-1 (for abbreviations see part I chapter 3).

- dlr ds
4 e U \ 3G and ,é Y
ﬁ—» ¢ F~{HTPES o -

Fig.4.1-1. Control system structure

For NFS-s is often needed the use advanced, complex CS structures to
ensure good control system performance [III-5]. As synthesized in chapter 2,
current approaches to speed control of HTG include gain scheduling [I11-45], robust
control [I11-9], optimal control [I1I-48] or predictive control [11I-46] and chapter 3.

Due to the main advantages of FC in its basic version without dynamics this
approach is also used in speed control of HTGs [III-5], [III-7], [III-63]. But, it is
well considered that nowadays more than 90 % of control loops use conventional PI
/ PID controllers due to the very good control system performance they can offer
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[111-96], including the applications in speed control of hydrogeneratorss [III-3],
[11I-7], [1II-8] [III-9]. The introduction of dynamics in the structure of FCs leads to
PD-, PI- or PID-FCs [III-76]. Under certain well-stated conditions the approximate
equivalence between FCs and linear ones [III-54] is generally acknowledged. This is
one of the reasons why there are widely accepted development methods for FCs by
employing the merge between the knowledge on conventional linear PI controllers
and the experience of experts in controlling the plant.

For the CS structure in Fig. 4.1-1 there are defined the sensitivity function
S(s) and the complementary sensitivity function T(s) (see part II):

1 ___Hc(s)He(s) —1. _
SO TTRem® O T TrHeE XS @D
where Hc (s) is the t.f. of the controller and Hi(s) is the t.f. of the plant:
_ _ k,(1-T,s)

() = AR) = T, 290 + Tos)
This can be done also in the time domain [III-57]. The maximum sensitivity Mg and
the maximum complementary sensitivity M, are defined in the frequency domain:

M, =max|SGe)| , M, =max|TGw)l (4.1-3)

(4.1-2)

and their typical values are within the domains [III-58]:
1.2 M, 2.0 , 1<M,=<1.5 (4.1-4)

The CS specifications are expressed in terms of set point response, load

disturbance response and robustness with respect to model uncertainties.
For very good set point tracking it is necessary that M, should be as close to 1, and
for very good disturbance rejection it is necessary that My should be as small as
possible. It is very difficult to fulfill all the three specifications and a compromise is
necessary to be made. With this respect, M; and M, can be used as design
parameters.

Based on the accepted approximate equivalence between fuzzy controllers
and linear ones, first linear PI controllers are developed to ensure the desired values
of Mg and M,. Then, the TS-FC is developed by accepting the well established
property of Takagi-Sugeno fuzzy systems to be bumpless interpolators between
linear controllers [III-59]. In this case, the TS-FC performs the interpolation
between the separately developed linear PI controllers.

The FC solution is made up of a TS-FC structure and of its development
method. Another advantage of the solution is that it guarantees (in terms of the
accepted equivalence) the maximum sensitivities My and M, of the developed fuzzy

control system. In addition, since [S(jw)] and [T(jw) are usually used to express

conditions of robust performance [III-34], accompanied by the proper definitions of
the weights, the proposed solution ensures quasi-robust fuzzy control systems of
low cost.

4.2. Development of PI Controllers with Imposed
Maximum Sensitivity Functions

In the first phase of the FC development, to control the nonminimum-phase
plant (4.1-2) a PI controller is considered (Figure 4.1-1) with the t.f. H.(s) :

BUPT



4. Fuzzy Control Solution for Hydrogenerators 111

K¢
ST,
where k. - the controller gain and T, - the integral time constant. Based on
recommendations given in [III-6] T, is tuned to compensate the large time constant
of the controlled plant fulfiliing the suppiementary recommendation:

T=T./9,, g, >0, (4.2-2)

Using the connection (4.2-2), the design reduces to only one parameter to
be tuned, k¢, as function of the imposed maximum sensitivities Mg and M, as design
parameters, presented in this paragraph.

Remark: The tuning equation (4.2-2) can be avoided, but that leads to both two
controller parameters to be tuned; however, this approach will not be used here
because it is relatively complex for the control systems designer.

He(s) = (1+sT,) (4.2-1)

4.2.1. Design using parameter Mg

The sensitivity function S(s) can be expressed by using the t.f.s H.(s) and
Hp(s) :
Tms(L +(Ty, /2)s)
(T T /2)8% + (T -k Tk )s + Koke
Then, the magnitud function |S(jw)| can be obtained immediately:

T m,/4+T 22

i ad =f(w), f:[0, )R (4.2-4)
\,Tszwzw“ +H(T,2 - 3k, T Tk Jw? + 4k 2k 2
Solving the first optimization problem in (4.1-3) means the maximization of the

function f(w) in (4.2-4) with respect to w. The maximum of f(w) is achieved for w =
ws given by (4.2-5):

S(s) =

(4.2-3)

| S(jw) =

Y1 kakac + PR T (AT, - K T ko) (4.2-5)

S T, 3T, koTuKc
The substitution of ® = ws in (4.2-4) leads to the maximum value of the modulus
|S(ja))| , which is imposed to be equal with M,. After some computations, the first

condition in (4.1-3) becomes equivalent to the following:
TmZ(Ms;2 - 1)J3kawkC(4Tm - kawkC)

“M[2(k Tuke)? - 12T (K Tukc)? + 19T, 2k, TuKe - 6T 1 - T2 (6T, - K Tuke) = 0.
Equation (4.2-6) must be solved with respect to the controller gain kc. Solving (4.2-
6) for the desired values of the design parameter M requires the use of numerical
techniques [IT1I-62]. However, it can be guaranteed that (4.2-6) has a single root
within the interval (4.2-7) which is equivalent to the Hurwitz-type stability
constraint regarding the closed-loop control system:

0<ke <Th/K,Ty). (4.2-7)

(4.2-6)
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4.2.2. Design using parameter M,

By using the transfer functions Hc(s) and Hp(s), the complementary
sensitivity function T(s) can be expressed as:
k kc(1-T,s
T(S) - 5 ') C( w ) ,
(T T /2)s° +(Ty -k Touke)s + ki ke
and its magnitude function |T(jw)| can be expressed in terms of (4.2-9):
2k kK \/1 + T, w?
| T(jw) k= s = g(w), 9:[0, ©)-R (4.2-9)
JTalT 200 + 4T,2 - 3Kk, T, T ke)w? + 4k, 2K

To solve the second optimization problem in (4.1-3) it is necessary to
maximize the function g(w) in (4.2-9) with respect to w [I1I-62]; the maximum of
g(w) is obtained for w = wy:

o, = Ti J-1+ B Tk /T - 1) (4.2-10)

(4.2-8)

The substitution of w = w, in (4.2-9) results in the maximum value of
|T(ja)), which is imposed to be equal with M,. Computations yield the second
condition in (4.1-3):

My Ty 3Trm(4K o Tk - Trn) + M [2(K, Tk )? - 6Tk Tk + T’ 1- 2(k, Tk )* = 0.
(4.2-11)

Equation (4.2-11) must be solved with respect to the controller gain k¢ for

the desired values of the design parameter M, which can be done by numerical

techniques. Equation (4.2-11) has at least two real roots within the interval (4.2-
12):

Tm /(4kaw) < kC < Tm /(kaw): (4-2'12)
which fulfills the Hurwitz-type stability constraint (4.2-12) regarding the closed-loop
control system.

Observing that T(s) is the closed-loop t.f. with respect to the reference input
r(t), it is justified that the linear PI controllers tuned by imposing (4.2-2) and
solving (4.2-11) ensure the optimization in the case of the dynamic regimes
characterized by the modifications of r. These controller types are referred to as PI-
C-r and have the tuning parameters denominated kg (the solution to (4.2-11) as

function of M) and T, , tuned according (4.2-2).

Since S(s) represents the closed-loop transfer function with respect to d,(t),
it can be accepted that the linear PI controllers tuned by imposing (4.2-2) and
solving (4.2-6) ensure the optimization in the case of the dynamic regimes
characterized by the modifications of d,(t). These controlier types are referred to as
PI-C-d and have the tuning parameter kg , the solution to (4.2-6) as function of My)
and T, tuned with (4.2-2).

Remark: A similar design technology for Hc(s)can be developed based on

minimization of the phase reserve or the modulus reserve, definied in L(s), the open
loop t.f. of the system:
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km(l - Tws)
(1 +(Ty /2)s) (A, + TrS)

L) = He(SHe(5) = 55 (1+ 5T)

where the supplementary recommendation:

T=T,./0, a,>0. (4.2-2)
can be taken into account. The tuning equation (4.2-2) can be avoided, but that
leads to both two controller parameters to be tuned.

4.3. Takagi-Sugeno Fuzzy Controller Structure and
Development Method

To improve the CS performance the controller wili be realized as a TS-FC.
The development starts with the two continuous-time PI controller types developed
in the previous paragraph, PI-C-r and PI-C-d. These linear Pl controllers are
discretized resulting in two incremental quasi-continuous digital PI controllers with
the discrete-time Equations (4.3-1) and (4.3-2):
- for the incremental digital PI controller obtained from PI-C-r:

Au, = Aug = KiAe, +Kie,, (4.3-1)
- for the incremental digital PI controller obtained from PI-C-d:
Au, = Auf = KiAe, +Kle,, (4.3-2)

where Aeg=e,-e,.; and Aug=u,-Uy.; stand for the increments of control error and of
control signal, respectively. The parameters of the two incremental digital PI
controllers can be calculated in terms of (4.3-3) and (4.3-4) in the case of Tustin’s
discretization method (based on [III-76], see the short overview presented in part
1V):
- for the parameters {Ky', K|} of the incremental digital PI controller obtained
from PI-C-r:
Kb =kec(1-h/(2T)), Ki =kech/T, (4.3-3)
- for the parameters {K:%, K%} of the incremental digital PI controller
obtained from PI-C-d:

K = k&1 -h/(2T)), K{ =k¢h/ T, (4.3-4)
where h is the sampling period.

The proposed TS-FC structure is presented in Fig. 4.3-1, and it consists of
the basic four inputs-two outputs fuzzy controiler (B-FC) and the linear blocks with

dynamics.
]ﬁ?‘k ] Iﬁ?‘kl l
1-z- ! | A T i
"% €r _ k: 1 —":h—‘
hl -z" \
d L e B-FC 5
7 TEZ S - i |
-1 N ;
|
|

l——|z'l I[*‘

Fig.4.3-1. Takagi-Sugeno fuzzy controller structure
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The fuzzy block B-FC represents a Takagi-Sugeno fuzzy system, it uses the
max and min operators in the inference engine and employs the weighted average
method for defuzzification ([III-49], [III-76]). The fuzzification is done by the
membership functions illustrated in Fig. 4.3-2 (Ary=r¢-r¢., — increment of reference
input), which points out the strictly speaking positive parameters of the TS-FC to be
determined by the development method: {Se, Sae; Sar, Ss}-

500 S g 0l Sp lAxl
~She She B S %1
Fig. 4.3-2. Input membership functions

The B-FC block has two roles:

- to elaborate the control signal Auy,

the role of observing the current dynamic regime by computing the variable

s, with the linguistic terms “ZE” and “P” corresponding to the dynamic

regimes caused by the modification of d, or r, respectively.

The inference engine of B-FC operates on the basis of the rule base
presented in Table 4.3-1 and Table 4.3-2 as decision tables. The rule base for Aug
can be reduced to only four rules and the rule base for s, can be reduced to only
two rules.

Table 4.3-1. Decision table to compute Au,.

[Ar|

ZE P

€k (=%
N ZE P N ZE P
P d; a, a, a; a4 as
P |Ae. |ZE a; ¢k aq a; a; 0,
Auy N a, | o, {a; [ o, | a; | a4
p Q3 | a3 Qq Q, a; Q,
ZE |Aey |ZE [ok} ok} [0k} a; a; a4
N Q4 | Q3 a3 Qs a; a;

Table 4.3-2. Decision table to compute s;.

|Ary|

ZE P

(5% ey
N | ZE P N ZE P
P |Aec P Ss | Ss | S | Ss | Ss | S
ZE|S. | 0 | S. | S, |S.|S.
Sk-1 N Ss | Ss | Sg | Ss | S | S
ZE |Aey P 0 0 0 Ss | Ss | Se
ZE | O 0 0 S | Ss | S
N 0 0 0 Ss | Sc | S
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The following notations were used in Table 4.3-1: a;=Au, for a large value
of M, a,=Au,’ for a small value of M,,, a;=Au,? for a large value of M,, a,=Au,® for a
small value of M. The presence of a, and of a, is necessary to alleviate the
overshoot and the downshoot (specific to this class of NFSs) when e, and Ae, have
the same signs.

Finaly, the proposed development method for the TS-FC consists of the
following steps:

- Express the simplified mathematical model of the controlied plant in terms
of (4.1-2);

- Choose the values of the design parameters M, (two values) and M, (two
values) for the two continuous-time PI controllers, PI-C-r and PI-C-d,
respectively, as function of the desired / imposed control system
performance (general recommendations are given in [III-46];

- Tune the parameters of the linear PI controller types PI-C-r and PI-C-d: T,
by (4.2-2), k" (two values) by solving (4.2-6) and kc (two values) by
solving (4.2-9);

- Choose an adequate value of the sampling period h, accepted by quasi-
continuous digital control and take into account the presence of a zero-order
hold (ZOH);

- Discretize the continuous-time PI controllers and compute in terms of (4.3-
3) and (4.3-4) the parameters of the incremental quasi-continuous digita! PI
controllers {K;", Ki'} (two sets of parameters) and {K?, K%} (also two sets
or parameters);

- Choose the value of the parameter S, of the TS-FC in accordance with the
experience of the control systems designer and apply Equation (4.3-5)
corresponding to the modal equivalence principle to obtain the value of Sae:

Spe = [Max{Kj /Kp,K{ /KJ}S. (4.3-5)
where the maximum is calculated for all four linear PI controller types;

- Choose the values of the other two TS-FC parameters, S, and S, by using
(4.3-6) representing an adaptation of the recommendation given in [III-76]
based on the fact that S, must be sufficiently small to point out clearly the
constant values of r, (exemplified here for an accepted unit step
modification of r and a 2 % settling time) and that S; must create a clear
difference between the dynamic regimes concerning the modifications of r
and of d,:

Sy =0.02, 5, =1 (4.3-6)

Equations (4.3-5) and (4.3-6) will ensure the approximate equivalence between the
proposed TS-FC and the linear PI controllers developed in paragraph 4.2,

4.4. Case Study. Digital Simulation Results

To validate the proposed fuzzy controller and its development method a
case study dedicated to the speed control of a SG (like in power station Iron Gate 1,
in Romania). For the considered case study the parameters of the plant in (4.1-2)
are [III-5], [111-45]: k, = 1, T, = 2.2 5, an = 1 (the SG is accepted to operate
connected to the PS with infinite load, known as the single machine infinite bus
system situation [III-36]), T, = 6.8 s.
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As it was mentioned, first the linear PI controllers must be obtained.
Applying (4.2-2) leads to T; = 6.8 s. Solving equations (4.2-4) and (4.2-11) for the
values of M; and M, in the intervals (5) results in the diagrams with k¢ as function of
M; and M, illustrated in Fig. 4.4-1.

For the sake of comparison, firstly two linear PI controllers are developed,
one PI-C-r corresponding to a, in Table 4.3-1 and one PI-C-d corresponding to q, in
Table 4.3-1. Imposing My= 1 and M;= 1.2, the two controller gains will be k¢'=
1.0306 and k%= 0.4079.

To develop the TS-FC the design steps from paragraph 4.3 are applied. The
main parameters involved in the TS-FC development are: kc'= 1.5665 (for a; in
Table 4.3-1 and M,= 1.5) and kc®= 1.3715 (for a, in Table 4.3-1 and M= 2),
h=0.05 s, Se= 0.3, Sa.= 0.0022.

D I I B Y A I S
NzancMp

Fig. 4.4-1. kc versus M, (solid) and kc versus M, (dotted)

The developed control systems were tested through simulation, for the
following scenario exemplified for both linear PI controllers and the TS-FC: a unit
step reference followed by two non-simultaneous disturbances, d, - step
disturbance acting at time moment 100 s, then d, - step disturbance acting at time
moment 150 s.

The amplitude of both disturbance steps is 0.25, acceptable for the
considered application. Part of the digital simulation results are presented in Fig.
4.4-2, Fig. 4.4-3 and Fig. 4.4-4.

®
'é P

_ 2 L L " PR
pay 0 X0 X 1 120 1) e A
1re i e |=]

Fig. 4.4-2. Simulation results for
CS with PI-C-r

Fig. 4.4-3. Simulation results for
CS with PI-C-d
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ot
>
I

s

Fig. 4.4-4. Simulation results for control system with TS-FC

It can be noticed that the CS performances are very good:

- The PI controller tuned regarding the reference (PI-C-r) ensures a small
overshoot but the behaviour regarding the disturbances is less good;

- The PI controller tuned regarding the load disturbances (PI-C-d) ensures
much smaller overshoot but the behaviour regarding the reference is less
good;

- The TS-DC with parameters tuned according to reference and load
disturbance ensures regarding both imputs good behaviour, selcting the
controllers which must be used.

4.5. Chapter conclusions

The chapter presents a new control development solution dedicated to the
speed control of HTGs. The solution involves a four inputs-two outputs TS-FC,
developed by starting with the design of two sets of conventional PI controllers
ensuring the desired maximum values of the sensitivity function and of the
complementary sensitivity function in the frequency domain.

Due to the accepted approximate equivalence between FCs and linear ones,
it is justified to consider that the proposed approach guarantees the maximum
imposed sensitivity functions for the developed fuzzy control system.

Simulation results for a case study prove the possible enhancement of
control performances with respect to the modifications of the reference input and of
the two disturbance inputs ensured by the proposed solution, in comparison with
two solutions comprising conventional PI controllers. These good results can
validate the new fuzzy controller and its development method. The presented FC
solution can be implemented as low cost automation solution.

5. Part conclusions and contributions

This part of the thesis is dedicated to new solutions and development

methods for speed control of a HTG conected to a PS.
Based on the synthesis presented in part I, chapter 3, the symplified MMs of

the plant were presented.
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Then, a new two-stage CCS with an internal minimax state controller
dedicated for rejecting internally located deterministic disturbances and a main GPC
loop is introduced. The use of the GPC controller under IMC representation based on
the GPC's polynomial RST structure has the advantage of easy implementation. The
control solution is applied to the speed control of HTGs. The solution involves the
CCS with an internal minimax state-feedback controller to reject internally located
deterministic disturbances and a main GPC loop. The proposed approach is justified
because in case of many applications (e.g. the presented one) the maximal value of
the inner disturbance can be estimated or calculated. Since the design effort in case
of the minimax controller is increased, a CAD is used both in this case and for GPC
in IMC structure representation. Digital simulation results of the case study show
that the CS ensures good performances. The results validate this CS and its design
method.

Chapter 4 introduce a new control development solution dedicated to the
speed control of HTG. Due to the accepted approximate equivalence between FCs
and linear ones, the contribution involves a four inputs-two outputs TS-FC,
developed by starting with the design of two sets of conventional PI controllers
ensuring the desired maximum values of the sensitivity function and of the
complementary sensitivity function in the frequency domain.

Simulation results for a case study prove the possible enhancement of CS
performances with respect to the modifications of the reference input and of the two
disturbance inputs ensured by the proposed solution.

Both proposed solutions can satisfy good performance needs, and are viable
alternative for HTG speed control. Their introduction on real applications depends on
the acceptance of the control system designers, for whom tradition and safety are of
high priority.
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Part IV. Development of Fuzzy Controllers in
delta domain

"My crystal ball is fuzzy” (Lotfi Zadeh)

1. Introduction. The structure of part

Part IV of the thesis presents the deita approach in design of control
solutions; the theoretical part and the applications are based on the aim of delta
approach defined by Middleton, R.H. and Goodwin, G.C. [IV-1], [IV-2] and
synthesized in a unitary system-theory approach [IV-3]. The results of algorithmic
design were verified by digital simulation.

To sustain the advantages of delta domain design instead a discrete one
Chapter 2 presents CS design techniques in deita domain based on the delta model
of the plant aiming to compare them with similar methods specific to continuous
and discrete time design. Design of PI, PID and DB algorithms are presented and
exemplified for second order benchmark type plants [IV-5], [IV-6].

Then a design technique in delta domain for IMC structure is presented and
a generalised form for delta domain DB control algorithm is given {IV-7], [IV-8]. A
hybrid implementation of the controiler - Z-domain representation combined with
delta domain representation - is presented and its architecture is compared with the
pure delta-domain implementation. The effect of placing the limitations in the IMC
structure is also studied. Paragraph 2.3.4 presents the IMC-based Smith predictor
controller CS for plants with dead time.

The hybrid control structure is compared with a similar DB controller in Z-

domain for second and third order plants (benchmarks). Illustrative sensitivity
analysis between the hybrid control system and the Z-domain system was
performed to underline the advantages of system design in delta domain.
Based on positive conclusions regarding the delta transform and its application in
control system design (chapter 1), in Chapter 3 a design method in delta domain -
referred to as delta domain design of low cost fuzzy control systems - meant for a
class of servo-systems widely used in industry (energetic, see part III the servo-
actuator, mechatronic systems) will be introduced, [IV-21], [IV-22].

The controlled plants are characterized by second-order dynamics of integral
type, controlled by two-degree-of-freedom PI-fuzzy controllers. The method consists
of three design steps based on continuous-time linear case design results expressed
in terms of the ESO-method or 2p-SO-method, applied in delta domain, followed by
the transfer of these results to the fuzzy case. The new design method and
Mamdani PI-fuzzy controllers are validated by real-time experiments in controlling a
servo-system with nonlinearities. The novelty consists in approaching the design
from a delta point of view and highlighting the advantages of this approach:

- better control performances,
- a more reduced sensitivity when implementing the controller using a finite
wordlength.
Finally, Chapter 4 synthesise the main conclusions of the part and the contributions.
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120 Part IV. Development of Fuzzy Controllers in delta domain

2. Control Structure Design using Delta-Operator

2.1 The Delta transformation

The sampled models are traditionally represented using shift-operator
parameterizations. In order to avoid loss of information, one should sample as fast
as possible, but unfortunately the traditional shift-operator models fail to provide
meaningful descriptions of the sampled system at fast sampling rates [IV-1]-[IV-4].
Sampling in digital control systems may cause unwanted behaviour in some cases;
one disadvantage is the reduction of the stability region in discrete case to the unit
circle, which is a much smaller area than the left half plane. Therefore the poles and
zeros need a much more precise description (4 - 6 digits) at least.

To overcome these difficulties the delta parameterization or delta
transformation based on signal differencing was introduced in 1990, [IV-1] by
means of:

q-1 z-1
o} h or Y h
where, q* and z! are the shift operator, y (or 8 ) is the variable associated to the
delta operator. Equivalently it results:
g=0h+1 or q=yvyh+1 (2.1-2)

Exists a close relationship between the discrete-time delta operator and the
continuous-time differential operator at fast sampling rates, (h—0). The delta
operator offers the same flexibility as the shift operator does in the description of
discrete systems, yet has several advantages over it [IV-5], [IV-6].

One important property of the delta transformation is very useful in
controiler design. In the case of the deita transformation the stability domain
expands as the sampling period gets smaller. The link between the three regions (s-
continuous / Laplace, z- discrete and d-delta domain) is shown in figure 2.1-1 [IV-
2]. From (2.1-1) and (2.1-2) it is obvious that the stability region of the delta-
operator is enciosed by a circle of radius 1/h and centered in (-1/h, 0).

(2.1-1)

¢-domain é-domain Continuous time

blm le r[m

\R‘ /<\ Re Re
1 W

/L

_1\

)4

=4

Fig.2.1-1. Stability regions [IV-2]

For h—0 the & stability region converges to the open left-half plane which
coincides with the stability region for the continuous-time differential equation. In
[IV-5] is presented how do the dominant complex-conjugate poles of a second order
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continuous system with (§=0.707) behave in Z domain and in Delta domain. When
using the Z transformation the well-known ,heart-shaped” territory limited inside

the unit circle is obtained (see Fig.2.1-2).

Deita

Fig.2.1-2. Dominant complex-conjugate poles locus in continuous, delta and Z domain

For the delta representation for h=1 it is shifted in the circle centered in (-
1,0), and for h= 0.1 it becomes 10 times larger.
By reducing the sampling period even more the poles of the system in delta domain
get closer to the continuous poles, especially the dominant ones. This remark
sustains the idea of controller design techniques in delta domain being close to the
design methods from continuous time.

2.2 Modelling in delta domain. Short overview

The aim of the modeling consists in finding a shift form model for the continuous
system and then converting it to the delta model. In [IV-2] and [IV-3] many
methods are presented; some of the aspects were synthesized and analyzed in [IV-
6]:

- using the delta transformation formula;

- based on the state-space representation (in different variant)

- using the transfer function representation. In [IV-2] it is proved that the

delta-t.f., when sampling with a ZOH, has the following expression:

__Y al _
H(y) = T+hy T{L {SH(s)}} (2.2-1)
where T{ } represents the generalized transform of a function:
Ut
F(v) = T{f(t)} = SF()E(y - T)d7 (2.2-2)

The use of these formulas to get the deita-t.f. has the following advantages:

- it is obtained directly from the continuous t.f. without needing to calculate the Z
t.f. as well, intermediately;

- it already includes the Zero-Order-Hold in its expression;
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- it highlights the similarities rather than the differences to the continuous t.f. (in
opposite to the Z discrete form),

- the poles and zeros are much closer to the continuous form, in fact the closer
the sampling time tends to zero the closer the poles and zeros would be to the
continuous ones (see example in par.2.1).

Comparison studies regarded the continuous, the discrete and the delta
representation and identification are made and presented in [IV-6] using the Delta-
Toolbox. The use of the Delta Toolbox helps to calculate the different
representational forms (transfer function, state-space), and allows us to make
similar analyses like the Control System Toolbox [IV-11]. Using the delta domain
representation it is relatively easy to check if the delta model is approximately the
correct answer for a given discretization of a continuous system, but it is extremely
difficult, if not impossibie, for shift models.

In order to be able to simulate in SIMULINK just like in the continuous and
shift case, in [IV-6] some S-Functions were written for t.f.s for both process and
controllers.

For plants some examples has taken: Proportional with first order Lag (PL1)
type, Proportional with second order Lag (PL2) and Proportional with third order Lag
(PL3) type MMs. For controller a PI, a PID and a Proportional Derivative with first
order Lag (PDL1) controller have been studied.

Such S-functions were used in different studies regarded to control
structures development in delta domain, published at several international
conferences [IV-5], [IV-7] - [IV-10]. Models are deduced and presented in [IV-5]
and [IV-6] and will be appealed in this part of the thesis.

2.3. Controller design techniques in delta domain.
Analysis and case studies

In [IV-3] there are presented different ways of designing delta-controllers:

- The controller design in continuous time according to the continuous model of
the plant followed by the replacement of the variable s with the corresponding
delta-domain variable, vy;

- The direct controller design in delta domain, based on the delta model of the
process.

One advantage of this direct design is that the delta domain model of the
plant already contains the zero-order-hold (ZOH). Based on the continuous t.f. the
delta t.f. H(y) is obtained using relation (2.2-1).

Regarded to the results presented in papers [IV-5], [IV-6], [IV-7], [IV-8]
this paragraph synthesizes the following controller design techniques based on the
delta model of the plant:

- Optimization in delta domain using conventional (PID) controllers based on
the extension of the MO-method, the ESO-method and the 2p-SO-method;

- Pole cancellation method and design in frequency domain,

- DB control.

The results obtained using the design in delta domain, were compared with
results from the Z-discrete domain. Benchmarks for the second and third order
plants (proportional with lag) are used in controller design. A new implementation
technique is presented; simulation results exemplify the results of the study and
sustain the main conclusions.

Other design techniques were developed and are presented in chapter 4.
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2.3.1. PI(D) controller design in the delta domain based
on MO-m and 2p-SO-m

Based on the first control application described in part I (chapter 2) the case
of a second order continuous plant with real-negative poles and without zeros with a
t.f. (2.3-1) was treated first [IV-6]:

A
Hp(s) = 2 3-
P() = AT s+ Te9) (2.3-1)
Taking h as sampling period, the corresponding delta t.f. is calculated with relation:
Ty +1
Hp(y)=A 2.3-2
Ty + DTy + 1) (2.3-2)

with T, >T, >>1>0. © result as the delta-transformation zero.
Two different conventional controller design techniques based on pole

cancellation are presented:

- Based on optimization using (1) the MO-m; for the case T; >(>)T, >>1>0 and
(2) in case of disturbance acting on plant input, the 2p-SO-method, (see part
II of the thesis).

- Using pole cancellation, design in the frequency domain imposing a phase
margin of ¢,=60°.

A. Design based on MO-method

Using a delta PI controller with a delta t.f. in form of [IV-6]:

Ty +1
HC PI(Y)= kc 1 v
and applying the pole cancellation T; =T,, he corresponding closed-loop deita t.f. H,
(y) results in form of
1+TY

H.(y) = 2

[Ty /(kcA)y*® +[(1 + kcAT) /(kcA)ly +1
The parameter of the controller can be calculated by extension to the delta

domain based on the optimization relations specific to the MO-method:
2a,a, = a? (2.3-5)
By applying this relation to the control system we obtain optimal behaviour;
the parameter k¢ is calculated using the relation (2.3-4) and (2.3-5) which takes
into account the presence of the zero z;= -1/1. Parameter k¢ will be calculated on
basis of a second order equation for which the solution (+) can generate an

unstable system; we take the second solution of:

2A(T, -T) % 2A,/T 2 27T
(T, -7) 2 2 (2.3-6)

2A%7?

In continuous case the system performances are considered “optimal” (part
II). In delta domain the system’s performances can be considered as “sub-optimal”,
situated in the near vicinity of those from the continuous case. The difference is due
to the design technique (these performances can be calculated on analytical way
depending on the proportion of t /T,, see numerical example 1).
B. Design based on 2p-SO-method.
The delta t.f.s are calculated in form of relation (2.3-2). Supposing T, >>T, and
using a delta PI controller with a delta t.f. in form of (2.3-3) the corresponding
closed-loop delta t.f. H,(y) results in form of:

with T, =T (2.3-3)

(bo=apg=1) (2.3-4)

ke =
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3 TV +(T +T)y+1
)T TR TRATT kAT o (237)
+ Y+ y+1
kA kcA KA
The design conditions are (see part II):
B’aja, = aj B%a,a; = a3 (2.3-8)

B - design parameter with recommended values between 4,0 - 20. Through the
second parameterization m =T, /T, , the design relations can be easily obtained.

A simple simulation result illustrates the design. Let the continuous and the
delta t.f. of the plant be:
1

= a) and
He(s) = G e7s 7 )0 335+ 1)
Ho (y) = 0.0538y + 1
PY) = 10.7212y + 1)(0.3825y + 1)
T,=033,T,=067with T, <T,.
The model correspond to an electrical driving system (see Part I, paragraph
2.2.2, relation (2.2-5)). The MO-m method is applied in the mentioned two
versions: (i) delta domain design, using a sampling time h=0.1; (ii) continuous
design and discrete (Z) implementation.
The PI controllers - based on pole cancellation (T;=T,) and MO-m

optimization has the following t.f-s:
Hc p(y) = 1.5315

(b) (2.3-9)

0.7212y+1 (.

675 +
He p(S) = 1.5152 % (continuous) (2.3-10)

Discretizing the PI delta and the PI continuously working controllers using the
trapezoidal rule and a sampling time of h=0.1, the discrete controllers result as:
HE, (2) = 1.5315 0.721222 -10.6212 , HO. (2) = 1.09102 -10.9394 (2.3-11)

Figure 2.3-1 presents the simulation results regarding the two systems. It
can be noticed that the design in delta domain in this case leads to better results
than the results in discrete Z-domain (obtained as described above). Compared with
the continuous time design, the delta domain design results in a damping coefficient
near to £ = 0.7, overshoot o; = 8 %, settling time t; and phase margin @
approximately, t;= 10°T, and ¢, = 60°,

Other representative examples are given in [IV-5]. In all the presented
comparative simulation results the differences are quite small but it can be
conciuded that the design in delta domain gives a slightly better performance than
the design in Z domain.

The next main task was compare the “sensitivity” of the two control
structures, the values of the poles and zeros were given with only two digits. In all
analyzed cases, the control system using the discrete (Z) controller shows a bigger
sensitivity [IV-5], [IV-9].
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Fig.2.3-1. Simulation results for a PI controller design in delta domain and a discrete PI
controlier (MO-method)

2.3.2. Dead-Beat controller design in delta domain

Dead-beat (DB) control is an alternative, efficient contro! solution for plants
with real-negative poles and without zeros [IV-12], [IV-21] and piecewise constant
reference. In the analyzed case, [IV-5], {IV-6], the plant given by t.f. (2.3-1) (PL2
without zeros) and a delta model in form (2.3-2). The DB controlier settling time is
necessary of two sampling periods (for other supplementary constrains the number
of sampling periods must be greater). In delta design, under condition of not
allowing the plant zero (z=-1/1) canceliation, the DB condition for the closed loop
t.f. would be:

TY +1
H =G(y)= ———— 2.3-12
V)= 6N = o (2.3-12)
Based on [IV-12], [IV-21], the DB controller can be designed using (2.3-13):
G(y)
H = ¥ 2.3-13
¢ ooV = WL - 6w (2:3:13)

This delta DB controller ensures a control time in two sampling periods and
no inter-sampling oscillations (see the numerical example). Limitations in the
control signal have not been taken into account; a such an example [IV-9] is not
presented here.

The design method is exemplified considering the same continuous time
plant, the same sampling time h=0.1 and the delta process model (2.3-9). Based on
(2.3-13) the corresponding DB controller results with t.f. (2.3-14):

(1+0.7134y)(1 + 0.3904y)

He 08(Y) = 5 462v(1 + 0.0684y) (2.3-14)
For comparison, let us consider the following discrete plant model (2.3-15)
0.0195z +0.0168
Hp(z) = (2.3-15)

z® -1.5999z + 0.6362
and a DB discrete controlier designed in Z-domain with a settling time of two
sampling periods [IV-12]:
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B(z)z*
H 2)=
cosl®) = RN B @27
27.54827% - 44.0744z + 17.5262
He.ps(2) = (2.3-16)

22 -0.5372z-0.4628

Comparing the step response simulation results of these two systems, see
Figure 2.3-2, it can be noticed that the behaviour of the two systems is mainly
coinciding.

Dead beat control

oz 03 o« 05 06 07 08 09 1

Fig.2.3-2. Simulation results for DB control systems in delta and in Z domain

Other detailed case studies regarding to third order (benchmark-type)
plants are presented in [IV-5]. All case studies provide that the main advantage of
use of delta controller instead of discretized PI(D) controller consists in better
control performances.

These conclusions justified the delta approach design of FCs.

2.3.3. Hybrid IMC Dead-Beat Controller Design in Delta
Domain. Case studies

Based on the results presented mainly in papers [IV-7]-[IV-11], the
paragraph presents a new hybrid control system design technique in delta domain
for IMC structure based on the delta model of the plant extended with the dead time
represented directly in discrete domain (Z).

Also a generalised form for delta domain DB control algorithm is given, a
hybrid implementation of the controller (Z-domain combined with delta domain) is
presented and its architecture is compared with the pure delta-domain
implementation. In this case the effect of placing the limitations in the IMC
structure is also studied.

The proposed control structure was compared with a similar DB controller in
Z-domain for second and third order benchmark-type plants. An illustrative
sensitivity analysis between the hybrid control system and the Z-domain system
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was performed; the sensitivity analysis points out some useful conclusions which
sustain the viability of the proposed method. Benchmark type plant model was used
for the controller design. Simulation results exemplify the good resuits of the study.
A. Generalized Dead-beat control using IMC structure with hybrid delta
domain and Z-domain implementation

Considering the t.f. of a continuous plant and its discrete t.f. (h the. sampling time)

in form of:
B-(s
C( ) e.sT

2) 4
Ac(s) z

B
' HP(Z) = ED)_(—zj

Hp(s) = (2.3-17)
where d=T,/h - integer
The corresponding delta t.f., Hp(y), results in form of :
Bly) 1
H ==X’ - 2.3-18
The zeros of the plant can be decomposed into cancelling zeros B* and non-
cancelling zeros B~ (zeros inside and outside respectively of the “heart-shape”,
Fig.2.1-2, including inverse unstable zeros as well), it results:

B(y) = B*(v)B(y) (2.3-19)
Taking into account the requirement of zero steady-state error, the
following condition is imposed:
B(0)=1 (2.3-20)
If the design of a DB-controller in delta domain is wanted, then for the
closed loop t.f. H(y), must be imposed the form:

H(y) = e H(y) ! 1

= B'
1+ He(y)Hp(Y) (¥) (hy +1)? (hy +1)"

where n is defined as n=1+deg(B’). The imposed closed loop t.f. (2.3-21)

results from the considerations that first of all the minimum number of sample times
in which DB behaviour can be achieved is n. Secondly, also the dead time must be
taken into account when imposing certain closed loop behaviour. Last but not least
the non-cancelling zero has to be excluded from the controller’s expression in order
to avoid inter-sampling oscillations and also zero steady-state error.

The general expression of the controlier can be calculated from equation
(2.3-21):

(2.3-21)

A(hy +1)°
HC(Y) - B+[(hv + 1)d+n _ B-]

The main disadvantage is that when using small sampling period and the
dead time is high, the expression of the controller becomes complicated, the powers
of the dead time in the denominator result in very small numbers, thus the use of
the delta transformation looses its advantage.

One alternative solution proposed in [IV-7], [IV-8], [IV-10] which eliminates
this disadvantage and combines both delta models and Z-domain representation
using an IMC structure, is presented in Fig.2.3-3. If the plant is open-loop stable
(see [IV-13]-[IV-15]), then the IMC structures are very attractive for some control
applications.

The design is relatively simple; in [IV-16] is shown that the classical IMC
structure is actually equivalent to the Youla-Kucera parameterization of all
stabilizing controllers [IV-17],[IV-18].

In case of delta domain design the use of the proposed hybrid structure
(Fig.2.3-2) could be advantageous: the structure combines both Z-domain

(2.3-22)
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representation and delta-domain representation and so it combines the advantages
of the delta parameterization and the possibility of dealing easily with the dead time
by introducing it in Z-domain.

Controller Process
ot ﬂ_"JﬁA(v) 1 u Be(s) or y .
F- B7(y) thy +1) Acls)
Model _
B (Y)B (¥) 4 |y
A(y)

Fig.2.3-3. Hybrid IMC structure

Following this way, the controller can be adapted to different values of the
dead time of the plant T,, by changing the value of d in the mode! (where d=T,, /h).
Thus this controller is very sensitive to mismatch in the dead time (as well as pure Z
- domain controllers of the kind).

The controller is obtained by imposing the closed loop transfer function the
same condition as in (2.3-26). Accordingly, the controller t.f., He(y), obtains the
expression:

_Aly) 1 ;
Hc(y) B (y) (hy + 1 (2.3-23)
and the internal model of the plant is hybrid; composed of a part in delta model and
another one in the Z - domain (expression of the dead time) (figure 2.3-4).

Model

A
y
——»

u B*&vB ) >-d
ACY)

Fig.2.3-4. Intemnmal hybrid model of the plant

A great advantage of the proposed hybrid architecture, figure 2.3-3, is that
when modifying the value of the dead time T, the controller does not need to be
redesigned, only a simple parameter change in the plant model in Z-domain solves
in a favourable way the problem, the solution is very simple to implement.

The IMC delta controller resulting is also (2.3-23), and the plant model
would be changed only in part of 29, Simulation results presented in [IV-8] and [IV-
10] point out that there are no changes is the behavior of the system, only the
effect of the increased dead time appears.

B. Effect of limitations in the hybrid IMC structure

A significant binding of control with practice is represented by the introduction of
limitations in the controller’s structure. The convenient placement of the limiting
element represents a very important practical problem. In this context, the effect of
the place of the control signal limitation within IMC structure has been also
analyzed. Two significant cases are considered:
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(1) When the limitation is inside the IMC structure (Fig.2.3-5),
(2) When the limitation is outside the IMC structure (Fig.2.3-6).

Controller Limitation Piant
r e AY) 1 |/_ u_o Bc(s)evsT y N
%;_ B¥(v) (hy+ 1) ] Ac(s)
Model _
A
BHYB () z¢ Y
Aly)

Fig.2.3-5. Hybrid IMC structure with limitation inside the model, case (1)

Controller Limitation Process

r e | Aly) 1 [ N - 6 s y
O Fwma ey T AT

v

Model

<>

BY(YB'(v) 2-d
ACY)

Fig.2.3-6. Hybrid IMC structure with limitation outside the model, case (2)

Taking a PL2 plant with dead time (the numerical example, was treated in
details in [IV-7], [IV-10]) with a sampling period of h=0.05, it leads to a discrete
dead time d=2.

— 1 -0.1S
He(S) = 0675+ D033+ D) © (2.3-24)

(the model correspond to an electrical driving system (see Part I, paragraph 2.2.2,
relation (2.2-5), where the power electronic is taken into account).
Based on (2.2-1), the delta t.f. of the continuous plant results in form of:
0.0259y +1 1
= 2.3-2
Hp (V) = 576953y + 1)(0.3556y + 1) (0.05y + 1)2 2> 2%)

Implementing the control structure according to the hybrid architecture developed,
the controller results in form of:
(0.6953 y +1)(0.3556 y + 1)
Hely) =

(0.05y +1)?

(2.3-26)
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For a comparison of the solution let the Z-domain DB controller obtained on
the same basis be analyzed. For the considered plant, the Z t.f. result as:
0.0052z + 0.0049 1

= — 2.3-27
He(2) = 221 78757+ 0.7976 22 ( )
The developed DB controller in Z - domain, Hc(z),is:
2.1.7875z2+0.79
He(2) = z°-1.7875z+ 0.7976 (2.3-28)

0.01012°

It has to be mentioned that the same IMC structure was used as in delta-
domain, but using a controller only in Z-domain. There are no significant differences
in the system responses but the control signal is quite high [IV-10].

Imposing a limitation of £10 units (correlated with a concrete application

these values can be changed adequately) at the output of the controller we obtain:
- for the first case a system response without overshoot (0,=0), (Fig.2.3-7),
- in the second case a response with overshoot (Fig.2.3-8).

1.

0.8

o8-

(a) (b)
Fig.2.3-7. Step response and control signal in case of limitation inside the IMC structure
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Fig.2.3-8. Step response and control signal in case of limitation outside the IMC structure

Focused on comparing only the system outputs for both cases, it can be
seen that when the limitation is incorporated inside the IMC structure not only there
is no overshoot but the control signal does not oscillate so much between the
extreme limits.

Similar investigations related to the location of the saturation have been
considered in [IV-19]. It has to be also mentioned that the results are almost the
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same for hybrid IMC as well as for pure Z-domain IMC structure but the design in
delta seems to be more user friendly.
C. Illustrative sensitivity analysis in case of a second order piant
For comparison suppose there are mismatches between the identified model and the
actual plant; for example, the model’s coefficients are established with only three
digits accuracy. Also suppose the Z-domain DB controller is given by (2.3-28).
The delta model of the plant is (having three digits coefficients):

Ho(y) = 0.025 vy + 1 1

P 0.247 y2+1.050 y + 1 (0.050 y + 1)2

and Z-domain model is (the same three digits coefficients convention has been
followed):

(2.3-29)

0.005z2+0.004 1

z?-1.7872+0.797 Z°

According to the IMC structure the internat model would be different from
the plant, and also the actual controller part would be designed accordingly. This
way the delta controlier results in form of:

Ho(2) = (2.3-30)

2
He(y) = 0.247y% + 1.0502y +1 _ (0.694y + 1)(0.3525y +1) (2.3-31)
(0.050y + 1) (0.050y + 1)
and in Z-domain the controller would be:

z2 -1.787z + 0.797
0.010 z2

In the ideal case there is no mismatch and there are no disturbances, and so the
contro! is open loop.

Comparing the step responses and the control signals of the two systems in
closed loop Fig.2.3-9, it results that the pure Z-domain structure (dot-line) is more
sensitive to parameter mismatch than the hybrid structure (line) but the static error
is zero, due to the integrating effect of the controller.

He(z) = (2.3-32)
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Fig.2.3-9. Sensitivity analysis between hybrid IMC structure and pure Z-domain structure

2.3.4.IMC-based Smith predictor for plants with dead
time

In this case first the controller C is designed and in accordance to this, the
Smith-predictor is calculated, followed by the verification of the system behavior [1I-
35), [IV-12], [IV-15]. The basic idea in designing a Smith-predictor is reflected in
Figure 2.3-9 (a) and (b), where the dead time is virtually excluded from the closed
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loop, and the controller that is designed accordingly will be finally converted to the
Smith predictor (design exemplified in z-domain):
— He.pin(2) _
o) = R @M@ 29 (2.3-33)
Transposed to the hybrid z-delta domain IMC structure representation, the
difference to the DB control scheme is depicted in Fig.2.3-10. In this case the
controller t.f. Csu(y) has the expression:

Comly) = —cin(¥) (2.3-34)

1+ Hc-PID(V)'i%

where, Hc.pip(y) denoting the t.f. of PID controller designed according to the plant
without dead-time. The dead-time d=T,/h (d- integer) is represented in Z-domain

and it can be easily adapted to the dead-time of the plant (T, ).

To exemplify the procedure, consider the same plant with t.f.-s (2.3-9) (a)
and (b). The PID controller is designed to the plant model without dead-time, using
pole canceliation and imposing a phase margin of ¢,=60°. The delta t.f. of a PID
controller is:

. K
He pio(Y) =%‘ ———(TIY‘:_:'z(Il;Y-Fl) with ke = ?;: (2.3-35)
where, if applying the pole cancellation technique then T; = T; and Tp = T, and k¢
can be calculated imposing the desired phase margin. T, and T, are the biggest two
time constants of the plant. T; will be chosen in order to make the system quicker,
but keeping in view the limitations in the control signal (in this case T;=T,/4 was

chosen).
Ya

r Coy(2) P(z)-z"* — (a)

Ya

r y (b)
Hepp(z) P(Z) Z'd

Fig.2.3-10. Theoretical transformation of dead-time compensation scheme

The numerical values of the PID controller are:
1.6237y% +6.9007y + 6.5662
H =
csrofY) y(0.0889y+1)
The controller from the IMC structure (see figure 2.3-11) will be in this case:

(2.3-36)
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2
vy¢ + 131635y + 73.8546

In case of a perfect match between plant and the model, the control is
actually open loop, its response to unit step input is shown in Fig.2.3-12. In this
case the overshoot is quite small, and the control signal does not have such a high
value as at DB control (of course, settling time is much bigger). In paper {IV-10]
the case of limitations in the control signal is also treated.

Remark: For this application two other adequate design techniques were used: once
the use in delta domain of the weli-known MO-method and other, the use in delta
domain of the 2p-SO-m (see part II of the tesis).
Y4 l
y

(O ClY) /]1/_ 4 ZoH|{ P(s)e T |-k

-

BY(YB(Y) |}
Aly) ’

Fig.2.3-11. Hybrid z-delta domain Smith-predictor using IMC structure

Fig.2.3-12, Dead-time compensation using PID controller

In case of Smith predictor algorithm also a detailed sensitivity analysis can be
performed [IV-10]. Simulating the behaviour of the two systems it can be noticed
that the z-domain representation (dot-line) is worse than the hybrid z-delta domain
(solid line), Fig.2.3-13 (for a numerical example, given in [Iv-10]).
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Fig.2.3-13. Closed loop behaviour in case of plant-model mismatch

2.4. Chapter conclusions

The chapter is based mainly on papers [IV-5], [IV-6], [IV-7], [IV-8] and
[IV-10] (at all of this papers the author of the thesis is first author) and presents
different controller design techniques based on the delta model of the plant:

- Optimization in delta domain using conventional (PID) controllers based on
MO-method and in a similarly manner for 2p-SO-m; tuning relations in delta
domain are deduced;

- Pole cancellation method, design in the frequency domain,

- DB control in different variants,

- A new approach to control system design based on the IMC in delta domain,
with a mixed representation of the plant model within the IMC controller,
[IV-7]. The method is based on the dual representation in delta and Z
discrete domain of the plant, which has the advantage of the delta
parameterization and the possibility of dealing easily with the dead time by
introducing it in Z-domain.

As comparison criteria of the efficiency of these methods the followings were
chosen:

- discrete controllers (PI, PID) designed under similar conditions;

- discrete DB controllers designed under similar conditions.

The comparison criteria were the difference in the step responses under same
conditions obtained through simulation. The main conclusions that can be drawn are
that the delta domain representation can stay for an attractive alternative in
controller design.

The theoretical results have been verified through simulation on low order
plants - benchmark types - frequently applied for verification of control solutions.
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3. Delta Domain Design of Low Cost Fuzzy
Controlled Servo systems

3.1. Introduction. The structure of the chapter

Within this chapter aspects regarding Mamdani-type fuzzy controlier design
are dealt with ([IV-23], [IV-24], [IV-25]), based on the approximate equivalence
between linear controllers and fuzzy controllers. The aim is generally acknowledged,
accepted and used [IV-26], [IV-27]. General aspects regarding the case of 1-DOF
fuzzy controllers based mainly on research of Prof. R.-E. Precup (PhD supervisor)
and his collective, and at which I have participated in the analysis and development
of applications using PID and fuzzy quasi-PID controllers (for example papers [IV-
23], [IVv-29], [IV-31] (a case of sensitivity analysis)) are presented I paragraph 3.2.

Further, a design method in delta domain - referred to as delta domain
design - of low cost fuzzy control systems meant for a class of servosystems widely
used in industry (energetic, see part III the servo-actuator, mechatronic systems) is
introduced, paragraph 3.3 two recent research results are synthesized:

As complementary research results (applicable also in delta domain)
Appendix IV-1 presents the structure and the design of 2-DOF fuzzy controllers (2-
DOF FC) (see for example papers [IV-39], [IV-22], [IV-33]), where I have
elaborated the structure and design aspects of 2-DOF FCs based on linear design
described in [IV-35]. The results were presented also in [IV-37].

3.2. PI and PID (1-DOF) fuzzy controllers with
dynamics: a short overview

The paragraph is based mainly on references [IV-22], [IV-23], [IV-24], [IV-
25]. The use of PI (PID) control strategies (in its different forms) can ensure well-
known good control features:

- zero steady-state control error and constant (load) disturbance effect
rejection, required by the majority of applications,
- enhancement of CS dynamics regarding to input (reference and (or) load
disturbance),
- the positive practical experience gained in implementing the linear PI
controller.
The fuzzy control is useful due to its capability to use a linguistic characterization of
the controlled plant, but also to combine the two design approaches [IV-23], [IV-
24], {Iv-25], [IV-40], [Iv-41], [IV-62].

The basic FC is without dynamics, having a specific nonlinear behaviour. The
dynamics can be introduced using anticipative, derivative, integral and - more
generally - predictive effects and adaptation to the actual operating conditions. The
derivative (D) or the integral (I) components can be accomplished efficiently in
its digital version, which creates a quasi-continuous (Q-C) equivalent of the
analogue D and I components, respectively.

Two versions of quasi-P1 (PID) fuzzy controllers (generically PI-FCs), are

widely used:
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- the position type Q-C PI-FC;
- the velocity type Q-C PI-FC .
The implementation form of the FCs is based on the discretized quasi-continuously
working (Q-C) equivalent. They can be characterized using a pseudo-transfer
function (p-t.f.). The Q-C PI FC-s can be systematically developed, by starting from
the features of a basic linear PI(D) controller. For the standard PI-FC the integral
effect can be introduced:
- on the output of the FC, the resuit being the standard version of the quasi-
PI fuzzy controller with output integration (PI1-FC-OI);
- on the input of the FC, the result being the standard version of the quasi-PI
fuzzy controller with input integration (PI-FC-II).
Q The block diagram of the standard with output integration (PI-FC-OI) controller
is presented in figure 3.2-1.

Tk ey

Fig.3.2-1. Block diagram of standard PI-FC-OI (see [IV-23])

In the development phase three parameters are available {B., Bae, Bay}; these -
strictly positive parameters - are in correlation with the shapes of the m.f.s of the
LTs corresponding to the input and output linguistic variables (LVs). The complete
rule base is expressed as decision table (see for example Table 3.2-1).

Table 3.3-1 Decision table of the Fuzzy block B-FC

A%r \Ary NB NS ZE PS PB
PB ZE PS PM PB PB
PS NS ZE PS PM PB
ZE NM NS ZE PS PM
NS NB NM NS ZE PS
NB NB NB NM NS ZE

The main steps for tuning the parameters {B., Bae, Ba,} are presented mainly in
[Iv-23], [1Vv-24], [1V-25].
The parameters of the basic linear continuous PI controller, He(s),{kc and T;,} are
obtained using a classical development method and they are taken into
consideration in {B., Ba, Ba,} by applying this method for tuning the FC
parameters.
The choice of the inference and defuzzification method represent the user’s option
(for example MAX-MIN composition rules and Centre of Gravity defuzzification
method).
The incremental form Au, can be used in the CS in two basic ways:

- directly, if the actuator is of integral type

- by computing the effective value of control signal according to rel. (3.2-1):

Uk=Uk_1+AUk_ (32'1)
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Q The block-diagram of the standard PI-FC with integration on the input of the
controller (PI-FC-II). is presented in figure 3.2-2; it is based on a parallel
version of the continuously working PI controller:

L% ey

FC

Uk

1 e
- 1K

Fig.3.2-2. Block diagram of standard PI-FC-II (see [IV-23])

The standard PI-FC-II can be developed based on the analogy with the standard PI-
FC-OI.

The structures of standard PI-FCs were used with specific adaptations in contro! of
synchronous generators, electrical driving systems and mechatronic systems
(mainly verified based on simulation results, [IvV-29], [IV-30], [IV-33], [IV-34], [IV-
62] with satisfactory results.

The particular features of the controlied plant could require madifications in the CS.
These modifications can deal with:

- modifications in the rule base, imposed by the effective behaviour of the
controlled plant caused by some special features (for example, the case of
the non-minimum phase character);

- modifications in the fuzzification and defuzzification modules.

The introduction of dynamic components in the FC structure can create some
difficulties mainly concerning:

- the modification of the introduced dynamics in different working points
(regimes) of the controller;

- an increase in the number of the degrees of freedom in the development
and implementation of the controller.

Based on the presented approach to PI-FC development, special fuzzy controllers
can be mentioned (see [IV-29] [IV-30], [IV-34], [IV-62]):

- variable structure quasi-PI FCs and controller structures with fuzzy
adaptation strategy of the parameters of the standard PI-FC;

- conventional controllers with fuzzy adaptation of parameters successfully
applied to several applications (for exampie [IV-34]);

- PID fuzzy predictive FCs [IV-34].

These developments can contribute to fuzzy control system (FC-S) performance
enhancement.

3.3. Delta domain design of fuzzy controllers

The extension of continuous design methods in delta domain allows the
design of a new generation of low-cost fuzzy controllers [IV-52] - [IV-54]. One
advantage of the direct design is that the delta domain model of the process aiready
contains the ZOH. Based on the continuous t.f. the delta t.f. H(y) is obtained using
relation (2.2-1). Based on accumulated experience (references in PhD Report 3, [IV-
6]) such continuous design methods are in particular the ESO method - for servo-
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systems with integral component - or 2p-SO-method for second order plants with
different time constants (T, >>T; ) and load disturbance.

3.3.1.Controller design

The use of a linear PI controller Hc(s) is considered. The controller can be
fuzzified as PI-FC with integration on the input of the controller (PI-FC-II) or on the
output of the controller (PI-FC-OI), figure 3.3-1.

LN P

"k ¢ A
U, | uk
A, ||B-FC ko
1-g1 |—n Ll

Ji

Fig.3.3-1. PI-FC OI structure with reference filter

The dynamics is inserted by the numerical differentiation of the control error ey
expressed as the increment of control error, Ae, =e, -e,_; and by the numerical

integration of the increment of control signal, Auy. Fuzzifying the discrete-time
linear set-point filter F(z) may lead to other versions of PI-FCs.

The two-input-single-output nonlinear fuzzy-block B-FC includes among its
nonlinearities the scaling of inputs and output as part of its fuzzification module. The
fuzzification is solved in terms of the regularly distributed input and output
membership functions (MF) (see Appendix 3, chapter 2, figure A-2-3). The inference
engine in B-FC employs Mamdani's MAX-MIN compositional rule of inference
assisted by the rule base presented in Table 3.2-1, and the centre of gravity method
is used for defuzzification. The PI-FC has only three tuning parameters, B,,B,. and

B, , to be obtained in terms of delta domain design.

Summing up all aspects presented in Sections 3.1 and 3.2, the delta domain
design method dedicated to the benchmark type plants using FCs of the following
design steps. The first two steps are dedicated to linear controller design, mainly in
delta-domain and the third to B-FC design:

(1) Express the simplified plant model under the form of t.f. He(s) (or P(s)) (low
order one) with reduced number of parameters (for example, two). Then,
apply an adequate design method in delta domain, calculate the delta
domain form of the controlier t.f. Hc(y) and choose an adequate developed
set-point filter.

(2) Set the sampling period h, in accordance with the requirements of quasi-
continuous digital control taking into account the presence of ZOH, and
express the discrete-time equation of the set-point filter F(z). Apply the
delta transform (2.3-1) to obtain the discrete-time equation of digital
controller He(z) in incremental version;

(3) Apply the modal equivalence principle [IV-26], calculate the equivalent fuzzy
parameters B,,B,. and B,,, where the parameter B. represents designer’s
option. The stability analysis of fuzzy CS or its sensitivity analysis with

respect to parametric variations of controlled plant can be performed in
order to get information on setting B..
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3.3.2. Extension to 2-DOF controller design

For low order plants the 2-DOF design can be performed aiso for the
continuous case [IV-35]. In this sense, based on the facts presented regarding the
design of 1-DOF controllers in delta domain using reference filters, the design of 2-
DOF FC controllers in delta domain is easy to deduce.

3.3.3. Application of ESO-m in delta domain:
integrating with first order lag (IL1) type of
plant and PI-FC-OI with reference filter design

The procedure was presented in [IV-21]. The plant is characterized by the
continuous t.f. P(s) (see part II of the thesis):

ke

He($)= 505 179y
with ke — controlled plant gain and T; ~ small time constant or sum of parasitic time
constants. The dynamics of actuator and measuring element are included in Hp(s).
The control solution based on ESO-method, [IV-49], ensures good performances
with respect to both inputs. The control performances can be improved by using the
reference filter (see part II). The PI controller Hc(s) with reference filter F(s) is
characterized by continuous t.f.:

(3.3-1)

k k
Hc(s)=—si(1+sT,)=-§_—rc—(1+sT,) with k, =kc /T, (3.3-2)
i
kc - controller gain, T, - integral time constant and

F(s) =

T+ 78" (3.3-3)

Applying (2.2-1) to the controlled plant Hp(s) the resulting deita domain t.f. is Hp(y)
(x result as the delta-transformation zero):

ko[(1+TY]
Ho(Y)= —/———< T=(Tr - Ty), (3.3-4)
p(Y) YA+ T7y) (Tr - Ty
where the integral character is kept and the time constant of the delta t.f. is Tr is:
exp(h/T
. I GVAL DN (3.3-5)

exp(h/T;)-1
Remarks: For h—0 (h - the sampling time) T,—Ts and the parameters in the delta
t.f. P(y) converge to the parameters in the continuous-time t.f. P(s). The introduced

1
is positioned left-side of the pole p=-—

ero z = T
T

_1
(Tr - Ty)

The design steps are those mentioned previously.
(1) Express the simplified plant model under the form of t.f. P(s) in (3.3-1) with

two parameters, kp and T;. ;
(2) Apply the ESO method in delta domain by choosing the design parameter B
as function of desired/imposed CS performance indices, use the PI tuning

conditions (part II):
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1
k,=——7+—
BTk
to calculate the delta domain form of PI controller t.f. :

T.y+1
Hea(Y) =k ———=

and obtain the set-point filter parameters in (3.3-3).
Set the sampling period h, h << T; in accordance with the requirements of
quasi-continuous digital control taking into account the presence of ZOH,
and express the discrete-time equation of the-point filter F(z).

(3) Following this, apply the delta transform (2.2-1), (2.2-2) to obtain the
discrete-time equation of digital PI controller He(q™!) in incremental version

» Ti=BTs. (3.3-6)

k
?F(HyTi) with T=T; k.=kc/T, (3.3-7)

{Iv-25]:
Au, =K, Ae, +K, » e, =K, (Ae, +ae,) (3.3-8)
where:
Ko =k (T;-h)>0,K; =k h>Q a=K; /K, =h/(T;-h) (3.3-9)
Apply the equivalence principle particularized as [IV-24], [IV-25]:
Bye=0B,,B,,=K;B, (3.3-10)

where, the parameter B, represents designer’s option.
The fuzzification is solved in terms of 5 regularly distributed input and 7
output membership functions (singletons) shown in Fig. 3.3-2.

Hs, BAe
NB NS 1|ZE PS PB

2B, -B, 0| B, 2B, e

-2Bp,-Bp, Bp, 2Bp 8
Ay

NB NM NS 1|ZEPS PM PB

-3Bp,, -2Bp,, -Bp, 0|  Ba, 2Bp,3Ba, Ay

Fig.3.3-2. Membership functions associated to B-FC

The stability analysis of fuzzy CS or its sensitivity analysis with respect to
parametric variations of controlled plant can be also performed [IV-25].

3.3.4. Application of MO-m in delta domain

The plant is a second order proportional with lag (PL2) type plant and the
controller will be a PI-FC-0I (the plant model corresponds to an electrical driving
system (see Part I, paragraph 2.2.2, relation (2.2-5). Let the t.f. of the continuous
plant with real-negative poles and without zeros:
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k

Ho(s) = P 3-
P(S) (1+T155)(1+T255) ’ T15 > (> >)T25 (3 3 11)
The corresponding delta t.f. is calculated with (2.2-1) results in form of:
kpo(Ty +1)
Hp(Y) = . (3.3-12)

(Tyy +1)(Ty +1)
with T; >T, >>1 >0, h - as sampling period and 1 result as the delta-transformation
zero.

Two different design techniques are presented (given from part II of thesis):
- The use of Modulus Optimum method (MO-m) based on pole cancellation;
- The use of 2p-SO-method, for the case T; >>T,; >(>)r >0 and disturbance

acting on plant input (load disturbance).

(1) Design based on the MO-method. Suppose T; > T, . Use a delta PI controller
with a delta t.f. in form of:

He pi(Y) =k, 'E‘YY“-'_l
and apply the pole cancellation T, =T;, the corresponding open-loop
respectively closed-loop delta t.f.s result as presented in paragraph 2.3-1
(a).

(2) Design based on the 2p-SO-method. The 2p-SO-m was developed by the
author and presented in part II. The delta t.f.s is considered in form of
relation (2.2-1). Suppose T, >> T,. and load disturbance. Use a delta PI
controller with a delta t.f. in form of (3.3-7), the corresponding open-loop
respectively closed-loop delta t.f.’s , Hg(y) and H(y) results in form
presented in paragraph 2.3-1 (b).

The design steps are those mentioned previously and must be applied regarded to
ESO-m or MO-method. Following this, apply the delta transform to obtain the
discrete-time equation of digital PI controller Hc(q!) in incremental version
(relations (3.3-8) - (3.3-10)); the parameter B, represents designer’s option.

with T, =T, kc=kc/T  (3.3-13)

3.4. Case Study and Real-Time Experiments

To validate the new design method of Mamdani PI FCs, it is considered a
case study with the controlled plant consisting in a DC-m drive+load (DC-generator
operating on a resistive load) which can be characterized through a linearized
simplified MM of a proportional, second order with lag (PL2) type t.f. [IV-29].

The experimental setup can be applied in mechatronic systems (for
example, see [IV-57]), and it consists of speed control of a laboratory DC-m driving
system (AMIRA DR300) [IV-58], existing in research laboratory B-028-B of
“Politehnica” University of Timisoara, Dept. of Automation and Applied Informatics).
The complete picture of experimental setup (Fig. 3.4-1) illustrates the elastic
coupling reflected in servosystem nonlinearity.
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Fig. 3.4-1. Complete picture of experimental setup (DC driving system)

The DC-m is loaded using a current controlled DC generator, mounted on
the same shaft, and the drive has built-in analog current controllers for both DC
machines having rated speed equal to 3000 rpm, rated power equal to 30 W, and
rated current equal to 2 A. The speed control of the DC motor is digitally
implemented using an A/D-D/A converter card. The speed sensors are a tacho
generator and an additional incremental rotary encoder mounted at free drive-shaft.

The mathematical model of controlled plant can be well approximated by the
transfer function P(s) in (3.3-1), decomposed as in figure 3.4-2 in two subsystems:

@ dy dy 1ds

LI B
O R @ [Z6] = 6] o o

Fig. 3.4-2. Control system structure (a) and definition of load disturbance input scenarios (b)

k k
Hey (s)= 1"":'1'25 and Hpa(S)= %2: Kp =KpiKpy,  (3.4-1)

with kp = 4900, kp, = 1, kp, = 4900, T; = 0.035sec. (the numerical data were

determinate in research laboratory B-028-B in previous experiments and used also
in diploma works [IV-61], [IV-62]). Applying (2.2-1) to the controlled plant Hp(s)
the resulting delta domain t.f. is Hp(y) (t - the delta-transformation zero):

_kel(1r V] = (T, - -
He (V) = B0 T=(Tr-Ty), (3.4-2)

ko = 4900, kpy = 1, kp, = 4900, h=0.01 sec; Ty calculated with relation (3.3-5)
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results T; =0.037 sec.

The delta design method presented in the previous paragraph continues
with choosing the design parameter,3 =6 and the continuous-time PI controller

tuning parameters obtain the values k.=0.0113 (or k.= 0.0024) and T, =0.21 sec.

Next, the sampling period is set to the relatively small value, h=0.01 sec
and the digital PI controller parameters (see rel.(3.3-8) result as K,=0.0023,

K;=1.13 10" and a=00¢.

Finally, the parameter B, is set taking into consideration the range of set-point
values, B.,=100, and (3.3-9) leads to the other two PI-FC tuning parameters,

Bae =5, By,=0011.

The fuzzification is solved in terms of 5 regularly distributed input and 7
output membership functions (singletons) shown in Fig. 3.3-2.
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Fig. 3.4-2. Speed response of CS with PI controlter

Part of the results of real-time experiments is presented in figure 3.4-3 and figure
3.4-4. The results are illustrated as variations of reference (the set-point speed with
sinus variation with relatively large time period Ts,=10 sec.) and y (the controlled
speed) versus time, in Fig. 3.4-3 for the linear control structure with PI controller
and in Fig. 3.4-4 for the FC structure with Mamdani PI-FC developed in delta
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domain.

Two experimental scenarios were used: without load in Fig. 3.4-3 (a) and
Fig. 3.4-4 (a), and with a T4s=5 sec period of 10 % rated d,-type load disturbance
in Fig. 3.4-3 (b) and Fig. 3.4-4 (b). Note that these experiments have been done at
low speeds.

Due to the facts that (1) the plant has only small nonlinearities and (2) at
the fuzzification level were used 5 and 7 membership functions, it must be
remarked that in this case, the differences between the linear case and the fuzzy
case are not significant.
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Fig. 3.4-4. Speed response of CS with Mamdani PI-FC

3.5. Chapter conclusions

The chapter propose a new design method dedicated to PI-FCs for
benchmark-type plants (in the considered application, a second-order dynamics of
integral type which models a class of servosystems). The low cost feature of the
design method and suggested Mamdani PI-FCs results from the simplicity and
transparency of the design method and FC structure as well, having in view
relatively simple implementations, shown in Section 3.3.

This attractive design method consists of three design steps. The method
was derived by transferring the linear design results, applying the ESO-method in
delta domain, to the strictly speaking fuzzy controller design in terms of the
equivalence principle.
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As results also from chapter 2, the benefits of delta transform can be more
interesting, if the suggested sampling period h is smaller than the value used [IV-
4]. If the sampling period is set to smaller value the main difference between the Z
and delta transform can be bigger. However, the discrete-time implementation is
employed behind the delta transform.

Part of the results of real-time experiments conducted with one PI-fuzzy
controller designed to control a (small nonlinear) servosystem validate both the
delta design method and the fuzzy controllers. The results prove that the control
system with Mamdani PI-FC ensures good performance indices; in comparison with
the linear control system with PI controlier with respect to modifications of set-point
and one load disturbance input type, the performances are similarly; this is
motivated by the small nonlinearity of the fuzzy controller.

4. Part conclusions

The chapter is structured in two main parts; each of theparts sythesised
own conclusions, based on extended research results.

In chapter 2, based mainly on papers [IV-5], [IV-6], [IV-7], [IV-8] and [IV-
10] (at all of this papers the author of the thesis is first author) and presents
different controller design techniques based on the deita modei of the plant. The
theoretical results were verified through simulation on low order plants - benchmark
types - frequently applied for verification of control solutions.

Chapter 3, based mainly on paper [IV-21] based on delta representation of
the systems, a new design method dedicated to a Mamdani type PI-FC-OI for
benchmark-type plants model is proposed. The design is based on simplicity and
transparency of the method and controller structure as well, having in view
relatively simple implementations.

This attractive design method consists of three design steps. The method
was derived by transferring the linear design results, applying the MO-methods in
delta domain, to the strictly speaking fuzzy controller design in terms of the modal
equivalence principle.

In conclusion the benefits of delta transform can be more interesting, if the
suggested sampling period is smaller than the value used. In fact, this design
ensures a good relation between discrete- and continuous-time models because
relation (2.1-1) can be considered as the forward rectangular method.

The delta design technology can be also used with good results also on
design of TS-FC, see for example paper [[IV-53], [IV-54].
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Part V. synthesizes the contributions of the thesis, the main conclusions and
possible further research direction.

1. Contributions

A short overview of the contributions was presented in Part I paragraph 1.2.
Based on the contributions presented on each Part of the thesis, a review of them is
presented.

1.1. Contributions in Part 1.

Based on the main task of the thesis, to develop new controllers, control
structures and design methods for speed control application this part includes the
following contributions:

1. In Chapter 2 there are synthesized as follows: the first application treated in
the thesis, a speed control of an electrical driving system: the structure of
plant, a simplified mathematical model oriented on control system design
and the equivalence of driving systems with DC-m and BLDC-m is
highlighted. Based on the NEDC test cycle a simplified test cycle is defined
for such a driving system.

2. In Chapter 3 synthesizes basic aspects regarding speed control of a HG.
Based on representative papers in the domain, mathematical models of the
component subsystems are highlighted. The models are oriented on control
system design.

The two syntheses are the basis for the applications from Part II, III and IV of the
thesis.

1.2. Contributions in Part 11.

The main contributions from Part II of the thesis were published in papers [I-
6], [11-21], [1I-22], [11-68], [11-95], [I-87] (2"¢ PhD report) and are summarised as
follows:

1. In Chapter I a short overview of the recent tendencies of the past 10 years
in controller design using PI(D) controllers based on benchmark-type plant
models; only those papers are included which are focused on ensuring good
reference tracking and load disturbance rejection (chapter 1, paragraph
2.2).

2. Chapter 2: A short overview on optimal design methods based on Modulus
Optimum criteria, detailing the MO method, SO method and ESO method
(chapter 2, paragraph 2.2). Mainly the contributions of Kessler, C. Follinger,
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0., Astrom, K.J., Voda and Landau, I-D., St. Preitl and Precup R.-E. are
highlighted. For the mentioned methods their particularities and
performances are presented. For some of the methods supplementary
remarks are also given (chapter 2, paragraph 2.3).

In Chapter 3 a novel controller design method based on a double
parameterization of the optimality conditions specific for the SO method is
introduced: the 2p-SO-method. The method (paragraph 3.1) refers to plants
with very time constants and for which the application of the ESO-m
requires approximations. The double parameterization is based on the
followings:

-  First, with the condition that T; /T, <<1 , the parameter m is defined
m=T;/T,

- Second, the use of the optimization relations:

B'/%aja, =ai B'/?a;a; = a3
Through this an improvement of the phase margin can be reached. Design
cases are presented and the specific tuning relations deduced. The
achievable performances, the method efficiency are compared with the MO-
method (much preferred design method for PID controllers for driving
systems. Specific particular cases are presented and analyzed, accompanied
by performance diagrams and methods for improving these. Simulation data
allow a good specification for the cases when the method proves to be very
efficient (paragraph 3.1.2, 3.1.3).
Taking into account that the robust design based on the Youla
parameterization proves to be very efficient in many cases a Youla
parameterization approach of the MO-m, ESO-m and 2p-SO-method is
given.
Chapter 4. For the electric drive of a vehicle with electric traction (based on
real data [II-85]) chapter 4 presents a detailed design for a cascade control
system. Two variants of the cascade structure are presented, controller with
homogenous and non-homogenous structure, using AWR measure. The
simulation results reflect the expected behaviour.
Connected to this part of the thesis, Appendix 1 present a 2-DOF approach
for PI and PID controllers and a design method for 2-DOF controllers, which
can be easy applied in practice.

Finally to underline the relevance of the research, the report with comparable
results from September 2007, [11-66] must be mentioned.

1.3. Contributions in Part I1I

This part of the thesis is dedicated to new solutions and development

methods for speed control of a HG conected to a PS.

1.

2.

Chapter 2: a short survey on Cascade control structures and actual design
solutions in speed control for hydrogenerators.

Chapter 3: a new two-stage CCS with an internal minimax state controller
[I1I-27], dedicated for rejecting internally located deterministic disturbances
and a main GPC loop is introduced (papers [III-33], [III-83], the 2™ phD
report [I-87], the 3" phD report, [I-88]. The use of the GPC controller under
IMC representation based on the GPC’s polynomial RST structure has the
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advantage of easy implementation. The control solution is applied to the
speed control of HTGs. Digital simulation results of the case study show that
the CS ensures good performances. The results validate this CS and its
design method.

3. Chapter 4 introduces a new FC development solution dedicated to the speed
control of HG (paper [I1I-15] and [I-88] (the 3™ PhD report)) . Due to the
accepted approximate equivalence between FCs and linear ones, the
contribution involves a four inputs-two outputs TS-FC, developed by starting
with the design of two sets of conventional PI controllers ensuring the desired
maximum values of the sensitivity function and of the complementary
sensitivity function. Simulation results for a case study prove the possible
enhancement of CS performances.

4. Appendix 2, regarded to this part: the IMC equivalent of GPC structure
has been derived. In [III-33] from an applicative point of view, also the
problem of constraint handling of the control signal with different AWR
measures with for quick leaving of the saturation zone is also dealt with for
the GPC and IMC structures. For the RST controller a 2-DOF IMC structure
was deduced, for which saturation handling of the control signal can be
used in different ways, depending on the application.

Both proposed solutions can satisfy good performance needs, and are viable
alternative for HTG speed control. Their introduction on real applications depends on
the acceptance of the control system designers, for whom tradition and safety are of
high priority.

1.4. Contributions in Part IV

1. Chapter 2: based mainly on papers [IV-5], [IV-6], [IV-7], [IV-8] and [IV-
10] (at all of this papers the author of the thesis is first author) and
presents different controller design techniques based on the deita model of
the plant:

- Optimization in delta domain using conventional (PID) controllers based
on MO-method and 2p-SO-m; tuning relations in delta domain are
deduced;

- Pole cancellation method, design in the frequency domain,

- DB control in different variants,

- IMC-based Smith predictor for plants with dead time; A new approach to
control system design based on the IMC in delta domain, with a mixed
representation of the plant model within the IMC controller, [IV-7]
(hybrid architecture). The method is based on the dual representation in
delta and Z discrete domain of the plant, which has the advantage of
the delta parameterization and the possibility of dealing easily with the
dead time by introducing it in Z-domain.

The theoretical results have been verified through simulation on low order

plants - benchmark types - frequently applied for verification of control

solutions.

2. Chapter 3, based mainly on paper [IV-21], dealing with delta
representation of the systems, a new design method dedicated to a
Mamdani type PI-fuzzy controller for benchmark-type plants model is
proposed. The design is based on simplicity and transparency of the method
and controller structure as well, having in view relatively simple
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implementations.

This attractive design method consists of three design steps. The method
has been derived by transferring the linear design results, applying the MO-
methods in delta domain, to the strictly speaking fuzzy controller design in
terms of the modal equivalence principle. In fact, this design ensures a good
relation between discrete- and continuous-time models.

3. The Appendix 3 based on papers [IV-28], [IV-22], [IV-35] and [IV-36]
(synthesized also in [IV-45] - [IV-47]) and is focused on elaborate a
method for the construction and development of 2-DOF fuzzy controllers.
The presented development method for of 2-DOF FC's is easy to understand
and to implement as CAD development; it is based on starting with the
development of the 2 DOF controller followed by the transfer to the fuzzy
processing of the components with dynamics. The integral element specific
to the 2 DOF controllers is included in the forward channel of the control
loop.

2. Possible further research direction

The approach control topics and given solutions can support further
research topics. Some of them would be:
- Analytically deduced procedure for tuning 2-DOF PI and PID controllers
considering the control-loop robustness based on sensitivity function (see
Part II and Part IV) considering dead time;
- Develop new “auto-calibration” method for PI and PID controllers based on
ESO-m and 2p-SO-m (see Part II);
- Implement and perform real experiments of CSs and development methods
on a electric vechicle (see Part II),;
- Developing Combined Control strategies in speed control of HG and try to
implement them on real applications (see part 1II and 1V});
- Handle real applications in constraint cases.
The relevance of the presented design methods and according resuits is sustained
by different papers published during the past years [I1-66].
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Appendix 1. Equivalence Between Conventional
1-DOF (PID) and 2-DOF Controllers

The Appendix is based on research results presented mainly in paper [II-70]
and the results were used in papers, [IV-22], [IV-28], [Iv-43], [11-82].

1. Basic aspects regarding 2-DOF controllers

The 2-DOF structure two distinct controllers [I1-3] - [II-11], figure A.1.1-1.

Noise

u(t) ‘

r(t)
— Filter Ly Process

- S
| BE—
i
L———~~~v— Feedback fo—- = —)
i !
- 1
|
Measurement
Noise

Fig. A.1.1-1. Structure of the 2-DOF controller and control structure

The requirements to be fulfilied by the control loop are:

- the servo performance (zero contro! error});

- the disturbance rejection;

- robustness.

The traditional 1-DOF structures satisfy these needs equally, because a
desired trade-off must be set for each of these properties In case of 2-DOF
controllers the attributes enlisted above can be separately adjusted without
influencing one another {I1I-3], [1I-10].

For the sake of simplicity it is assumed that the systems is a MISO once but
the results can be generalized seamlessly for MIMO systems. Suppose we have the
puise t.f. of the process from the continuous model in the following form:

P(s) B(z)
= 1 2{— =7
P(2)=(1 22 = 5
Then the block diagram of the system can be seen in Figure A.1.1-2,
The servo performances are given by a reference model P, (z)=H _(z)in

the form of (A1-1-2) with a condition for zero control error in form of (A1-1-3):

(A1-1-1)
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r(z) T(2) u(z) y(2)
— = P(z) >

i

z)
R(2)

Fig. A.1.1-2. 2-DOF Controller structure (2™ variant). Design level block diagram

B.(z 1. B.(1) -1-
P (2) = H.(2) = ?(z; (A1-1-2) o 1 (A1-1-3)
Based on (Al1-1-2) and the pulse t.f. of the closed loop, the main equation to
be solved is:
B(z)T(2) _ Ba(2) (A1-1-4)

A(2)R(2)+B(2)S(z) A, (2)
where T(z), R(z), S(z) are unknown polynomials. It is supposed that B_(z) and

A _(z) do not have common factors. The A_(z) polynomial determines the poles of
the closed loop and a polynomial computation will be performed to set the poles.

2. Design of 2-DOF controllers. Solving the main
equation

Equation (A.-1-4) is transcribed in the following form:
B(2)T(2) _ Bn(2) A(2) , (A1-2-1)
A(2)R(z)+B(2)S(z) A.(2) A(2)
A, (z)is an arbitrary polynomial (the observer polynomial) multiplied by the

common factors of the model. For causality reasons there are some conditions to be
fulfilled:
9S<dR dT<oR (A1-2-2)
To avoid the inter-sampling oscillations of the continuous system B(z) is
decomposed into cancelling zeros (*) and non-cancelling zeros (")as follows:
B(z) =B*(2)B(2) (A1-2-3) Bn(z) =B(2)B1& (A1-2-4)
where B'(z)contains the zeros that are zeros of the closed system (and hence zeros

of the model) as well. Then it can be simplified the left hand side of (A1-2-1) with
B*(z), because it is not in the numerator of the model, hence R(z) can be

factorized:

where R{[Fwill contain the integrators (I denotes the number of the integrators).
After accomplishing the operations elaborated above the equation (A1-2-1) results:

R(z) =B*(z)ROEF  (A1-2-5) , RIEE=(z-1)'Ry(2) (A1-2-6)
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3. Equivalence between 2-DOF and 1-DOF (PID) controllers 155

T(2) _ Bn(2) A(2)
A(Z)R(2) +B (2)S(z) A.(2) A,(2)
which can be separated into two equations:
T(z) = BI{BA(2) (A1-2-8) A(z)ROUE+B (2)S(z) = A,(2)A,(2) (A1-2-9)
There is a Diophantine equation over the ring of polynomials, where the
T(z),RI{EFE, S(z) polynomials are unknown. To make the solution easier some
degree conditions for the polynomials are considered:

(A1-2-7)

Causality (A1-2-2): 9S<dR 9T<aR (A1-2-10)
From (A1-2-8): dT=0B",+0dA, (A1-2-11)
From (A1-2-9): OR'=0AL+0A,-0A (A1-2-12)
Unique solution (A1-2-9) : 9S=0dA+! (A1-2-13)

Finally the steps of the control design are summarized:
(1) Choose the number of integrators (denoted by I)
(2) Specify the degree of R'(z) and then the degree of Ag(z).
(3) Compute degree of T(z) based on (Al-2-11).

(4) Regarding (A1-2-13) we choose 3S=03A+i-1, because we need S(z) to

set the left hand side coefficients in (A1-2.9) for those required on the
right hand side.
(5) Solve the Diophantine equation for found the unknown polynomials.
The CS’s block diagram is presented in Figure A.1.2-1, with the integrators
within the loop.

r2) fr (2) e(z)
R — T(z l)

uz) P(z) ¥(2) R

_
R(zY

AR szt fe

Fig. A.1.2-1 Implementation of the 2-DOF controiler

A CAD program in MATLAB is presented as application in [1I-71], [IV-35].

3. Equivalence between 1-DOF (PID) and 2-DOF
controllers

Let consider the block diagram from fig.A.1.3-1. Replacing the feedback
controller Cs(z) on the input channel and the forward loop, the given CS can be
transposed into the structure from figure A.1.4-1 [11-70], [1I-102]. Corresponding:

C(z) = Cs(z) and  F(z) = Cs(2)Cr(2) (A1-3-1)

For reference signal tracking design relation (A1-1-4) is valid. Consequently
2-DOF controlier design can be performed as described in chapter 2, or according to
conventional controller design methods.
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156 Appendix 1 Equivalence between conventional 1-DOF (PID) and 2-DOF

Jl.-
¥

o ~

7

Fig.A.1.3-1 Restructured control system with a conventional controller (C) and a
reference filter (F)

Also for v, and v, (for disturbances, the notation v instead of d is used) type
disturbance rejection the two structures have identical behavior (R(z), S(z), T(z) are
the 2-DOF polynomials):

Ho@) = e D () = N (A1-3-2)
R(2)A(2) + S2)B(2) R(2)A(2) + X(2)B(2)

The 2-DOF controller can be restructured in other ways as well, where the
presence of a conventional controller (PI or PID) can be highiighted [II-70]. Two
types of structure are detailed in figure A.1.3-2. These rearrangements allow:

- To take over design experience from case of PI and PID controllers;

- Introduction of supplementary blocks specific to PI and PID controllers

(AWR circuit, bump-less switching a.o.);

- Transformation of PI and PID controllers into 2-DOF structures and

vice versa.

Fig.A.1.3-2. Two alternatives for rearranging a 2DF controller

Following, the controllers from fig.A.1.3-1 will be characterized by
continuous t.f. with the “traditional” tuning parameters {kg, T;, T4, T}. Discretizing,
the numerical control algorithm is obtained.

Taking the basic controller C of PID type, it can be written (adapted
notations for the t.f.s):

- For the structure from fig.A.1.3-1;

C(s) = u(s) 1 sT,

®=kR(1+—+

sT, 1+sTf)'
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4. Conclusions and collateral research results 157

(1 B)TTs*
Frsy = (S _ LU TS+ T (A1-3-3)

Tor(s) 2
() 14T+ 0eS

- For structure (a) from fig.A.1.3-2:

u(s) 1 sT,
C(s)=—+=~= + = d
(s) k(1 ST, 1T sT,

e(s)
_uds) _ sT, (A1-3-4)
- For structure (b) from fig.A.1.3-2 (with notation C(s) C'(s)):

CO)=gg=talll O+ +0 BT
) (A1-3-5)

e(s) sT,

— f(s)
Ce(9) =15y r(s) = ka(a +B1+ sT,
Depending on the values of a and B parameters, for the presented blocks the
behaviors from in Table A.1-3-1 are obtained. The choice of a certain representation
of the controlier depends on (see for example [II-70}, [II-71], [1I-102]):
- the structure of the available controiler;
- the adopted algorithmic design method and the resuit of this design.
Within this paragraph these aspects are not analyzed in detail. The
comparisons between 2-DOF CS and 1DOF CS which was performed in chapter 3,
are based on the structures from fig.A.1.3-1 havinga =0 and 8 = 0.

Table A.1-3-1 Conections between 2DOF controller and extended 1DOF controller
structure

Fig.A.1.4-1 F(s) - F(s)C(s) C(s) Remarks
Fig.A.1.4-2-a - Ce C(s)-Cx(s) C(s) -
Fig.A.1.4-2-b - Co C*(s) C*(s)+Cp(s) -

a B - - (ref. (feedback) -

channel)

0 0 1 0 PID PID 1DOF

0 1 PDL2 DL1 Pl PID 1DOF with

1 0 PD2L2 P PID-L1 PID non-homogenous

1 1 PL2 PDL2 [ PID behavior

a B PID controller with pre-filtering (2DF controlier)

P - proportional, D - derivative, I - integral, L1(2) - first (second) order lag filter

4. Conclusions and collateral research results

Based on research resulits detailed in (II-70], [II-71], [IV-35] the Appendix
presents an easy to understand methodology for develop 2-DOF controllers. In [II-
70], [1I-71] the presented methodology was implemented using the facilities given
by the MATLAB&SIMULINK and a case study compares the control system
performances for the 2-DOF solution with the control system performances for a PID
control solution. It was undertined that firstly, the development methodology is very
useful, concretized in reduction of development effort, and secondly, the 2-DOF
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158 Appendix 1 Equivalence between conventional 1-DOF (PID) and 2-DOF

ensure better system performances regarding simultaneously the reference input
and to the disturbance. Connections between 2-DOF and conventional controllers
are presented: the relations are given in practically useful forms.

The presented design method was extended and then applied to the
development of 2 DOF fuzzy controllers. Their design is based on the modal-
equivalence principle [IV-22]. The targeted applications were servosystems and
algorithms for Trajectory Tracking (mobile robots) [1I-22].The presented solutions
were verified through simulations.
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Appendix 2. Polynomial Structures of
Generalized Predictive Control

1. Basic relations.2-DOF (RST) polynomial
structure

The GPC algorithm ([III-31]) can be converted in all cases when no
constraints appear into a polynomial two-degree-of-freedom structure, the so-called
RST structure, figure A.2.1-1. To obtain it, the original GPC algorithm will be
considered [III-33], [III-41].

| d
’__j___
L1
ro~ e T UCO o y
RA H T
<
= le-—
.

Fig.A.2.1-1. Two-degree-of-freedom (RST) polynomial control structure

The model of the plant is supposed to be of CARIMA type:

A(Qh)y(t) =z “B(g)u(t - 1) + C(q'l)%t) (A2-1-1)
where the polynomials are:
A(@)=1+aq’+..+2a.q™ (A2-1-2)
B(q') = b, +b,q’ +...+b,,a™ (A2-1-3)
cq')=1+c¢q' +...+c¢c,q"™ (A2-1-4)
and A=1-q° (A2-1-5)

The C(q) polynomial is first chosen for 1, for simplicity [I1I-31]}, u(t) is the
control sequence and y(t) the output sequence, e(t) is a zero mean white noise, d is
the physical dead time. A cost function is defined as follows:

)= r‘: BNyt + i) -r(t+ HE+ S A(Hau(t+ 3-1)F
j=N, b=1 (A2-1-6)
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160  Appendix 2 Basic Relations.2-DOF (RST) polynomial structure

where N, and N, are the limits of the prediction horizon, N, is the control horizon,
y(t + j| t) is the j-step ahead prediction of the output, r(t+j) is the future reference

trajectory and &(j) and A(j) are weighting sequences.

By minimizing the cost function, an optimal value for the future control
sequence is obtained. If only the first element of the control signal sequence is sent
to the process (receding horizon strategy), after the minimization the control law is
obtained:

N
Bult) = K(r(t) - K1) = Dkl = 1) - ft + 1]
1= (A2-1-7)
where K is the first row of the matrix (G" G+AI)’!G', f is the free response, r is the
reference signal, see [III-31].

Further, as mentioned before, if there are no constraints, the GPC algorithm
can be transformed into a two-degree-of-freedom (RST) polynomial structure, figure
A.2.1-1. Accordingly, the expression of the control signal is:

R(a")Au(t) = T(q" )r(t) - S(g™)y(t) (A2-1-8)
where R, S, T are polynomials in the backward shift operator. Having a plant model
as (A2-1-1), in many cases polynomial C(q!) can not be identified, therefore it is
substituted with a T polynomial which can be considered as a pre-filter [I1II-30].

If the plant model is given by:

A@ YD) = g 8@ u(t- 1) + T(g) S (A2-19)
to determine the controller, a Diophantine equation has to be solved [III-93]:

T(q") = E(a")AA(q") + q'F(q™) (A2-1-10)
It plays a role in disturbance rejection, and also it is mentioned [II1I-31] that it can
influence robust stability.

Solving the Diophantine equation and choosing T(q!)=1 for simplicity, the
final expressions of the R, S and T polynomials will be [III-31]:

T@)+ g 2" kL,

R(q") =
>k,
1= My (A2-1-11)
XM OKF )
s(q%) = e v T@)=1
2wk (A2-1-12)

where the polynomial T(q!) is a free parameter, chosen according to design
requirements, F; and I; are elements of the Diophantine equations (I; are the rows of
vector G').

The RST polynomial structure can be transformed into a two-degree-of-
freedom Internal Model Control (2DOF-IMC) structure, as seen in figure A.2.1-2 (a)
or (b) [111-33], [11I-42]. Deducing step by step, the following results are obtained:

oq!) = S(qh)A@™) (A2-1-13)
Fw(a™)(R(a")AA(q") +S(q™)B(a™)q )
T(q') _ F(q’) (A2-1-14)

S(@') ~ Fu(a")
In equation (A2-1-14) the two members on both sides must be proportionai.
In the examples presented in [1I1I-42], the two have been taken for equal, where F,
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2. Constraint handling in case of RST and IMC structures 161

insures servo performance and F,, disturbance rejection. The IMC structure in form
of Fig.A.2.1-2 is valid for stable plants only. In case of unstable plants the Youla
parameterization is used [III-92]. The equivalences between the two structures are:

F=T (A2-1-15)
Fw =S (A2-1-16)
A
= (A2-1-17)
Cime RAA+BSz®
k
v ]
Z |
r -~ ° y
) FF _‘Q;_‘ CIMC - PT '—““‘;\_“
B _ B
-
Fo
(a)
Yo
r u o y
— K ( C ZOH P =
"~ A
_T l
B .
- sz b ‘
|
F. 1
(b)

Fig.A.2.1-2. IMC structure of GPC

2. Constraint handling in case of RST and IMC
structures

Since the IMC structure is derived from the RST structure, it is valid for
unconstrained case. Consequently, some form of constraint handling of the control
signal u(t) is required. In an IMC structure constraints of the control signal can be
treated in various ways. ‘ '

Constraints of the control signal can be incorporated into the IMC structure,
for example see the structure presented in (111-33], [III-83_], ﬂgure A.2.2-1. The
advantage of this structure is that the same control signal is applied both to the
plant and to the internal model; C itself does not contain integrating effect, which is
introduced through the IMC feedback.
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162  Appendix 2 Basic Relations.2-DOF (RST) polynomial structure

r el y
4 F C_—-—/}'—-—-ZOH-—. P

Fig.A.2.2-1. IMC structure with limitation inside the mode

In addition, the anti-windup property of this structure can be improved by
realizing the IMC controller in a feedback of the saturation, for example as in figure
A.2.2-2 [III-94]). Its advantage is that it takes into account also the dynamics of
the controller. The limited input of the plant provides the input for the controller in
the feedback.

Yo

-~

ZOH (— P —

Fig.A.2.2-2. IMC structure with controller in the feedback of the saturation

For a given controller C, the C,, controller that feeds back the saturating
element can be calculated according to the following relation (A2-2-1):

-1
c, (g = La)-1 (A2-2-1)
)

Special attention must be paid at the implementation of this control
structure. An algebraic loop will appear in this case, so measures avoiding it have to
be dealt with. One way to handle this is to separate the constant component of the
partial fractional representation of C,, and to incorporate it in the slope of the
saturation.

It has been shown [III-33] that handling this way the saturation has
advantages over other methods. In [11I-40] the effects of saturation are presented
according to the schemes from Fig.A.2.2-1 and A.2.2-2, for different benchmark
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3. Influence of predictive parameters on the closed loop poles 163

type plants using Simulink simulation. It can be noticed that the output signal in
case of feedback saturation proves to have the closest behavior to the
unconstrained case. As far as the control signal is concerned, also the same results
can be stated.

3. Influence of predictive parameters on the
closed loop poles

Predictive parameters in part I1I paragraph 3.4 relation (3.4-2)

N N
i= Y st + 51 ey -rit+ 3F = D AGaut+5-1)F
=N. 1= (3.4-2)

(N; , N; - the limits of the prediction horizon, N, - the control horizon, 3(j) and A(j) -
weighting sequences) are chosen according to the desired behaviors; in the
literature there exist some guidelines for their choice.

Computing the closed loop t.f. related to RST parameters, it resuits:

H (Z) = Y(z) = T(Z)B(Z)Z'd 5 A =1- Z1 (A2‘3"1)
r r(z) R(z)AA(z)+B(z)S(z)z

Also, controller Ciuc(z) has the same poles as H,(z), as it is expected:

- A@z) A2-3-2
Cwe(?) = RiEAG) + BB ( )

For different values of the predictive parameters (N;, N, Ny, A,) and of the
plant model, the poles of H.(z) are mapped for a second order plant without dead
time, with the continuous t.f. and the puise t.f (h=0.2, ZOH is included):

1
Ho(S) = 150.675)(1 + 0.33s)
-1 2
H,(2) = 0.0674z ;i— 0.0499z , (A2-3-3)
1-1.2874z" +0.4047 2
and the T(z) pre-filter was T(z)=1.

In order to explore the possibilities given by simulations, the mappings have
been tested through simulation. A study upon the following parameter changes was
performed:

O Changing the tuning parameter A, . Let the tuning parameters be:
N1=1,N2=25,Nu=1,d=0, )\y=1

and let the range of variation of A, be:

A,=(0:0.01:1) (A2-3-4)
In this case for this plant the poles of the closed loop system (which are also
equal to the poles of the IMC controller C) will vary as shown in Fig.A.2.3-1.
The evolution of the poles (if they are changing) is represented by an arrow.
It can be observed that one of the poles changing slightly, but not affecting
the systems’ stability. It must be mentioned that by chaoosing other tuning
parameters the poles are mapping completely differently
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Fig.A.2.3-1. Mapping of closed loop poles for changing A, parameter

Q Changing the tuning parameter N;. For this case, let the GPC tuning
parameters be:
N,=25N,=1,d=0,A,=0.1,A, =1
and let the range of variation of N,; be:
N, =(1:1:25) (A2-3-5)
The poles of the closed loop system will vary as shown in Fig.A2.3-2 In this

case also there is no significant change in the poles' value, not threatening
the stability of the system.
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Fig.A.2.3-2. Mapping of closed loop poles for changing N, parameter

Q Changing the tuning parameter N, The tuning parameters are chosen for
this example to be:
Ny=1N,=1,d=0,A,=01A, =1
and let the range of variation of N, be:
N, =(1:1:25) (A2-3-6)
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3. Influence of predictive parameters on the closed loop poles 165

In this case for this plant the resulting four poles of the closed loop system
(which are also equal to the poles of the IMC controlier C) are varying as
shown in Fig.A.2.3-2.
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Fig.A.2.3-3. Mapping of closed loop poles for changing N; parameter

This case is more interesting, since the choice of parameter N, influences
much more the control quality. The smaller N,, the maore oscillating the
closed loop is, and vice-versa, the larger N; is chosen the more damped the
system is.

QChanging tuning parameter N, . The tuning parameters are chosen for this
example to be:

N,=1,N,=25d=0,A,=0.1,A =1
and let the range of variation of N, be:
N,=(1:1:20) (A2-3-7)

In this case for this plant the poles of the closed loop system are varying as
shown in Fig.A.2.3-4.
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Fig.A.2.3-4. Mapping of closed loop poles for changing N, parameter
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For this simulation it can be mentioned that for Ny=1 all poles are real, but
for N,>1 two of them become complex-conjugate.

Q Changing the filter polynomial T(z). The T(z) polynomial appears in the
noise model that is used for obtaining the predictive controller, it also
appears both explicitly and implicitly in the RST structure. The T(z)
polynomial (fixed pre-filter of observer polynomial) is considered to improve
robustness of the system, if chosen properly [III-31], [III-98]. Detailed
results are given also in [III-33], [III-42].

It can be noticed that in this case the simpler noise filter provides more

robust performance.

Further analysis can be performed to show the effect of the noise filter to
robustness properties of the control algorithm.

4. Conclusions

In this appendix the IMC equivalent of GPC structure was derived. In [III-
33] and [III-42], from an applicative point of view, also the problem of constraint
handling of the control signal with different anti-windup measures with for quick
leaving of saturation zone is also dealt with for the GPC and IMC structures.

For the RST controller a 2-DOF IMC structure was deduced, for which
saturation handling of the control signal can be used in different ways, depending
on the application.

In [III-33] and [III-42] the influence of the GPC tuning parameters in case
of IMC implementation is presented for second order lag system, exemplified
through simulation.
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Appendix 3. Two Degree of Freedom Fuzzy
Controllers (2-DOF-FC). Structure and Design

The appendix is based on papers [IV-32] and [IV-35] (synthesised also in
[Iv-45] - [IV-47]).

1. Structure of 2-DOF-FC-s and design

The design methods for classical FCs with dynamics can be successfully
extended to the design of 2-DOF-FC-s. In the design phase, the FC can be
considered as nonlinear but linearizable near operating points belonging to the
contro! surface [IV-25].

The structure of a CS with 2-DOF controller was presented in part 11,
Appendix 1. Based on these results there are presented the structure and
development principles of 2-DOF FC-s. The developed method is based on the
principle of equivalence and design techniques resulting from the linear case [IV-
35], [Iv-36], [1v-48].

The general structure of a 2-DOF FC is presented in Fig.A.3.1-1, where FC-T
is a fuzzy module for the controller T (on the reference channel), and FC-S is a fuzzy
module for the controller S (on the feedback channel).

Fig. A.3.1-1. General structure of a 2-DOF fuzzy controller

The integral component brought by the controller is inciuded in the forward
channel of the loop and highlighted as follows:
R(z) =(z - 1)R'(2) in the discrete case
R(s) = sR'(s) in the continuous case. (A3-1-1)
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168 Appendix 3 - Two Degree of Freedom Fuzzy Controllers. Structure and Design

In the case of relatively low order continuous plants, in the construction of
the 2-DOF fuzzy controllers it is possible to take over the design experience specific
to the 1-DOF controllers and the extensions with filters on the input channels.

The adoption of decentralized feed-forward compensation allows the
reduction of the reference tracking error. At the individual joint channel level, the
output y(t) must follow the reference signal r(t). The presence of load disturbances
due to interactions with other joints is undesirable.

In this context, it becomes possible to use the low order informational
modules specific to the fuzzy controllers with dynamics with the detailed
computation presented in paragraph 3.2. So, a 2-DOF-FC can be developed on the
basis of two versions:

- by starting with the equivalence between a 2-DOF controller and the
conventional 1-DOF controliers extended with filters on the input channels;
- by starting with the discrete model of the 2-DOF controller.

In the presence of the integral component, in steady state, the conditions

(A3-1-2) are fulfilled:

€o=T o~y =0, Ug=const., (A3-1-2)
and the assurance of a desired value of the output y. depends on obtaining an
equilibrium of the two variables:

F=kqr+Au, ¥=kgy+0u, . (A3-1-3)

where ke and kgp are parameters that adjust the level of the two signals.

The signals Au, and Au, represent only the dynamic components processed
by the FC-s with dynamics FC-r and FC-y. Indeed, from the steady state condition
(A3-1-2) it is obtained (A3-1-4):

Ketolo= KrsoYw ’ (A3-1-4)
and it results the necessity for the two components, Au, and Au,, to have only
“transient character”:

Au(t) - , Ay (t) - for tooo (A3-1-5)

It is important to outline that generally, the continuous components Kgr r
(on the reference channel) and kis Yo (On the feedback channel) are not allowed to
be subject of the fuzzy processing. The modification of kes would affect the
stationary trim-point. If, on the other hand, it were desired that the structure
ensures feedback linearization, then kes could stand for objective of fuzzification.

However, there can be conceivable situations (for example, the case of
some reference tracking systems) in which the fuzzy processing can be included in
the controller FC-T. For such situations a variable reference input r(t) can be subject
to fuzzification, and T(t) will contain corrections as function of the variations of r(t)

and of other possible causes.

The two-input-single-output (TISO) nonlinear fuzzy-blocks FC-r an FC-y
(without dynamics) includes among its nonlinearities the scaling of inputs and
output as part of its fuzzification module.

The structure of the fuzzy modules with dynamic processing, FC-T or FC-S

(as part of the T and S controller) can be implemented in the two versions (in Figure
A.3.1-1 with respect to the reference signal r): - an analogue version (Fig.A.3.1-2 °

(a)) and, - a discretized quasi-continuous digital version (Fig.A.3.1-2 (b)).
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Fig. A.3.1-2. Structure of the module FC-r (T or S): (a) analogue version (b) digitat version

The mainly used digital version is based on the computation of the derivatives (as
increments) of the variables:
Ar, =1, -1y,
A’rg=r -2r,, +r_,
the increment of Au, ,, depends on Ar, and A%r,:
Au,, =k, Ar, + k, Ar, = k,(Ar, + ad’r,). (A3-1-7)

The parameters k;, ko and a are functions of the parameters of the conventional
controller T(s) or S(s) and of the sampling period [IV-25], [IV-26].
Based on equation (A3 1-7) and on representation of the increment Au,, in the
phase plane <Ar,, A%r,>, the pseudo-fuzzy features of the algorithm (A3-1- -6), (A3-
1-7) can be expressed as described [IV-32], [IV-33], fig. A3.1-3 (a):
- there exists a “zero control signal line” Au,x = 0, having the equation:
Ar, + alA’r, = 0 ; (A3-1-8)

- with regard to this line it is obtained that in the upper half-plane: Au, >0,
and in the lower half-plane: Au, ,<0;

- the distance from any point of the phase plane to the “zero control signal
line” corresponds to [Auy|.

For the fuzzy block FC-r, the fuzzification can be solved as follows:

- for the input variables Ar, and A%r,, an odd number of linguistic terms with
regularly distributed triangular type membership functions having an
overlap of 1 are chosen;

- for the output variable Au,,, more linguistic terms with regularty distributed
singleton type membership functions are chosen, Fig. A3.1-3 (b).

Other shapes and distribution of membership functions can contribute to CS
performance enhancement. The strictly positive parameters of the 2-DOF fuzzy
controller, {B,, B,, Ba.}, are in direct correlation with the shapes of the
membership functions of the linguistic terms corresponaing to the input and output
linguistic variables.

The inference engine of the block FC-r employs the Mamdani’'s MAX-MIN
compositional rule of inference assisted by a complete ruie base. The rule base of
the block FC-r can be expressed as a symmetrical decision table, illustrated in Table

A.3.1-1

' (A3-1-6)
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Br 23[ Afk
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Fig. A.3.1-3. (a) Phase plane representation corresponding to (2.21) and
(b) Shapes of the membership functions for the block FC-r

Table A3.1-1 Decision table of the block FC-r

A%r\Ar, NB NS | ZE PS PB
PB ZE PS PM PB PB
PS NS ZE PS PM PB
ZE NM NS ZE PS PM
NS NB NM [ NS ZE PS
NB NB NB NM | NS ZE

The defuzzification module as part of the block FC-r can be done by the
centre of gravity method, but the choice of the inference method and of the
defuzzification method represent the user’s options. The steps for the 2-DOF FC
development are described in [IV-23], [IV-25]. The steps corresponding to the
calculus of the 2-DOF controller and to the equivalence with a conventional
controller with reference filters have been outlined in Appendix 2.

2. The 2-DOF controller in servo-driving systems

2.1. Basic situations

The role of the servo-driving system is very important for the type motion
chosen and its control structure design. The two main benchmark models for the
servo-systems (as joint actuators) are:

- afirst-order (lag) with integrating component model, with its t.f. (A3-2-1):

k
P(S) = ——— P _; (A3-2-1)
(s) s(1 + sT,)
- a second-order model, with its t.f. (A3-2-2):
k
P(s) = P (A3-2-2)
)= arsT)a+sTy)

For benchmark type models there are control structures and design
methods extendable in fuzzy controllers design, with good results ([IV-29], [IV-31],
[IV-44] a.o.), applicable inclusively in servo-systems for aircrafts. For some
applications the methods were extended in the fuzzy control domain.
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2. The 2-DOF controller in servo-driving systems 171

Treating the problem in such a manner leads to the idea of controlling the
servo-system by means of 2-DOF controllers. The tracking is obtained with an
imposed a desired (linearized) reference model Hm(s). In linearized case the
resulting reference controllier does not change the eigenvalues (regarded to a point)
of the compensated plant, which have been previously placed with output feedback
design rules.

As mentioned in [IV-37] the mainly used independent joint nonlinear
feedback control schemes can be reduced to linear (linearized) design situations.
These structures can be themselves brought to the design of some 2-DOF
structures. The further fuzzification of the 2-DOF controiler (the generation of the 2-
DOF FC) is done in terms of the principle presented in this section.

Considering the plant given by the continuous t.f. (A3-2-3)(a):

1 .
= — = withT,=1/w,=1, {,=0.25, a A3-2-3
P(s) <7 1 055+ 1 p P % (@ )

0.0193 z + 0.0187

z? -1.8669 z + 0.9048
Two developed control structures are considered:
- a 2-DOF controller, which was in the second step fuzzyfied,
- a conventional PID, imposing an imposed phase margin, which was in the
second step fuzzyfied.
Q The first control structure. Involving the in [IV-35] mentioned 2-DOF
controller which is fuzzified in accordance with the above mentioned aims.

For the strictly speaking FC (the FC-r and FC-y blocks in Figures A3.1-1,

A3.1-2), the fuzzification was solved in the initial phase as follows:

- for the calculated input variables Ar, and A%r, (Qy« and Ay,
respectively), five linguistic terms with regularly distributed triangular
type membership functions having an overlap of 1 are chosen;

- for the output variables Au, x, Au, ., seven linguistic terms with regularly
distributed singleton type membership functions are chosen;

- the inference engine of the FC-r and FC-y blocks employs the Mamdani’s
MAX-MIN compositional rule of inference assisted by a complete rule
base;

- the integrating effect is realized inside the control loop.

O The second control structure. By accepting the desired phase margin of
60°, the resulting discrete PID controller has the t.f. (A3-1-12):

. _0.90852> -1.6961z +0.8220 (A3-2-4)
ro(Z) = =2 1776472+ 0.7647

and P(z) = (b) (A3-2-3)

2.2. Simulation Results

The programs, which implement the designed 2-DOF and PID controllers,
are written in Matlab. The controllers are actually calculated using Matlab’s facilities,
the simulations are run in Simulink. A simultaneous simulation can be performed for
a slight comparison between the behaviour of the two structures.

The following tests were made in relation with the simulation results shown
in Fig. A.3.2-1 (a), (b) and (c)

- unit step response (reference signal) of the two systems (0 <t <10sec.),

followed by
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- step disturbance response, t,,=10, 10 < t < 30 sec.

The values for y(t) and u(t) were recorded. It can be observed that due to
the linear model of the plant and to the large number of linguistic terms used, the
difference between the behaviours of the CS with classical 2-DOF controller and with
2-DOF FC is not remarkable.

: DOF-FC 2 DOF _ PID

q
=]
{

0 & 10 15 20 35 30 C S 10 1S 20 25 30 9 s 10 15 20 25 30

/

U ’
: 4 olér
0 & 10 15 20 3F 30 O 5 10 15 20 25 30 0

(a) (b) (c)

Fig. A3.2-1. Behaviour of CS with: (a) 2-DOF FC; (b) 2-DOF and (c) PID controller: reference
unit step response followed by load disturbance step response

o
I,
Q

5 110 1S 20 25 30

Comparing the simulation results for the two systems with 2-DOF-FC and
with PID controller, it can be noticed that the 2-DOF CS-s are much more efficient in
rejecting the disturbance that appear at the input of the piant.

3. Conclusions

By starting from the requirements concerning control applications for some
driving systems, the research was focused on elaborating a method for the
construction and development of 2-DOF FC-s.

The presented development method for 2-DOF FC’s is easy to understand
and to implement as CAD development. It is based on starting with the
development of the 2-DOF controller followed by the transfer to the fuzzy
processing of the components with dynamics. The integral element is included in the
forward channel of the control loop.

The method is applicable relatively simply in the case of plants having not
extremely large order. If the system order is increasing, there can appear problems
in achievement of the fuzzy processing of the dynamic components.

In the design of the 2-DOF controller alternative approach methods are
possible. Applications of 2-DOF fuzzy controllers in the field of robotics (for the
control of the servo-systems) can be attractive (see [IV-50], [IV-51]).
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