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1. INTRODUCTION 

1.1. Networked Control Systems 

A networked control system (NCS) is a feedback control system where 

information between the components of the control loop is transferred using electronic 
real-time networks ( [1]). To the basic control system from Fig. 1.1, the NCS from 
Fig. 1.2 can be associated from a functional point of view. Here, data from the sensors 

to the controller and from the controller to the actuator is sent using communication 
networks. 

 

Fig. 1.1 - Generic control system 

The increase in data processing power and the decrease of equipment costs 
have facilitated an extraordinary expansion of computer networks in the last years. 
Low cost, high fault tolerance and reliability of today’s networks opened a new 

perspective in the field of control structure design. The main advantages of a NCS are 
reduced costs and wiring, modularity, high reliability and flexibility, robustness to 

failure, ease of re-configurability, maintenance and diagnostics ( [2], [3]).  

 

Fig. 1.2 - Generic NCS 

The idea of using computer networks for control systems is receiving more 
and more attention from the scientific community. The research direction is of an 
interdisciplinary nature, involving knowledge from control theory, computer science, 
communication networks and information theory ( [4]). 
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The increased interest in NCSs is sustained by their large area of applicability, 
several examples being: automotive industry ( [5]), teleoperation ( [6]), remote 

surgery ( [7]) and unmanned vehicles ( [8]).  

Although it has a lot of advantages, a NCS has also some shortcomings, 
induced by the network components, like time varying delays and data loss, which 
need to be overcome before the NCS can be largely implemented in industrial 
applications ( [9]). 

1.2. Networked Control System Types 

Depending on the distance between the control equipment parts there are two 
types of NCSs: local NCSs or shared-medium control systems and remote NCSs or 
teleoperation systems ( [10]).  

1.2.1. Local Networked Control Systems 

Shared-medium control systems use the same local area network to connect 

all the control system’s components (Fig. 1.3). The main advantages of this type of 
networked control are: reduced wire complexity, reduced cost, high reliability and 
flexibility. Furthermore, the usage of the same network permits data sharing between 
the control loops. This setup is often used in automotive industry and industrial 
process automation. 

 

Fig. 1.3 – Local NCS 

1.2.2. Remote Networked Control Systems 

A remote NCS is a NCS where the main controller is located far away from the 

plant and it is connected to the rest of system using communication networks. There 
are several different structures for remote NCSs. A first approach (hierarchical 
structure) has a central controller and several control subsystems, each containing a 
local controller, sensors and actuators (Fig. 1.4). Each subsystem receives a control 
signal from the central controller, signal used as reference by the local controller and 

sends as feedback signal the data from the sensors or a status signal from the local 

controller. A second approach (direct structure) contains only one control loop and 
uses a remote controller to control through the network a local plant (Fig. 1.5). 
Several other hybrid structures exist that combine the direct and hierarchical 
structures.

BUPT



1.3 - Issues of Networked Control Systems     15 

 

 

Fig. 1.4 – Remote NCS – hierarchical structure 

 

Fig. 1.5 – Remote NCS – direct structure 

1.3. Issues of Networked Control Systems 

The design methods from classical control theory use several idealizations as 
working hypothesis: instantaneous signal transmissions between the control system’s 
components, infinite computational and transmission capacity, synchronized 
subsystems and constant sampling rate, no energy constraints, assured data integrity 

and security ( [11], [12], [13], [14], [15], [16]). Depending on the type of the control 
application, the network induced issues can have a critical impact on the system’s 

performance and cannot be ignored. So, when designing NCSs, the idealizations from 
classic theory do not always apply. In this context, the analysis of the most important 
issues which influence the behaviour of the NCS is necessary. 
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For a better understanding of the effect of network induced issues on a NCS, 
an example is presented in Appendix 1. As one can see, the time varying delay and 

information loss lead to oscillations in the system’s response and sometimes even to 
the instability of the controlled system. 

1.3.1. Time Delay 

1.3.1.1. Time Delay Inducing Operations in Networked Control 

Systems 

In a NCS, data transmission delays can be divided into two categories: device 
delays and network delays ( [17]).  

When transferring data from sensors to the controller we can identify four 
main time consuming operations:  

 acquisition of sensors data and analog-to-digital conversion of this data 
which will require a time we will call ∆ta*; 

 data processing at the sensors level will consume a time ∆tb*;  
 network transmission will have a delay time ∆tc*; 
 data processing at the controller level will consume a time ∆td*. 

The first time amount ∆ta* depends on the sensors and converter’s properties 
and it is specified by the producer, while the amount of the other three times, depends 
on quantity of data, processing speed and network delay time. 

According to Fig. 1.6, we define the moments: ta – when the acquisition of 

sensors data starts, tb - when digital data enter the system after acquisition and 
analog-to-digital conversion, tc - when data processing at sensors level is over and it 
is ready for network transmission, td - when data arrives at controller level and te - 
when network data is ready for use after being processed at the controller level. 

Consequently, the sensors-controller transfer delay time can be defined by 
aedcba ttttttt    . 

 
Fig. 1.6 - Delay components 

Similarly, for the controller-actuators path, we will consider
  dcba ttttt  , where ∆ta** and ∆tc** are the data processing 
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times at the controller and actuator sides, ∆tb** is the network delay and ∆td** is the 
digital-to-analog conversion time. 

1.3.1.1.1. Network Delay 

Network delay or latency (NL) represents the finite amount of time needed to 
transfer a specific amount of data over the network between certain network nodes. 
Network jitter is a measure of the network latency variation ( [18]).  

When using packet switched networks, NL is defined as the time needed to 
transfer a packet of data over the digital network between the source and the 

destination network nodes. NL depends on the quantity of data that needs to be 

transferred, the network capacity, distance between transferring nodes, the number 
of hops to destination and the performance of hardware and software equipment 
involved in data transfer. It can be defined as a sum of various different constant and 
varying delay components.  

Medium access delay (MD) defines the time needed by a network node to gain 
access to the network for data transmission. Depending on the network type and 

technology used, there are different techniques for medium access and for data 
collision avoidance (e.g. random access with collision detection or collision avoidance, 
time-division multiplexed with token passing or master-slave). MD can be constant or 
variable depending on the network technology used ( [17]). 

Serialization delay (SD) represents the finite amount of time it takes a 
network interface to perform bitwise transmission of a packet of data over the 

communication channel ( [18]). SD is direct proportional to the packet size and 
inverse proportional to the transmission rate of the network interface (e.g. a data 
packet of 1500 bytes is serialized on a 56 Kbps modem link in 0.214 ms ( [19]). If 
the transmission rate is constant, the SD of the same packet is constant also. 

Propagation delay (PrD) represents the time needed by the electric, 
electromagnetic or optic data signal to travel through the medium between the source 
and the destination. The highest speed at which the data signal can travel is the speed 
of light in ether c  3x108 m/s. When using other transmission mediums the signal 

speed (ss) is slower depending on the physical properties of that medium. The velocity 

factor (vf) determines the speed of the signal passing through the medium relatively 
to the speed of light in ether: ss=vf·c, vf<1 (e.g. the speed of a light pulse in a fiber 
channel is typically 2/3 the speed of light in ether so the fiber channel’s vf=0.67) ( 
[19]). The PrD is directly proportional to the distance between source and destination 
and inverse proportional to the data signal speed. Using the same network, if the 
distance between the source and the destination nodes is constant, the PrD is 

constant. 

Forwarding delay (FD) defines the time needed by network equipment 
(routers, switches, etc.) to pass a data packet from one physical network segment to 
another ( [20], [21]). This delay is usually constant for a network equipment and 
depends on the type of technology used by the equipment and its hardware and 

software performances. 

Queuing delay (QD) equals the total amount of time a packet stays in the 

hardware equipment’s queues as it travels between the source and destination ( 
[18]). QD depends on the network load so it varies greatly in time. 
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Transmission protocols delay (TD) represents the additional delay induced by 
the network transmission protocols (e.g. TCP data retransmission induced delay) ( 

[22]). TD depends on the type, design and implementation of each specific protocol. 
Depending on the data traffic conditions and the protocols used for network 
transmission TD can vary considerably in time. 

Consequently, NL = MD + SD + PrD + FD + QD+TD. 

1.3.1.1.2. Computational Delay 

The usage of computer networks in NCSs implies an analog to digital 

conversion of data for network transmission which automatically recommends a digital 

implementation of the controller. Most of the times in order to obtain a certain degree 
of performance real-time computing systems have to be used ( [23]). A real-time 
computational system is one where the correction of a computation depends on both 
the logical result and the time at which the result is available for usage ( [24]). Data 
processing in real-time systems can be done sequential or concurrent. The 
computational delay is deterministic in sequential processing and stochastic in 

concurrent processing, with the actual value depending on the performance of 
hardware and software resources available.  

1.3.1.1.3. Synchronization Delay 

When measuring time delays of operations involving different components of 
a NCS, a time offset between the internal clocks of different components would induce 

additional time delays. So, when designing distributed systems, one problem is to 
obtain clock synchronization between the internal clocks of different computational 
components.  

Basically, an electronic clock is composed of a frequency oscillator and a 

counter. The oscillator frequency depends on its quality and usage period and also on 
the external conditions affecting the oscillator (e.g. ambient temperature). The 
variation of the oscillator frequency affects a clock accuracy making it, in time, drift 

away from another clock considered as reference and determining a time offset 
between them. In [25], the time offset of an electronic clock compared to an ideal 
reference at a current moment t is expressed as:  

 )t(x)tt(D)tt(R)t(T)t(T 2
000   (1.1) 

where t0 is an initial moment, T is the time offset, R is the frequency offset, D is the 
oscillator aging drift and x is a stochastic error term. 

In order to minimize the additional time delay values induced by clock drifts, 
a proper method of clock synchronization between different NCS components is 
required. Depending on the method, different accuracy of synchronization can be 
obtained. A method of synchronization can be obtained using the network time 
protocol (NTP) or precision time protocol (PTP). Using specialized hardware and 

software equipment, based on atomic/GPS clocks and NTP, nanosecond accuracy can 

be obtained ( [25]) (Fig. 1.7). 

BUPT



1.3 - Issues of Networked Control Systems     19 

 

 

Fig. 1.7 – GPS/Atomic clock synchronized system 

1.3.2. Irregular Situations 

In relation to a constant sampling time operating regime, assuming a 
sampling period h for the NCS, depending on the time delay values two possible 
situations may occur: 

 time delay values are smaller than the sampling period h; 
 time delay values are bigger than the sampling period h. 

In relation to the delay components defined in Fig. 1.6 for the feedback path 
of a NCS, the nominal case for data transmissions over the network is further defined 

as the one in Fig. 1.8 where the time delay value is smaller than the sampling period 
and the packet always arrives at the destination. 

 

Fig. 1.8 – Data transmission – nominal case 

In practice, for network transmissions using connectionless protocols, besides 

the nominal situation from Fig. 1.8, a series of particular undesired situations could 
emerge and have to be taken into account. Those situations are caused by 
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irregularities which may appear in the data packet transmission process. These 
irregular situations can be grouped in three main cases: 

IS1: No data packets arrive in one sample period (e.g. Fig. 1.9). 

 

Fig. 1.9 – An example of IS1 

IS2: Two or more data packets arrive at the controller side in the same sample 
period (e.g. Fig. 1.10). 

 

Fig. 1.10 – An example of IS2 

IS3: A data packet arrives after a later packet has arrived and has been 
already used (e.g. Fig. 1.11). 

 

Fig. 1.11 – An example of IS3 
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In order to assure optimal control performances, handling strategies for this 
irregular situations need to be developed. 

1.3.3. Data Integrity and Security 

1.3.3.1. Information Loss 

In typical packet switched networks there are mainly two causes for 
information loss:  

 packet loss caused by transmission errors; 

 packet dropout caused by data corruption, buffer overflow of network 

equipment, exceeded timeout. 

Different models (deterministic or stochastic) have been proposed for 
information loss in order to study its effect on control system’s performance and 
stability ( [3]). Some methods consider information loss as additional transmission 
time delays ( [2]). 

A simple method of handling information loss on the receiver side in NCS is 

to extrapolate the previous received value in the following manner: 

   ]1k[y]k[p1]k[y]k[p]k[y rsr   (1.2) 

where y is the data value that needs to be received, r index denotes the receiver, s 
the sender level network node and k is the index of the current sampling period; p[k] 
is the packet loss flag that can take two values: 1 for an arrived packet and 0 is the 
packet is lost/dropped. 

1.3.3.2. Security 

The usage of networks in NCSs automatically extends any security issue 
involving computer networks also to the field of control systems. Any publicly 
accessible network, especially wireless networks are susceptible and possible 
vulnerable to cyber-attacks. Attacks to computer networks can vary from denial of 
service, informational theft, to partial or even entire system compromise. Several 
reported incidents have been mentioned in the literature [26] and solutions to 

different types of vulnerabilities are being proposed. Although the study of security 
issues in NCSs is in its infancy, the research is rapidly progressing because most of 
the solutions already proposed in the communication theory can be adapted for usage 
in NCSs. 

1.3.4. Limited Communication  

According to Nyquist-Shannon sampling theorem, complete signal 

reconstruction can be assured on a digital communication channel only if the 
bandwidth of the channel is beyond a certain limit. Recent studies are concerned with 
defining the minimum channel capacity at which system performance and stability are 

maintained ( [27], [28]). Work has been done in improving the efficiency of data 
quantization for network transmissions ( [29]). 
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1.4.  Internet-based Control Systems 

The extraordinary Internet expansion made TCP/IP based networks the 
mostly used networks of today, making them a good candidate for usage in NCSs. 
The way control signals are affected when transferred through a TCP/IP network 
depends on the network hardware components and also on the software protocols 
used for data transmissions. Data can be transmitted over the network using 
connectionless or connection oriented protocols ( [30]). Both options can be used for 

data transmissions in a NCS, but most of the time, because of the imposed sample 
time restrictions (e.g. the telecontrol system presented in Appendix 1), connectionless 
protocols are the only valid choice. In this context, Internet-based control systems 
(ICSs) usually use UDP as transport protocol. Although it assures the best 

performances in terms of delay, UDP being an unreliable protocol introduces 
supplemental issues for NCS design. 

1.5. Control Solutions in Networked Control Systems 

1.5.1. Control of Networks 

Control of networks studies how different network quality of service (QoS) 
parameters influences the quality of control (QoC). This research direction has been 
somehow neglected by the control community and has just recently started to be 

taken into consideration ( [31]). 

1.5.2. Control Over Networks 

Control over networks refers to the control techniques used in NCSs for 
dealing with the network induced issues. In Chapter 3, several different control 

strategies used in NCSs are presented. 

1.6. Motivation and Objectives 

The extensive development of digital network technologies and the rapid 
global expansion of the Internet triggered the interest of scientists and engineers 
towards teleoperation based applications. Such applications are of an interdisciplinary 
nature, and imply close collaboration between specialists in control systems, computer 
science and communication theory. However the development of such applications is 

impeded by the network induced issues from a control perspective, which have the 
tendency to impair the control performances and may even lead to system instability. 

In this context, for a simple practical teleoperation example, an attempt was 
made to reveal the control problems that emerge using different network transmission 
scenarios over the Internet. Different transmission issues were identified (time 
varying delays, packet loss, irregular situations, limited bandwidth capacity) and some 

empirical attempts to compensate them were made – see Appendix 1. The obtained 

results provided the starting point of this study. Consequently, several objectives 
emerged: 

 The outline of a unified and systematic framework which captures all network 
transmission phenomena from an input-output perspective along with 
possible data handling strategies as an aid for different control strategies.
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 The development of a mathematical model which captures simultaneously all 
the identified network transmission phenomena (due to the lack of such 

models in the specialized literature), for the analysis and / or synthesis of 
future network control structures. 

 The design of different control strategies for compensating the network 
induced disturbances, along with the stability analysis and performance 
evaluation. 

1.7. Thesis Structure 

The remainder of this thesis is structured as follows. 

Chapter 2 presents different modelling approaches for network transmissions 
in a NCS. First, some existing models from the specialized literature are mentioned. 
In order to overcome the limitations of the existing models, a novel nonlinear network 
transmission model is proposed that incorporates all network transmission 
phenomena. Next, the proposed model is recasted as a switched linear system. 

Finally, an associated algorithm is developed, that can be used as a network emulator.  

Chapter 3 addresses different control methodologies for NCSs. After a short 
overview of available control strategies from the literature, two novel control solutions 
for time delay compensation are presented: the first uses an observer based delay 
compensation approach and the second relies on a switched PD delay compensator. 

Chapter 4 describes in detail the design and analysis of the two control 

solutions for time delay compensation. Firstly, the observer based delay compensation 
structure is extended for second order benchmark processes. A detailed analysis is 
conducted on the behaviour of the full order observer versus the reduced order one, 
along with possible practical limitations of the approach. The results are validated 

through simulations and experiments. Secondly, switched networked control 
structures are proposed for addressing the stabilization and tracking problems. For 
stabilization the control structure is based on a remotely placed switched state 

feedback controller, while for tracking a state feedback controller is placed remotely 
and a PD adaptive delay compensator is placed locally along the plant. The stability 
analysis is addressed for both structures and simulation results further validates the 
solutions. 

The final chapter states the thesis summary together with the main 
contributions and suggestions for future work.  

1.8. Publications 

This thesis is mostly based on the following published articles: 

 O. Stefan, T.-L. Dragomir, A. Codrean, and I. Silea, "Issues of identifying, 
estimating and using delay times in telecontrol systems based on TCP/IP 
networks," in Proc. 2nd IFAC Symposium on Telematics Applications, 

Timisoara, 2010, pp. 143-148. 

 
 O. Stefan, A. Codrean, T.-L. Dragomir, and I. Silea, "Time delay and 

information loss compensation in a network control system for a DC motor," 
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in IEEE International Symposium on Applied Computational Intelligence and 
Informatics, Timisoara, 2011, pp. 131-135. 

 
 O. Stefan, A. Codrean, and T.-L. Dragomir, "A Nonlinear State Space Model 

of Network Transmissions in a Network Control System," Journal of Control 
Engineering and Applied Informatics, vol. 13, no. 4, pp. 58-63, 2011. 
 

 A. Codrean, O. Stefan, and T.-L. Dragomir, "Design, analysis and validation 
of an observer-based delay compensation structure for a Network Control 

System," in Mediterranean Conference on Control & Automation, Barcelona, 
2012, pp. 928-934. 
 

 O. Stefan, A. Codrean, and T.-L. Dragomir, "Stability analysis and control 
synthesis for a Network Control System using a nonlinear Network 
Transmission Model-a switched system approach," in IEEE International 
Conference on Control Applications, Dubrovnik, 2012, pp. 885-890. 

 
 O. Stefan, A. Codrean, and T.-L. Dragomir, "Design and analysis of a network 

control structure with a switched PD compensator," in International 
Conference on Methods and Models in Automation and Robotics, 
Międzyzdroje, 2012, pp. 403-408. 

 

 O. Stefan, A. Codrean, and T.-L. Dragomir, "A Network Control Structure 
with a Switched PD Delay Compensator and a Nonlinear Network Model," in 
American Control Conference, Washington, 2013, pp. 758-764. 
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2. MODELLING NETWORK TRANSMISSIONS IN 
A NETWORKED CONTROL SYSTEM  

Extensive research has been done in order to overcome the problems 
introduced by the network in a NCS and some solutions have been proposed ( [32]). 
In order to design and analyse a NCS in the context of real network complexity, a 
practical approach would be to model the network system from the signal processing 
point of view. In other words, what interests is the way in which an input signal is 

deformed when transmitted through a real network. For this purpose, several network 

models which take into account time delays and/or packet losses have been proposed 
in the control literature (see for example [33], [34], [35], [36], [37], [38], [39], [40], 
[41] and the review papers [3] and [2] along with the references within). The time 
delays are considered either constant, deterministic time varying (e.g. periodic) or 
stochastic time varying (e.g. Markov chains, random uniform distribution). Packet 
dropouts are modelled either in a deterministic (e.g. time average, worse case bound) 

or in a stochastic (e.g. Markov chains, Bernoulli distribution, Poison distribution) 
manner.  

On the other hand, before solutions can be implemented and used in real life 
applications, they have to be tested in a controlled environment. The simulation of 
system behaviour under some imposed conditions is one method largely used by 
engineers for testing a design pattern. Current simulation environments, like 

Matlab/Simulink or Maple, provide, in their standard libraries, only ideal time-varying 
delay blocks which do not permit additional constraints, like the ones specific to 
network transmissions.  

In this chapter, a new model is proposed by the author which complements 

existing models in literature, and can be used both for analysis and design, 
respectively simulation studies.  

2.1. A State Space Model of Network Transmissions in a 

TCP/IP-based Networked Control System 

The increase in data processing power and the decrease of equipment costs 
determined an extraordinary expansion of the Internet in the last years. Low cost, 

high fault tolerance and reliability of today’s TCP/IP networks opened a new 
perspective in the field of networked control structure design. The way control signals 
are affected when transferred through a TCP/IP network depends on the network 
hardware equipment and on the software protocols used for data transmissions. A 
TCP/IP network implements both connectionless or connection oriented protocols for 
data transport ( [30]). When dealing with fast dynamics processes, because of the 
imposed sample time restrictions, connectionless protocols are the only valid choice 

for a NCS implementation. In this context, the following study will focus on TCP/IP 

networks using UDP as a transport protocol, regardless of topology and areal 
coverage. 

Network transmissions can be modelled from a systemic point of view as an 
input-output signal processing. In case of TCP/IP networks, when using UDP as a 
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transport protocol, because the dynamics of network transmissions involves time 
varying delays and sudden jumps due to packet loss, the signals that pass through 

the network can be delayed and deformed. 

The network can be considered as a pair of discreet-time transfer elements in 
the control system (Fig. 2.1) composed of a forward communication path (input uc 
and output ud) and a feedback communication path (input yd and output yc). Control 
signals are transferred through the network using data packets. Although the adopted 
connectionless transmission is usually faster, it has the disadvantage of being 
unreliable: data packet integrity and availability is not assured. These lead to possible 

information loss additional to the network time varying delay and to the necessity to 
adopt at the receiver level a handling strategy for the arrived packets. 

 

Fig. 2.1 - Structure of a NCS 

The conceptual and mathematical models associated to the network, from the 
point of view of how it interferes with the control system’s dynamics, depends on the 
description level of the signal transmission process and receiving processing 

operations. In this context, a conceptual model is further considered for the receiving 

strategy. 

A constant sampling time operating regime with a sampling period h is 
assumed, so that, in both directions, the signal transmissions are synchronized with 
the beginning of every sampling period. Also, it is considered that, from the control 
point of view, when transmitting data through the network (one packet at every 
sample rate), three irregular situations are identified and handled as follows ( [42]): 

IS1: No data packets arrive during the current sampling period at the 

receiving end of a network path. In this case, the last valid information received is 
used as output of the network. 

IS2: Two or more packets arrive during the current sampling period at the 
receiving end of a network path. In this case, only the latest information will be used 
as output of the network. 

IS3: A data packet arrives during the current sampling period at the receiving 
end of a network path after a subsequent packet arrived and it had been already used. 

In such case, the packet is discarded and the latest valid information is used as output 
of the network block. 

The handling manner flowchart of these irregular situations is synthesized by 
the logic diagram from Fig. 2.2. The algorithm associated to the diagram is executed 
at the beginning of each sampling period. 

BUPT



2.1 - A State Space Model of Network Transmissions in a TCP/IP-based NCS     27 

 

 

Fig. 2.2 - Logic diagram for handling the irregular situations 

The development of a model for the network element which includes all the 

aspects mentioned above regarding data transmission would be required in most 
cases for the analysis and synthesis of a NCS. Most modelling approaches found in 
the literature (like the ones previously presented), only partially address the 
characteristics of data transmission (time varying delay, packet loss and irregular 
situations together with their handling strategies). 

In this context, in [43] the author proposed a new model that takes into 
account all the above possible situations, simulating in a simplified manner the 

behaviour of a real life network. Moreover, the model can be easily implemented in 
simulation environments like Matlab/Simulink. This addresses the observed lack, in 
the specialized literature, of models that emulate, in terms of input-output signal 
alterations, the behaviour of a real network spanning from local to wide 
intercontinental areal. An interesting implementation of a real time network is 
presented in [44], a Matlab toolbox, but it is limited only to local area networks and 

to time delay induced by layer 1 and 2 protocols. 

2.1.1. Nonlinear Network Transmission Model 

Let u be the input data signal for a communication channel of the network 
system, y the output signal of the same channel, h the sampling period (the network 
system being considered as a discrete system) and k represents the index of discrete 
sample times. The time delay of a packet needed to pass through a communication 

channel, including packet processing time at network nodes, varies from a sampling 

instant to another sampling instant, therefore it is a time varying delay τk. Because in 
the considered discrete time processing systems data is used only at sample instants 
kh, τk is a multiple of h. Therefore, in the following, the notation y[k], u[k], τ[k] may 
be used with the same meaning as y(kh), u(kh), τk. 
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In order to develop a model for network transmissions, a simple example will 
be chosen (Fig. 2.3), which includes all three types of situations that occur during 

data transmissions (varying delay, packet loss and irregular situations). Fig. 2.3 
expresses the time moments at which data packets are generated by the sender and 
when they arrive at the receiver. During the time window of more consecutive sample 
moments beginning with k-2, besides each packet’s delay, a packet is lost at moment 
k+1 and the following irregular situations appear: IS1 at {k-1, k+1, k+2,k+5}, IS2 at 
{k, k+6} and IS3 at k+4. Based on the handling strategy represented in Fig. 2.2 the 
input sequence u should be transformed by the network system into the output 

sequence y as shown in Fig. 2.4 (receiver’s operational level). 

 

Fig. 2.3 - Network transmission example – packet arrival sequence 

In order to motivate the need of a new model that describe the input-output 
dependency u→y, first, the classic time-varying delay model, already implemented in 
Matlab/Simulink library ( [45]), will be considered: 

 )τkh(u)kh(y k  (2.1) 

Using model (2.1) to generate the output sequence y[k] for the example from 
Fig. 2.3 the following result is obtained (absolute time): 
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On the operational level (2.2) becomes (the time variable refers to the current 
sampling instance): 
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 (2.3) 

These results are illustrated in Fig. 2.5. As it can be observed, they differ from 

the ones shown in Fig. 2.4. 

 

Fig. 2.4 - Network transmission example – proposed packet handling strategy 

 

Fig. 2.5 - Network transmission example – packet handling using (2.1) 

It can be noticed that packet loss situations, as well as the situations when 

the packets are not used, cannot be captured by model (2.1). Such packets don’t 
appear on the right side of equations (2.3). It should be observed that by permitting 

the delay value to increase or decrease, the irregular situations cannot be addressed, 
so the principle of using the latest available packet at each sample time is not 
respected. 

As a different approach, considering that a discrete time delay is a finite 
dimensional system, a state space model could be addressed. Fig. 2.6 defines the 
Network Transmission Block (NTB), with its inputs and outputs. Here, u is the input 

data signal for the NTB and y is the output data signal. τ and p are two additional 
input signals referring to the time varying delay and to the packet loss flag. These 
two input signals can be generated according to certain patterns (e.g. probability 
distributions) or can be obtained directly from measurements on a real TCP/IP 
network. At a given sample instant k, τ[k] takes as value a multiple of the sampling 
period {1, 2, 3, ..., τmax}. The delay of a lost packet is adopted as τmax. 
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Fig. 2.6 - Network Transmission Block 

A number of n states of the NTB , x1[k], x2[k]… xn[k], corresponding to the 

data values of the input signal u, memorized in the network at the instant moment k,  

are represented through the vector variable x, where n is given by the maximum 
varying delay allowed by the model, n = τmax. Data packets that arrive with superior 
delays will be considered as lost packets. The minimum time delay is limited to a 
sample period. Thus, a first component of the state vector has the form: 
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First, in order to build the model, the input is redefined as an n-dimensional 
vector: 
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 (2.5) 

where ]k[u  now actually depends on the u[k] and τ[k] signals. Defining u  limits the 

possibility to express the value of zero for the input signal u[k], so another value has 
to be adopted as a convention for it. At any sample time the signal p[k] can take one 
of two values: 1 if the data packet has arrived or 0 if the packet is lost. 

Based on the input defined in (2.5), the state vector x at the next sample time 

k+1 is obtained as: 

    ]k[u]k[p]k[xII]k[p1])k[τ(f]k[p]1k[x snnn   (2.6) 

with the function nxn
n :f    defined as: 

       1n]k[τσ,..,2]k[τσdiag]k[τf n   (2.7) 

Here In is the unitary matrix, while the unitary step function σ and the n×n 
matrix Isn are defined by: 
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The equations (2.6)-(2.8) calculate the state vector for the next sampling 
period. First, Isn shifts the state vector upwards with one position (the value from x1 
is eliminated because it was already used, while zero is inserted at position xn). 

Second, fn sets to zero all the state values at positions beyond τ[k]-1 (the values are 
no longer needed because newer data has arrived). If a packet is lost (p[k]=0) the 

state vector is modified only through the shift operation (Isn). Third, the new value of 

the input signal u modifies the state vector through u . 

Next, an additional state xa is defined as: 

         ]k[x]k[ug1]k[xg1]k[x2]k[τσ]k[u]1k[x a1221a   (2.9) 

where 1u is the first element of u and  
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The xa state is used in order to maintain at the output the value from the last 

valid arrived packet. If both 
1u  and x2 are zero then the value of the state xa is 

maintained the same for the next sample period by function g. If 1u  is non-zero, 

which implies τ[k]=1, the value of x2 is invalidated through the σ function. 

The output y at each sample time is given by the value of the state xa: 

 ]k[x]k[y a   (2.11) 

Equations (2.4)-(2.11) can be lumped together into a state space model by 
defining a global state vector 

 T

a
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the matrix 

   snsnnn III])k[τ(f]k[p]k[A   (2.13) 

a function 

      ]k[ug1]k[xg1]k[g
~

12   (2.14) 

and the additional 1×n vectors: 
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The following state space model is obtained: 

 





































 

]k[xc]k[y

]k[u]k[p
w

I
]k[x

]k[g
~

v

0]k[A
]1k[x

T

T
n

T
1n

 (2.16) 

Next, using the model (2.16) to generate the output sequence y[k] for the 

example from Fig. 2.3 the following results are obtained: 
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The results from (2.17) are the same with those presented in Fig. 2.4 and 
they are in agreement with the proposed packet handling methodology described in 
Fig. 2.2. 

Finally, as seen in the example above, model (2.16) manages to completely 
characterize network transmissions. The model behaves as a buffer which is 

continuously shifted, filled and emptied at each sample time, according to the time 
varying delay, the handling of the irregular situations and the packet loss flag. The 
shift corresponds to the passing of a new sample instance, the filling corresponds to 
a new data packet arrival which will be released according to the scheduled delay, 
and the emptying corresponds to packets that arrive too late and are dropped because 
newer data has already arrived (irregular situation). 

The SISO model from (2.16) can be extended to the following MIMO form: 
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(2.19) 

Here In and Irn are unitary matrices, Isrn is defined as an rn order quadratic 

matrix, σ is the unitary matrix step function of scalar variable v and 0n is the quadratic 
zero matrix of order n. 

The model (2.18) - (2.19) characterizes network transmissions as signal time 
shifts and deformation processes (i.e. time delay and packet loss) and captures the 
irregular situations along with their associated handling strategy. It behaves as a 
buffer which is continuously shifted (passing of a new sampling instance), filled (new 
data packet arrival) and emptied (packet drop). The state vector xN is shifted upwards 

with one position by Isrn (the value from xN1 is eliminated because it has been already 

used while null values are inserted at position xNr). The vector function frn sets to zero 
all the state values at positions beyond τ[k]-1 (the values are no longer needed 
because newer data has arrived). If a packet is lost (p[k]=0) xN is modified only 
through the shift operation (Isrn). When a new value for the input signal uN arrives, 
the state vector xN is modified through Euτ. Finally, the state xNa is used in order to 
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maintain at the output the value of the last valid arrived packet (according to the 
handling strategy for the irregular situations).  

Further on, in order to facilitate the analysis and the design of NCSs, the 
nonlinear network transmissions model, it is brought to a switched linear form (see 
[46], [47]). 

2.1.2. Switched System Network Transmission Model 

Let Ω1={1, 2, 3, ..., τmax} be the set of possible values (multiples of the 
sampling period, for reasons detailed in [42]) taken by τ[k] at a given sample instant 

k. The value τ[k]=τmax is assigned to a lost packet. Because for a transmitted packet 

p[k]=1 and τ[k]< τmax and for a lost packet p[k]=0 and τ[k]=τmax, the packet loss 
flag p can be defined as a function of τ. 

Taking into account the finite number of elements of Ω1 and the bivalent set 
Ω2={0,1} of values of the auxiliary function
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(g 2N1NN
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following two switching functions, α and , can be adopted: α:ℕ→Ω1, with α[k]=τ[k], 

defined on a discrete set, :rn+n→Ω2, with    N
*

N x
~

gx
~

γ  , defined on a continuous 

set. Consequently, the nonlinear model (2.18) - (2.19) can be further transformed 
into a switched linear system with α and  as switching signals. 
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The signal α will induce a time-dependent switching while signal  will induce 

a state-dependent switching. However, if a exogenous time dependent switching 

function can be identified which assures a one-to-one correspondence with the 
operating regions of the state space, so that the state and time dependent switched 
systems have a common trajectory (solution) - [48], the system can be reduced to a 
time dependent switched system. For arbitrary switching, which is the case considered 
in this study, a time dependent switched system is obtained by adopting the time 
dependent switching signal δ: ℕ →Ω2, which at each sampling instance k takes just 

the values ])k[x
~

(γ N , i.e. ])k[x
~

(γ]k[δ N . As a result, the switched network model 

(2.20) takes the form: 
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2.1.3. Implementation Algorithm 

From the point of view of the implementation, the model (2.4)–(2.16) for the 
NTB can be described through the following algorithm:  

Initialization: 

- define maximum allowed delay τmax; 

- initialize buffer x; 

- initialize y0; 

Repeat at each sample time k: 

Step1: read inputs uk, τk and pk; 

Step2: if τk> τmax or pk=0 jump at Step5; 

Step3: rewrite value at position τk+1 in buffer x with uk; 

Step4: delete all buffer values from the positions to the right of position τk+1; 

Step5: if the value from the first position of buffer x is non-zero, write it to output 

yk, else yk becomes yk-1; 

Step6: shift buffer x with one position to the left. 

BUPT



36     Modelling Network Transmissions in a Networked Control System - 2 

 

The following section will present simulation results obtained with an 
implementation of this algorithm in Matlab/Simulink. 

2.1.4. Simulations 

The system from Fig. 2.6 will be considered as case study for testing the 
proposed algorithm. The NTB is considered to be a discrete time system with sampling 
period h of 1 ms. Three scenarios will be considered. 

First, the scenario corresponding to the example from Fig. 2.3 will be 
addressed. The first sample instance (k-3)h of the considered time window is adopted 

as 0.010 s. The values for the input u are the ones from Fig. 2.7. Time delay τ varies 

as in Fig. 2.8, where at moment 0.014 s τ gets infinitely large due to a packet loss 
(p=0). The output y obtained with the model (2.1) implemented as the standard time 
varying delay Simulink block is illustrated in Fig. 2.9. It can be observed that the time 
variance pattern of the input signal is significantly altered. As opposed to the result 
from Fig. 2.9, by using the proposed algorithm in this paper, the output signal 
manages to reproduce the input signal pattern (Fig. 2.10). 

 

Fig. 2.7 - Input signal u 

 

Fig. 2.8 - Time varying delay signal τ 
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Fig. 2.9 - Output signal y for time varying delay model (2.1)  

 

Fig. 2.10 - Output signal y for the proposed NTB model (2.16) 

In the following two scenarios the inputs τ and p are generated as uniformly 

distributed pseudorandom numbers in a given range. 

The second scenario corresponds to a discrete ramp input signal u. Fig. 2.11 
shows the results obtained on a two second window, while Fig. 2.12 shows a zoomed 
version on a 0.2 second window. On a large time scale (2 s), it appears that the output 
y maintains a constant time shift in respect to the input u due to the mean value of 
the delay. However, by taking a look at a smaller time scale (0.2 s), it can be observed 
that actually the signal is significantly deformed because of packets which arrive too 

late or which are lost. 
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Fig. 2.11 - Simulations results for the NTB with a discrete ramp input on a 2 seconds window 

 

Fig. 2.12 - Simulations results for the NTB with a discrete ramp input on a 0.2 seconds window 

For the third scenario a discrete sinusoidal input of 10 rad/s was considered 
(Fig. 2.13). Due to the significantly increased standard deviation of the delay, signal 
deformations can be observed here even on a large time scale of 2 s. 
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Fig. 2.13 - Simulations results for the NTB with a discrete sinusoidal input on a 2 seconds 
window 

Ultimately, it can be concluded that the NTB implementation manages to 
reproduce patterns which, from the point of view of signal transmissions, are very 

close to real TCP/IP network transmissions complemented with an additional handling 

strategy.

BUPT



 

 

3. CONTROL STRATEGIES USED IN NETWORKED 
CONTROL SYSTEMS 

Several control strategies have been proposed in the literature for NCSs, 
based on the main issues induced by the network: delay, packet loss and limited 
communication ( [3], [2], [32], [49]). The vast majority of control strategies focus 
on the network delay issue (delay compensation). Just a few methods try to somehow 
“compensate” the disturbance effect due packet loss, by considering for example a 

varying sample rate or through an event based approach. The limited communication 

aspect is usually overlooked, considering (somehow justified) that the control data 
needed to be transmitted over the network is relatively small compared to the capacity 
of data transmission on modern communication networks. Consequently, the 
discussion will further focus mainly on the time delay problem, and only marginally 
on the packet loss problem. 

The focus on delay compensation in addressing the network induced 

perturbation is additionally justified by the following aspects: in some situations (e.g. 
small packet loss ratio) packet loss can be approximately equivalated by an additional 
delay, packet loss usually does not occur in small (local) networks or industrial 
networks, some protocols do not involve packet loss (e.g. TCP). 

A wide variety of control solutions have been developed for systems with time 
delays ( [50], [51], [52]). However, most of them treat the time delay as being 

constant, which in the case of NCS is unrealistic – possibly the most fundamental 
characteristic of network transmissions is the network time varying delay (it is not 
uncommon to have large variations on relatively small time scales). Attempts to adapt 
these techniques to NCS through simplifying assumptions (like constant time delay) 

or by forcing the delay to be constant (through buffering or queuing) lead to poor 
control performances. This context motivated the need for new control strategies, 
which emerged as the interest in NCS applications increased. 

The main categories of control solutions that are the most often encountered 
in the specialized literature on NCS are: predictive control, event based control, 
optimal stochastic control, robust control, observer-based control, queuing/buffering 
based control, variable sample time based control, adaptive control, Lyapunov based 
control. 

Further one, after a short overview of these methods (Section 3.1), two 
control solutions developed by the author mainly in [53] and [54] will be presented 

(Section 3.2, Section 3.3). The state of the art will be from an engineering 
perspective, focusing more on techniques capable of achieving certain control 
performances (tracking problem) instead of just ensuring stability (stabilization 
problem). Additionally, theoretical methods with a high degree of complexity, which 
(usually) involve a large body of assumptions, and are difficult to test in practice, are 

intentionally avoided. Finally, the two control solutions developed further in this thesis 

will be presented at a conceptual level – the subsequent chapter will give a detailed 
description of these methods, followed by case studies.

BUPT



3.1 - An Overview of Networked Control Strategies     41 

 

3.1. An Overview of Networked Control Strategies 

3.1.1. Model Based Predictive Control 

Model predictive control has traditionally been developed for slow large-scale 
process, with complex dynamics and large model uncertainties (e.g. chemical 
industrial processes). The method consists in predicting at each sample instance the 
future evolution of the system, with the control signals being generated through an 

optimization procedure. Because of this, the method is usually computationally 
demanding. However, recent advances of technology (particularly related to 

computational power) have made possible to use such methods also for fast process, 
including NCSs ( [55]). Still, most studies focus on small scale networks (or private 
unshared networks, industrial networks), because the dynamics of large scale shared 
networks (like the Internet) cannot be modelled, and the evolution of the network’s 
(as a system) behaviour cannot be predicted. 

Several types of predictive techniques can be found in the literature in respect 
with NCSs, which differ through the manner in which the time delay and/or packet 
loss compensation is integrated into the predictive strategy. 

One of the most classical examples is the well-known Smith predictor, which 
was initially designed for compensating constant time delays ( [16] - Vol. I, Section 
9.8). More recently, this was extended to an adaptive Smith Predictor ( [56]), where 
the adaptation is done online, through a delay estimator which adopts a delay value 

at each sample instance based on the RTT delay and packet arrival. Although the 
experimental results shown on a wide area network transmission are encouraging, 
the stability is not proven, so there is no indication of what types of delay variations 
the control structure can handle.  

In [57], the standard model based predictive control strategy is extended in 
order to incorporate time-varying delays. Different delay modelling approaches are 

presented, but eventually each one of them involves embedding in the prediction 
strategy of the time delay model (the delay is actually constant on each prediction 
horizon).Experimental results are shown for a small scale industrial network (CAN).  

In [58] the predictive algorithm is used along with an online model identifier, 
while the prediction horizon varies as function of the network time delay. At each 
sample instance all the control values computed for the current prediction horizon are 
sent to the actuator and stored in a buffer, such that when packet losses occur, these 

previously predicted values are used as control inputs for the plant until new data 
arrives. The experiments, conducted on an Ethernet based local area network, show 
that the control solution can successfully compensate the delay effects on such 
network, and can withstand a certain amount of packet loss (up to 12.5%). However, 
of more interest would have been to evaluate the system’s response to larger delay 
values, specifically to large area networks.  

An interesting approach is given in [59], for dealing with large packet loss 

ratios (Fig. 3.1). On the controller side, the predicted control values at a given sample 
instance are all sent to the actuator. If the packet received from the sensors arrives 
in a certain imposed time limit, it is used for calculating the current value of the control 
signal. Otherwise, an estimate obtained from previous measurements is used. 
Additionally, a flag is used for signalling the actuator if the current control value is 
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computed based on measurements or estimations. On the plant’s side, the actuator 
contains a state machine (Fig. 3.2) which selects for usage either the arrived current 

control value- if it arrives in the imposed time limit, or other previous received values. 
The state machine has two modes of operation: synchronized and interrupted. In the 
synchronized mode the plant’s state are considered to be synchronized with the 
plant’s model states. The transition from the synchronized mode to the interrupted 
mode occurs when on the direct path a packet is lost. In the interrupted model the 
actuator has to use a previous estimated control value or maintain a constant value 
if all the estimated values were already used. The transition back to the synchronized 

model occurs when a new packet is received at the actuator node with the mentioned 
flag indicating that a control value calculated based on measurement data was 
transmitted. The results shown suggest that the method is efficient in dealing with 

large percent of packet loss (up to 90 %!). Still, the distribution of packet loss is 
uniform, which in case of real communication networks may differ significantly 
(especially when practically no packets arrived at the receiving node for a large 
number of consecutive sample periods). Moreover, because the experiments 

presented are for local area network, the delays are insignificant. 

 

Fig. 3.1 – Model-based predictive NCS (adapted from [59]) 

 

Fig. 3.2 - State machine at the actuator (adapted from [59]) 
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Finally, many other approaches are hybrid- in the sense that they combine a 
predictive technique with another control approach - this shall be seen in the 

subsequent sections. 

3.1.2. Event Based Control 

Motivated by the rapid development of embedded systems, event based 
control systems have received an increasing amount of attention lately from the 
control community. Although a lot has been done in this direction, there are relatively 
few studies in conjunction with NCSs ( [60]). This is somehow surprising, because 

phenomena like multiple consecutive packet loss (i.e. no data arrives at the receiving 
node during several consecutive sample periods), specific to network transmission, 

would intuitively lead one to think of an event based approach (event triggered 
communication – [61]). In this context, two recent studies are further mentioned. 

In [62] an event-based predictive controller is preceded by a network 
compensator (both place remotely), which makes a forward prediction of the plant’s 
evolution for the worst case scenario of the delay evolution. The controller sends all 

the predicted control values at each sample instance to the actuator, which stores 
them in a buffer, and adopts the proper control value for each sampling instance. The 
sensors send with each measurement packet, besides the time-stamp of the current 
packet, the time stamp of the last successfully arrived packet at the actuator. A new 
measurement packet is sent only after a new control input arrived or was lost. The 
stability of the overall systems is proven for a nonlinear model of the process. The 

solution is validated only through simulations, for uniform distribution of the time 
delay and packet loss ratio. 

A more practical approach is followed in [63], where also an event-based 
predictive controller is used. The control structure is interesting in its own right, and 
thus reproduced in Fig. 3.3.  

 

Fig. 3.3 - Network event based predictive control structure (adapted from [63]) 

The controller is active only when a new measurement data has arrived and 

generates the set of control values on the given prediction horizon. An online recursive 

leas-squares parameter estimator is also used, which calibrates the plant model 
parameters according to the real plant. On the plant’s side, a network delay 
compensator is used, which chooses the control value to use from the predicted 
control sequence received, based on an objective function which also uses past values 
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of the plant’s output. If no new data arrives on the direct path, the network delay 
compensator uses the previous received values of the control signal and of the plant’s 

output. The two sequences corresponding to the input and output signals of the plant 
are queued in a buffer and sent to the controller side. An important advantage of this 
control structure is that the delay compensation is done by using previous output 
values of the plant from a buffer – which eliminates issues of delay measurements 
and synchronization. The control methodology is finally validated through 
experiments done on an intercontinental network transmission (WAN). 

3.1.3. Optimal Stochastic Control 

Network transmissions, as part of NCS, are of an intrinsic stochastic nature, 

which makes an optimal stochastic control approach seem appropriate. However, 
studies in this direction bring a more involved mathematical framework, while 
experimental results which can show the attained performance of the control solution 
are sparse. In this context, only the pioneering work of Nilsson ( [64]) will be 
mentioned, along with future extensions. 

In [64] an optimal stochastic control methodology is developed for the NCS 
(Fig. 3.4), where the process is assumed to be perturbed by white noise, while the 
delays given by network transmission are considered stochastically independent. The 
control strategy is based on an optimal state feedback, through the design of a LQ-
controller which uses the state provided by an optimal state estimator. The 
parameters of the optimal controller are determined by minimization of the defined 

cost function for several possible values of the delays. Finally, the parameters 
obtained are integrated into an interpolation table. According to the current measured 
delay value, the interpolation table provides in real-time the parameters used by the 
LQ-controller. Although the work is limited to delay values below the sampling period, 
an extension to larger delay values was done in [65], where a Kalman Filter is used 

as an optimal observer. Further developments have been presented in [66], where 
the performance of the optimal stochastic control approach, when both time varying 

delays and packet losses occur during network transmission, is analysed. 

 

Fig. 3.4 – Distributed control system with induced delay (adapted from [64]) 

3.1.4. Robust Control 

Robust control is a very active area of research, concerned with designing 
controllers and/or control structures that conserve their performances when dealing 
with plant model uncertainties or disturbance uncertainties. Because this always 
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happens to a certain degree in practice, such an approach is always welcomed when 
feasible. In NCSs, the uncertainties are primarily due to the network, and as a result 

it can be said for example that the network time delay is time varying or that it is 
almost constant – but with some uncertainties. Such an approach is followed in many 
robust networked control strategies, mostly along with state feedback controllers. The 
disadvantage is that if the network time delay varies in a very large range (as is the 
case of transmission over the Internet), this would mean large uncertainties, which 
eventually makes such a control strategy relatively unfeasible (thus the conservative 
nature) – especially for fast processes. Additionally, most studies focus just on the 

linear case. While having in mind that the design procedure is complex in respect with 
other types of strategies (with a possible exception being the optimal stochastic 
approach), even for linear systems alone, two control solutions will be further 

presented from the specialized literature. 

A reference work in robust networked control is that from [67], where the 
network time-varying delay was considered as a multiplicative uncertainty. The 
control structured is illustrated in Fig. 3.5. G represents the process model, K is the 

controller and Wr is a reference filter. Because the delay (Tu/Ty) was considered 
bounded and varying around a fixed value, the used delay model has actually two 
components: a first order Pade approximation for the fixed part of the delay (Gdu/Gdy), 
and a multiplicative perturbation for the varying part (composed out of a weighting 
transfer function Wu/Wy and a complex perturbation function Δu/Δy). The controller K 
was obtained through µ-synthesis so that it would guarantee stability and the imposed 

performance in the presence of multiplicative uncertainty (delay uncertainty). A 
drawback of proposed method is that it is limited to linear systems; e.g. a large spike 
for the time delay variation would make the control signal increase up to entering in 
saturation- which happens for all types of control systems in practice – thus a 
nonlinear component.  

 

Fig. 3.5 - Networked robust control structure (adapted from [67]) 

A more recent robust networked control strategy is proposed in [68], based 
on H∞ control. As opposed to most studies from the literature, which address only the 
stability problem, this study addresses the tracking control problem, by augmenting 
the closed loop system with an exogenous model for the reference. A state feedback 
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controller is designed which can reject two input disturbances – at the plant and the 
exogenous reference model, i.e. the tracking error caused by disturbances is 

attenuated at an imposed level in the H∞ sense. The design uses Lyapunov-Krasovskii 
functional (which can deal with time-varying delays in the closed loop model) and LMI 
based techniques (through which the controller can be easily derived by solving 
numerically several LMI conditions).The design is extended such that the controller is 
robust to parametric uncertainties. Finally, a simulation example shows the control 
performances of the system, for small delay variations (up to 10 ms) and a small ratio 
of consecutive packet loss. 

3.1.5. Queuing/Buffering Based Control 

Buffering is often used in networked control strategies for storing control 
values/measurement values at the actuator/sensor/controller level. Many predictive 
techniques use a buffer to store the predicted sequence at a given sample instance in 
case packet drops may occur in the future (this can be regarded as a sort of packet 
loss compensation) – see the above mentioned predictive control strategies. 

Alternatively, many studies use queues for forcing the delay to be constant. Some 
approaches involve placing a queue at the sensor level ( [69]) or at the actuator side 
( [70]), so that a remote observer which estimates the non-delayed state can be 
designed. In [71] a queuing methodology is proposed (Fig. 3.6): on the remote side 
a queue is placed in series with an observer, a predictor and a controller; on the local 
side a queue is placed in series with the actuator, plant and sensor. The queues work 

based on the FIFO principle (First-In-First-Out) and aid the predictor in determining 
the future states of the plant. The delay compensation is thus achieved by the 
combination of the queues with the predictor. Finally, it important to mention that the 
buffering/queuing approaches which impose a constant time delay are practically 
maximizing the time delay to its larges value, which in many cases can negatively 
influence the control performances (e.g. in terms of settling time). 

 

Fig. 3.6 - Predictor-queuing time delay compensation strategy (adapted from [32]) 

3.1.6. Adaptive Control (Gain Scheduling and Switching Type) 

Under the name adaptive control we will refer here to all types of control 

techniques for which the parameters of the controller vary in time, as dictated by 

some exogenous signal/signals. One early direction developed in this area is the so 
called gain-scheduling approach ( [72], [12] – Section 12.5), where the parameters 
(gains) of the controller are changed in time as a function of some measurable signal 
of interest at the plant level (scheduling signal) that is considered to characterize the 
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changes in the dynamics of the plant (i.e. it influences the operating point), and which 
is considered to have slow time variations. Such methods address the problem of 

controlling systems with slow changing dynamics. A recent direction of high interest 
in the last decade refers to the case when the plant dynamics has fast time variations, 
referred to as ‘switching’, for which switching controllers have to be designed 
according to specified switching variables ( [48] – Part III). As a formal distinction 
between these two, scheduling control implies (traditionally) a continuous variation 
of the controller parameters (through tuning rules or interpolation), while switching 
control implies a discontinuous variation (due a switching signal or/and a switching 

logic). Referring back to NCSs, the communication network induces a switching 
behaviour either due to the fast time delays variations, packet losses, or other types 
of phenomena. In this context, several attempts in the literature focus on designing 

switched controllers that can face such disturbances. 

With the wide use of PID (proportional-integral-derivative) controllers in the 
industry ( [73]), it was only naturally to early consider gain-scheduling (and later on 
switching) to such controllers. In particular, recent studies consider the case when 

the plant is characterized by a time-varying delay, and design a gain-scheduling 
strategy for the PID controller with the delay as the scheduling variable. Such a 
situation is directly applicable to NCSs, when network transmissions are characterized 
(ideally) only through time delays, and the delays are lumped into a single round-trip 
delay at the plant level. For example, in [74] tuning rules are derived for the PID 
controller, based on multi-objective optimization with the ITAE criterion (integral of 

time-weighted absolute error) and the inverse of the jitter margin (upper bound for 
additional delay for which the system maintains stability) as performance objectives, 
for certain classes of benchmark process models. Another example is the approach 
from [75], where the gains of a PI controller are determined heuristically according 
to different values of the QoS (defined by the network throughput and the point-to-
point maximal delay bound of the largest packet) and stored in an interpolation (look-

up) table, for real-time gain adaptation. 

By far, the vast majority of switched controllers are of state feedback type, 
and in some cases integral state feedback, due to the simplicity and general 
applicability of such controllers. However, the focus is usually on stability, with few 
approaches addressing the tracking problem. In [35] a RTT delay dependent switched 
state feedback integral controller is proposed, with the gains determined offline 
through numerical optimization. Because on the controller side only the sensor-to-
controller delay is available, the controller actually calculates control values for all 

possible discrete delays (multiples of the sampling period) from an a priori defined 
set, and sends them to the actuator. At the actuator level, according to the obtained 
RTT delay (sensor-to-controller delay plus controller-to-actuator delay), the 
corresponding control values is selected and used further for controlling the plant. 
Although this solves the issue of synchronization, by using only the RTT delay (and 
not one way delays) for controller switching, for small sampled periods with large 

possible delay variations, this would mean that a lot of useless information would be 
send on the direct pathway with each sample instance – thus an inefficient used of 
the network bandwidth. A somehow similar approach is that from [76], where the 

gains of an LQR controller are tuned according to the network delay; more specific, 
the weights of the LQR controller are tuned using LMI type restrictions so that it would 
ensure stability for different delay value ranges. Other approaches consider the time 
varying delay to be unknown or uncertain (for example due to lack of synchronization 

between components), and instead switch the controller according to a generic or 
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arbitrary switching signal (specific to some switching logic component of the system 
in cause) – see for example [77] – Chapters 3, 4. 

In many practical situations the states of the process cannot be directly 
measured, and thus an observer has to be designed for state estimation. In NCSs, 
the assumption is that usually at the plant level there is little computational power 
available, and as a result the problem of remote estimation appears, when the 
observer is place remotely along with the controller. However, this complicates the 
control problem because now the observer has to reconstruct the state values despite 
the disturbance effect of the networks (see [66] and [3] for more on remote 

estimation over networks). In this context, different studies consider networked 
control structures with remotely placed controllers and observers, with either one or 

both of them being switched. Recent examples are [78] and [79], where the control 
structure is based on remotely placed switched state feedback controller and switched 
Luenberger observer, where the switching is done after the network time delay. In 
[79], certain subintervals for the delay values are predefined such that the switching 
occurs only when crossing from one subinterval to the other (this eliminates 

oscillations of the control signal due to small delay variations, and makes the stability 
analysis easier because fewer switching modes have to be taken in consideration). 
Moreover, a switching dwell time (minimum interval before another consecutive 
switch can occur) is imposed, in order to ensure global stability. The method is finally 
validated through experimental results, for a NCS over the internet, with delay values 
up to 120 ms.  

Lastly, it is important to mention that a possible drawback in switching based 
control of NCS, which becomes even more crucial when the switching is delay or 
packet loss dependent, is the appearance of oscillations during steady state regimes 
of the plant, due to control signal fluctuations caused by the fact that the network 
parameters are continuously varying even then. Additionally, fast switching between 
large values of the controller parameters can cause undesired transient behaviour. 

For the first problem, the most straightforward (and probably the most effective) 

solution is to extract an integrator component from the controller, and place it 
downstream of the controller, so that in steady state the control signal that affects 
the plant is forced to be constant (see [80] - Chapter 6 for switching and [12] –
Section 12.5 for gain-scheduling). Other possible solutions would be filtering the 
switching signal in order to force it to vary more slowly, or use a granularity approach 
that implies defining subsets for the delay values and impose switching only between 
these sets. For the second problem, the solution implies the introduction of some form 

of bump less transfer between different controller parameters, but at the price of 
increasing the complexity of the controller ( [81], [82]).
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3.2. A Control Structure with Observer-based Delay 

Compensation 

A new method for delay compensation in NCSs, inspired from classical control 
theory (see for example [83]; for a survey on the issue see [84]), considers the delay 
as additive disturbance acting at the input of the process ( [6]). This disturbance is 

estimated through a so called communication disturbance observer (CDOB), whose 
output is used to reject its effect from the controller’s point of view. While most of the 
methods mentioned require a model for the time delay, or impose some kind of delay 
estimation/measurement, the usage of the CDOB based method has the main 

advantage that no information about the time delay instantaneous values or time 
delay variation rate is needed - the time delay is treated as an unknown input 
disturbance. Moreover, the CDOB method avoids any synchronization issues that 

would appear in delay measurements over the network.  

The study from [6] is limited to first order processes. However, in control 
design practice, many second order benchmark process models can be encountered. 
In this context, the current study extends the design of the CDOB method for second 
order processes. Furthermore, an elaborate analysis is made concerning the 
disturbance estimation and rejection, which implies: setting the optimum gains for 
the observer in correlation with certain cut-off frequencies, comparing different types 

of observers (full order and reduced order). Finally, the peaking phenomenon of the 
observer is discussed as an implementation issue, and the overall control structure is 
tested in a realistic scenario including time-varying delay and packet loss. 

Consider the networked control structure from Fig. 3.7, where the aim is to 
reject the disturbance effect of the network and the local disturbances, while also 
ensuring satisfactory process control performances. The process is situated remotely, 

being separated from the controller through a network, which is considered as a 
discrete time nonlinear system. At the process level, the local disturbance d is 
compensated by a local feedback loop composed out of a disturbance observer (DOB) 
and a disturbance compensator (DCO). At the controller level, a communication 
disturbance observer (CDOB) and a conventional controller are used. The CDOB 
compensates the effect of the delay disturbance from the controller’s point of view, 
i.e., due to the CDOB, the controller “looks at the process” as if it is unaffected by 

communication disturbances. 

As a working design hypothesis, the network system is idealized as a time 
varying delay element. By considering that the plant is linear, the network delays on 
the feedback path and direct path from Fig. 3.7 can be merged, obtaining a round-
trip-time (RTT) delay τ at the input of the process. The RTT is considered as a delay 
disturbance dn, defined as the difference between the transmitted control signal ur 
and the received control signal un ( [6]): 

 )t(u)t(u)t(d rnn   (3.1) 

with 

 )τt(u)t(u rn   (3.2) 
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In this context, the network model from Fig. 3.7 is reduced to a unitary direct 
path with an additive delay disturbance (un(t)=ur(t)+dn(t)) and a unitary feedback 

path (yn=yp).  

 

Fig. 3.7 - Observer-based delay compensation structure

3.3. A Control Structure Based on a Switched Delay 

Compensator 

In addressing the control objective (tracking and stabilization), a new 
networked control structure is proposed here, composed out of a remote placed 
controller (designed for the local process) and a local switched PD compensator which 
rejects the network disturbance effect. The structure aims in achieving a balance 

between design complexity and control performances – a time-invariant controller is 
proposed for the time-invariant plant, while the switching behaviour of the network is 
attenuated through a switched compensator. As far as the author knows, such a 

control structure, designed in a modular manner, has not been reported in the 
literature in respect with NCSs. 

Consider the networked control structure given in Fig. 3.8. Because the 

control structure consists of both local and remote control elements, it can be 
regarded also as a particular type of hierarchical networked control structure (as 
defined in [32]). 

 

Fig. 3.8 - Networked control structure with a switched delay compensator 
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On the remote side the controller (designed for the local control structure, i.e. 
by considering it to be directly coupled to the process) generates two control signals 

– one for tracking (ut) and one for feedback stabilization (uf) – based on the received 
state and output signals of the process. On the local side a discrete integrator is placed 
for assuring a null steady state tracking error, while a compensator aims in rejecting 
the disturbance effect of network transmissions (thus preserving the control system’s 
performances imposed when designing the controller). The compensator is adapted 
according to a generic signal  which is related to the quality of network transmissions 

(i.e. it can incorporate information regarding the network delay, packet loss, etc.). 
Additionally, a state observer is placed on the local side for estimating the states of 
the process which are not directly measurable.
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4. DESIGN AND ANALYSIS OF NETWORKED 
CONTROL STRUCTURES WITH DELAY 

COMPENSATION 

This chapter presents in detail the design and analysis of several networked 
control structures using different strategies for delay compensation.  

A first method considers the delay as additive disturbance acting at the input 

of the process ( [6]). This disturbance is estimated through a communication 
disturbance observer (CDOB), whose output is used to reject its effect from the 
controller’s point of view. The other two strategies use adaptive delay compensation. 

The compensator blocks continuously adapt their parameters according to the quality 
of network transmissions. 

4.1. Observer-based Networked Control Structure 

The current section describes the design and analysis procedures for the 
networked control structure from Fig. 3.7. The aim is to obtain a control structure 

capable of rejecting the disturbance effects of the network and ensuring satisfactory 
process control performances ( [53]).  

The design is based on the following strategy: 

 First, the local feedback loop is designed (DOB+DCO) for the rejection of the 
local disturbance. 

 Second, a conventional controller is designed for the local control of the plant 

(the network will be further introduced between the controller and the plant). 

 Third, the CDOB is designed which, coupled with a model of the process, 
rejects the delay disturbance, from the controller’s point of view. 

The modular approach has two main advantages. First, it reduces the overall 
complexity of the design process, because each module can be designed 
independently. Second, from a practical point a view, an existing local control 
structure can be upgraded to a networked control structure simply by adding 
additional modules (CDOB). 

The design steps for the networked control structure are further presented for 
the speed control of an electrical drive containing a DC motor, using a 2nd order model 
for the motor. Although the design is presented for a specific process, the same 
sequence of steps can be followed for other processes of 2nd order. 

4.1.1. Process Modelling  

4.1.1.1. The Mathematical Model of the Electrical Drive 

The process taken into consideration in the current study is an electrical drive 
containing a DC motor with fixed field excitation. Fig. 4.1 illustrates the hybrid physical 
scheme. Based on this scheme the following well known equations hold: 

 The voltage balance equation for the electrical subsystem 
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   )t(e)t(i
dt

d
L)t(iR)t(u AAAAA   (4.1) 

where uA is the armature voltage, iA is the armature current, e is the back EMF, RA 
and LA are the armature resistance and inductance.  

 The equation of the generated back EMF is proportional to the motor angular 
speed ω (due to the constant excitation voltage, the electrical field is 
considered to be constant)  

 )t(ωk)t(e e  (4.2) 

where ke is a constant which also includes the value of the electric field. 

 The equation of the electromagnetic torque developed by the motor 

 )t(ik)t(T At  (4.3) 

where kt is a constant. 

 The dynamic equation of motion 

   lTT)t(ω
dt

d
J   (4.4) 

where Tl is the external load torque and J is the moment of inertia of the mechanical 
parts. The initial conditions for equation (4.1) and (4.4) are iA(0)=iA0 and ω(0)= ω0. 

 

Fig. 4.1 - Equivalent diagram for a DC motor with fixed field excitation  

The DC motor is considered a dynamical system with the input-output 
orientation { uA,Tl } -> { ω }. Because the model is completely linear by applying the 
Laplace transform to equations (4.1)-(4.4), the block diagram from Fig. 4.2 is 

obtained: 
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Fig. 4.2 - Block diagram of the DC motor model 

The transfer functions model of the system from Fig. 4.2 is 
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Here, Ta=LA/RA, Tm=(JRA)/(ktke) are the electrical, respectively 
electromagnetic time constants of the motor. 

The DC motor is controlled through an electronic actuator and the speed is 
measured using a tachogenerator or a rotary encoder.  

By neglecting their dynamics, the actuator and the sensor can be modelled as 
simple proportional elements: 

 )t(ωk)t(ω),t(uk)t(u ωmuA   (4.6) 

where ku and kω are the gains of the sensor and the actuator, u is the control signal 
and ωm is the measured speed.  

Now, for the complete model of the process the following transfer function 
dependence can be used: 
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where TL=Tl/J is the load disturbance related to the moment of inertia. 

4.1.1.2. Estimating the Parameters of the Mathematical Model 

The parameters of the mathematical model (4.7) which describes the 
controlled process can be classified into two categories: gains (kω, ku, ke) and time 
constants (Tm and Ta). Thus, the identification procedure can also be divided into two 

steps: identifying the parameters responsible for the static behaviour of the system 
(gains), and identifying the parameters responsible for the dynamic behaviour of the 
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system (time constants). In order to reduce the number of parameters used in 
identification, the gains kω, ku, ke will be lumped together under a single gain kP (kP= 

kωku/ke). 

The DC motor considered in the experiments is controlled within the voltage 
domain of ±24 V, has a moment of inertia of 5.18•10-6 kg m2 and it can reach a 
maximum speed of 4000 rpm. The actuator consists mainly in an H bridge driven in 
the voltage domain of ±6 V through a PWM circuit, while the speed sensor is a 
tachogenerator, linear on the entire speed domain. 

Fig. 4.3 illustrates this experimental setup. Now that the physical process has 

been defined, the two step identification procedure can be executed based on offline 
experimental recordings. 

 

  Fig. 4.3 - Experimental setup of the controlled process 

The process gain kP could be easily estimated from the slope of the input-

output static characteristic of the physical process, assuming that the process is linear 
(i.e. the static characteristic is a line that passes through the origin). From the 
experiments it was observed that the physical process is not linear, having an 
asymmetric static characteristic with an insensitivity region near zero velocity (Fig. 
4.4). The insensitivity region is probably caused by friction forces, while the 
asymmetry can be caused by the electromagnetic part of motor or the electric drive. 
A solution in surpassing this inconveniency is to compensate the static nonlinear 

characteristic of the process with an inverse static characteristic (Fig. 4.5), 
implemented as an interpolation block on the controller side and connected in series 
with de process. The resulted characteristic is presented in Fig. 4.6. The x mark 
symbolize the fact that according to Fig. 4.5 when the control signal u reaches the 

null value, the signal c takes a sudden jump. In a non-reversible working regime this 
jump is unimportant. In a reversible working condition the jump induces an impulse 

into the signal c. Theoretically, this fact can either be expressed by introducing an 
additional term in (4.7), that generates short period impulses when the control signal 
becomes u=0, or by manipulating the initial conditions. Because the DC motor acts 
like a filter towards this impulses, in practice it was observed that their effect was 
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negligible. So, the )u(ωm characteristic was considered linear, with the newly 

constructed process having a unit static gain (kP=1). These results were also verified 
through experiments, where the maximum error of the static nonlinear compensation 

was below 1%. Thus it can be concluded that the linearization is successful. 

 

Fig. 4.4 - Static characteristic of the process (c is the control signal for the actuator) 

 

Fig. 4.5 - Inverse characteristic used for linearization (u is the control signal and c is the 
output of the interpolation block) 

 

Fig. 4.6 – Static characteristic of the linearized process 
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Identifying the time constants (the second step) require experiments that 
would reveal the dynamic behaviour of the process. With this purpose in mind, two 

kinds of scenarios were used: one that involves step signals and one that involves 
ramp signals. So, for the first scenario, the control signal has a rectangular waveform 
(rising step and falling step). Different amplitudes were used in testing the dynamics 
of the process (both positive and negative values). For the second scenario the control 
signal has a trapezoidal waveform (rising ramp and falling ramp). Again, different 
amplitudes were used in testing (positive and negative).  

The output and input signals (ωm, u) were recorded during all the 

experiments, done according to the above mentioned scenarios. For each experiment 
both time constants were identified based on the measured output-input signals by 

using the System Identification Tool from Matlab ( [85]). The tool uses the Gauss-
Newton method which practically solves a non-linear least squares problem by 
minimizing the error between the measured output and the model’s output. The time 
constant values obtained for all the considered experiments were averaged. Finally, 
the average values are Tm=0.157 sec and Ta=0.039 sec, with a standard deviation of 

about 18%.  

As an example, Fig. 4.7 shows the measured response of the physical process 
compared with the response of the model obtained through simulations for both type 
of scenarios (rectangular and trapezoidal control signals). As one can see, the 
simulation results are close to the ones obtained through measurements.  

4.1.2. Controller Design 

In order to design the controller for the structure from Fig. 3.7 the following 
assumptions are made:  

Assumption 1: The DOB and DCO blocks assure the local disturbance 

compensation without modifying the dynamics of the main control system represented 
in Fig. 4.8. 

Assumption 2: The CDOB and process model blocks assure the network 

disturbance compensation, again with an insignificant influence on the behaviour of 
main control system. 

The above assumptions postulates a separability condition that permits the 
independent design of the controller and the compensation blocks. Based on this 
principle the controller design is obtained using the simplified structure from Fig. 4.8.  
For the process dynamics only the first term of the transfer function from (4.7) is of 
interest 
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For simplifying the design process, the second order transfer function Hu(s) is 
approximated by a first order transfer function 
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with the time constant T computed so that the differences of the Magnitude – 

Frequency Bode plot for the two transfer functions are as small as possible on the 
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frequency range of interest (0-200 sec-1). By repeated attempts the results from Fig. 
4.9 were obtained. These results correspond to a time constant T=0.29 s. 

 

a) rectangular control signal 

 

b) trapezoidal control signal 

Fig. 4.7 - The process and the model’s responses to a rectangular and a trapezoidal control 
signal 

 

  Fig. 4.8 - Local control structure of the undisturbed process 
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Fig. 4.9 - Bode characteristics for Hu and H u
* 

In order to obtain a null steady state error, a PI controller is adopted for the 
approximated undisturbed process model (4.9): 
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with K=Kp and Ti=Kp/Ki. The time constant Ti is adopted in order to compensate the 
inertia of the simplified process (Ti=T=0.29s) and the gain K is determined by 
imposing a certain settling time for the resulted closed loop with 
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For an imposed settling time of 2.5s, by considering that the settling time is 
four times the time constant from (4.11) (i.e. less than 2% from the steady state 
value), it follows that K=0.46. 

4.1.3. Disturbance Observer Design 

The DOB will be used for load disturbance compensation (a local feedback 
loop like in Fig. 3.7). 

First, the process model (4.7) is brought to the state space form: 
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 (4.12) 

where xp1 and xp2 are the states of the process, xa=TL and yp=ωm. 
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Second, due to the fact that the local disturbance xa cannot be measured and 
has slow variations in time, it will be considered as an exogenous staircase signal 

modelled by 

 0)t(xa   (4.13) 

Consequently, for the disturbed process the following observable extended 
state space model holds: 
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Third, in order to estimate the disturbance xa, a reduced order DOB is built 
for the extended process (4.14). The reduced order DOB is designed as a Luenberger 
observer, by taking into account that state xp1 is available through the measured 
output yp of the system ( [86]). Thus, by isolating the measurable state of the system, 

model (4.14) becomes 
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The corresponding reduced order Luenberger observer that allows the 
estimation of x is 
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 (4.16) 

where la=[la1 la2]T is the internal observer gain. 

In order to avoid using the derivative of the measured output yp, the state of 
the observer is redefined as: 

 )t(yl)t(x̂)t(x
~

paβ   (4.17) 

Finally, the equations of the reduced order observer become: 
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respectively 
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Forth, the DCO is designed for closing the local disturbance compensation 

feedback loop. For simplicity, the DCO will be considered a static gain ka, while the 
design procedure is adapted from [6]. 

The forth design step ends the algorithmic design of the control loop, followed 
in a last step by the parameters calculation (la1, la2 and ka). They will be adopted in 

order to satisfy the static and dynamic requirements of the local closed loop system.  

The compensation loop closes through 

 )s(x̂k)s(u)s(u aan   (4.20) 

Fig. 4.10 illustrates all the interconnections contained by the process model 
(4.12), the disturbance observer (4.18) and the compensation law (4.20). The 

notations permit an association with those from Fig. 3.7: d̂x̂,dx aa  .  

Taking into account that, according to (4.7) 
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Fig. 4.10 permits the immediate deduction of the dependency between the 

estimate perturbation ax̂ and the real one ax  
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respectively of the dependency {un, xa}{xp1} 
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Explicitly, 
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Fig. 4.10 – Local compensation loop 

It can be observed that the transfer coefficient kα of Hα(s) is 
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In order to assure complete disturbance compensation in steady state 
conditions kα should be 0. This leads to  

 ma Tk   (4.26) 

In this case 
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In reality, condition (4.27) cannot be exactly achieved, only by 

approximation, and a permanent small stationary error will appear.  

The dynamic behaviour on the xaxp1 path, described by Hα(s), depends on 

the design parameters la1 and la2. It can be observed that the transfer function Hα(s) 
corresponds to a band pass filter (Hα(0)=0, the degree of the numerator is smaller 
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than the degree of the denominator). Consequently, the parameters la1 and la2 have 
to be adopted so that 

 the observer should be stable; 
 the observer should be faster than the control process; 
 pass band bandwidth should be as small as possible. 

The poles of the process, pp1=-11.169 s-1 and pp2=-14.473 s-1, are identified 
as the roots of the characteristic polynomial 

 1sTsTT)s(μ m
2

amp   (4.28) 

Also, the poles of the control loop, pc1=-1.245 s-1 and pc2,3=-12.198±7.700j 

s-1, are identified as the roots of the characteristic polynomial 
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The observer poles are adopted as pDOB1=-17 and pDOB2=-20 in order to assure 
a fast observation process. This leads to la1=-0.30 and la2=-13.26. By adopting pDOB1 
and pDOB2 close to each other, the condition to have a small pass band bandwidth is 
assured. 

The amplitude - frequency Bode characteristic for Hα is presented in Fig. 4.11. 
The figure confirms the band pass nature of Hα(s), rejecting low frequency 

disturbances. In this case, the observer’s poles cannot modify the lower cut-off 
frequency, but they can modify the amplitude slope at low frequencies, ensuring a 
better disturbance rejection. As xa has slow variations in time it can be considered 
that the designed local disturbance rejection loop should ensure satisfactory 
performances. 

 

Fig. 4.11 - Amplitude-frequency Bode characteristics for Hα(s). 
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4.1.4. Communication Disturbance Observer Design 

The CDOB will be used for delay disturbance xn (corresponding to disturbance 
dn from Fig. 3.7) compensation. The design procedure is based on [6], but extended 
to a second order process, hence to a more complicated process.  

The observation structure is depicted in Fig. 4.12. Here, xn is a staircase signal 
representing an equivalent fictive signal that denote the difference un-ur between two 
staircase signals associated to the real digital synchronous signals {ur} and {un}. 

 

Fig. 4.12 – CDOB observation scheme a). 

In this context the scheme from Fig. 4.12 is replaced with the one from Fig. 
4.13. 

 

Fig. 4.13 - CDOB observation scheme b). 

In order to established the CDOB structure the local perturbation xa=d is 

ignored (i.e. xa=d=0) (Fig. 4.14). Two types of CDOB structures are taken into 
account (the reason will be described later) 

 reduced order CDOB 
 full order CDOB 

 

Fig. 4.14 - CDOB observation scheme c). 

The mathematical model of the observed process is 
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The staircase form of signal xn is considered to be generated by the exogen 
system 

 0)t(xn   (4.31) 

By taking into account that  

 )t(x)t(u)t(u nrn   (4.32) 

the extended state space model of the process becomes 
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 (4.33) 

The system (4.33) is observable. 

4.1.4.1. Reduced Order Communication Disturbance Observer 

Design 

The possibility to design a reduced order CDOB is based on the fact that 
system (4.33) is observable and the state xp1 is the output of the system. Isolating 
the measurable state, the process model is redefined as 

  

(4.34) 

The reduced order observer has the following equation 
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where  

 )t(yl)t(x̂)t(x nnγ   (4.36) 

The observed states vector is defined as  Tn2pγ x̂x̂x̂  while the internal 

observer gain is defined as  T2n1nn lll  .  

The detailed equations of the observer are 
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The characteristic polynomial of the observer is 
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Fig. 4.15 illustrates the CDOB integration into the control system. The concept 
is based on the following assumptions permitted by the system’s linearity: 

Assumption 3: The load disturbance xa is omitted. 
Assumption 4: The compensation loop for the load disturbance xa is excluded. 

According to the scheme from Fig. 4.15 the estimation of the delay 

disturbance xn is given by 

 )s(x)s(H)s(x̂ nnn   (4.39) 

with 
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The transfer )s(x̂)s(x nn  corresponds to a second order low pass filter 

having the cut-off frequency and the damping coefficient  
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Considering the hypotheses mentioned above the signal yr becomes 
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Explicitly  
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Fig. 4.15 - CDOB compensation loop. 

Next, considering the case when the load perturbation is not omitted, the 

estimated disturbance containing both delay and local disturbances becomes 
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 (4.44) 
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where HCDOB(s) is the CDOB transfer function for the nn x̂y   path 
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and  
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Finally, when taking into account the load disturbance and the local 
compensation loop, the estimated delay disturbance containing also the residual effect 
of the load disturbance (not compensated locally) becomes 

 )s(x)s(H)s(H)s(x)s(H)s(x̂ anβnnn   (4.47) 

with  

  1)s(H/)s(Hk)s(HT)sT1()s(H xaaaumaβ
  (4.48) 

4.1.4.2. Full Order Communication Disturbance Observer Design 

For comparison purposes, the CDOB will also be designed as a full order 
observer. The extended process model (4.33) will be used and this time the observer 
will estimate all three states. The full order CDOB can be written directly as 
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 (4.49) 

where the internal observer gain is defined as  T3n2n1nn llll   

In this case 
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4.1.4.3. Parameter Requirements for the Reduced and Full Order 

Communication Disturbance Observer 

At this stage, the design of the delay disturbance compensation structure 
reduces to adopting the observer gains so that the estimated disturbance follows the 
real disturbance as fast as possible, while also assuring the stability of the CDOB. 
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For this the following conditions have to be met 

 the CDOB has to be stable and faster than the control process; 

 in open loop, the CDOB has to estimate as good as possible the disturbance 
xn and so to contribute to the rejection of the influence of xn upon yr as quickly 
as possible; 

 the CDOB has to attenuate as strong as possible the residual effect of the load 
disturbance xa. 
Considering equations (4.39), (4.44) and (4.47), the above conditions can be 
redefined as 
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 (4.51) 

4.1.4.4. Full Order Versus Reduced Order Communication 

Disturbance Observer - Design Issues 

The CDOB design involves the determination of its parameters: ln for reduced 

order and, respectively, l’n for full order CDOB. The parameters’ determination has to 
take into account the conditions stated in (4.51). 

Condition 1 reduces to the requirement that the CDOB poles have to be 
situated in the left half plane and to the left of the process poles. Based on the root 
locus method, in this case, it results that the closed loop poles are also placed in the 
left half plane and the observation process will unessentially influence the control 
systems’ dynamic. 

Regarding Condition 2, 3 and 3’, it can be observed that the requirements are 
contradictory. This observation is based on the fact that in Condition 3 and 3’ Hn 
appears as a factor and both Hδ, H are of an anticipatory nature.  

The CDOB parameters are obtained mainly based on Condition 2, by imposing 
certain break frequencies for Hn(s). More exactly, for the reduced order CDOB the 
parameters are determined based on equations (4.41), while for the full order CDOB 
they are determined by equalling term by term the coefficients of the characteristic 
polynomial given by denominator of Hn(s) and a desired characteristic polynomial 

(imposed through the adopted break frequencies). The results are presented in Fig. 
4.16 and Fig. 4.17. 

Fig. 4.16 presents in a comparative manner the amplitude – frequency 
characteristics of Hn(s) and the product Hn(s)H(s). The representation is made for 

three sets of values for the pair (ln1, ln2), respectively the triplet (l’n1, l’n2, l’n3) 
determined in order for the amplitude – frequency characteristics of Hn(j) to take 

the value -3 dB for three different bandwidth frequency: b1=37 s-1, b2=370 s-1, 

b3=18000 s-1. Once a pair or a triplet of parameters are fixated the transfer function 

H(s) can also be determined. 

Analysing the three situations, it results that only the first two present any 
interest (for b3 the supraunitary amplification from the HnH characteristics 

represents an effect that contradicts Condition 3’ from (4.51)). Also, it can be 
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observed that when b is too small, because of the characteristic of Hn, Condition 2 

cannot be met. 

When adopting the suitable value for b, also, a peaking phenomenon - which 

appears due to numerical errors - has to be taken into account. It is known that this 
phenomenon affects the performance of high gain observers, especially in their 
reduced order form. Fig. 4.17 illustrates the manner in which the control system 

behaves in respect to the value of nx̂ when applying a rectangular pulse as a reference 

signal w(t) (rising edge at 3.5 s and falling edge at 9.5 s in the case when  b=370 s-

1, respectively 3 s and 9 s when b=37 s-1). Because of the amplitude difference, 

when b=370 s-1, the delay disturbance xn cannot be easily observed (correspond to 

the darker areas of the plot). It can be observed that the most advantageous situation 
is when using the full order CDOB and b=37 s-1 (the peaking phenomenon is avoided 

- the full order CDOB manages to produce a smooth estimation of xn, while the 
reduced order CDOB still has some noise in the estimation due to numerical errors). 
This situation corresponds to a full order CDOB having the gains l’n1=102.04, 

l’n2=410.01 and l’n3=461.43.  

 

 

Fig. 4.16 – Amplitude - Frequency characteristics for the Hn and HnHβ for the full order CDOB 
(a) and the reduced order CDOB (b), when choosing a bandwidth frequency of ~37 rad/s (solid 

line), ~370 rad/s (dotted line), and ~18000 rad/s (dashed line). 
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Fig. 4.17 - Estimation of xn done by the reduced order CDOB (a,b) and full order CDOB 
(c,d), when choosing the bandwidth frequency of ~370 rad/s (a,c) and ~37 rad/s (b,d). 

4.1.5. Stability Analysis 

In order to analyse the stability of the proposed networked control structure 
from Fig. 3.7, first, several simplifying assumptions will be made: 

Assumption 5: For simplicity, the local disturbance d and the reference w are 
assumed to be null. 

Assumption 6: The network is idealized as a time-varying delay, equal to the 

RTT, placed on the direct path. Consequently, the influence of data loss and the 
communication channels’ limited capacity are neglected (the packet loss rate is 

assumed to be negligible in respect with the sample period, while the digital bandwidth 
of the channel is assumed to be sufficiently large). 

Assumption 7: The RTT delay is assumed to be bounded:0≤τ(t)≤τmax. 

As remarks: 

Remark 1: If certain characteristics for the variations of d and w are known 
or imposed, then exogenous models could be associated to these inputs, and as a 

result A5 can be dropped. 

Remark 2: An upper bound τmax is always considered in practice. In other 
words, it is considered that in normal scenarios, when no fault occurs, the delay value 
cannot be larger than τmax.  

Next, for determining the closed loop model associated to the control 
structure from Fig. 3.7, the following state space models are associated to each 

element of the control structure: 

Process (P):                     







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)t(xc)t(y

)t(ub)t(xA)t(x
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 (4.52) 
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Controller (C):                   
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Observer(O):    
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Process model (MP):  
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 (4.55) 

In accordance to Assumption 5, the local feedback loop which includes the 

DOB was dropped. This means that at the input of the process P we have 
u(t)=un(t).Additionally, because w(t)=0, the input to the controller C is –yr(t)=-(yn(t)-
yd(t)). In accordance to Assumption 6, the Network Block is replaced by a single time-
varying delay on the direct path (equal to the RTT), such that un(t)=ur(t-τ(t)) and 
yn(t)=yp(t). 

Further on, we associate for the process P and the process model Mp the model 

(4.12), for the controller C the model (4.10), for the observer O the model (4.49). 
The closed loop model is given by 

 ))t(τt(xA)t(xA)t(x d   (4.56) 

where xT(t)=[xp
T(t) xo

T(t) xmp
T(t) xc(t)]T and 
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 (4.57) 

The closed loop system (4.56) is now in standard form for time delay systems, 
for which several stability methods were investigated in the literature in the last two 

decades. The methods can be classified according to three categories: delay 
independent, delay dependent and rate dependent, delay dependent and rate 
independent. Because in practice the delay is usually bounded in a certain range 
(Assumption 7), and the rate of the delay variation is usually unknown, here the focus 
will be on the delay dependent and rate independent case.  

The aim is to find the maximum range [0, τmax] in which the time delay can 
vary, for which the NCS is still stable; in other words to find the maximum value of 

τmax for which the system is stable. To this end, the following theorem gives the 
sufficient condition for stability for a given delay range [0, τmax]. The theorem, along 
with the proof, is an adaptation of the results from [87]. 
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Theorem 1. The system (4.56) with time-varying delay τ(t) of upper bound 
τmax is asymptotically stable if there exist symmetric positive definite matrices P, Q, 

Z, and matrices N1, N2, S1, and S2 such that the following LMI holds: 
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(4.58) 

where   stands for symmetric term in a symmetric matrix. 

■ 

Proof. Consider the following Lyapunov functional candidate1  
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with P=PT>0, Q=QT>0, and Z=ZT>0. Based on the Leibniz-Newton formula, the 
following equations hold for any matrices N1, N2, S1, and S2 (weighting matrices): 
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Additionally, the following equation also holds: 

                                                

1 xtC([ta,tb],Rn) is defined by xt()=xt(t+), with -τmax≤≤0 and t[ta+τmax, tb], and where 

C([ta,tb],Rn) is a Banach space of continuous functions mapping the interval [ta,tb] into Rn, with 
the norm ||xt||=sup[-τ

max
≤≤0]||xt()||2. 
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Next, by making use of Leibniz’s integral rule, the derivative of V(xt) along 
the solutions of (4.56) can be written as: 
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The further use of equations (4.60) - (4.62), and after some calculations and 
regrouping yield 
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(4.64) 

where  
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The last two integral terms can be dropped, and (4.64) becomes 
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The condition Ω<0 is equivalent to (4.58) by Schur complements. Thus, if 

(4.58) holds, then V̇(xt) < -  ||xt||2 for a sufficiently small >0, and as a result the 

system (4.56) is asymptotically stable ( [88]). 

As a final remark, it is important to mention that this is the first time when 

the stability of the Observer-based delay compensation structure (CDOB based) is 
proven for the general case involving a time-varying delay; in [89], [6] and 
subsequent studies the stability was proven only for constant time delay values. 

4.1.6. Simulations and Experiments 

In this section the designed NCS is tested in simulations and experiments. 

The controller and process models used are those from Sections 4.1.2, 4.1.1, the DOB 

and DCO are the ones from Section 4.1.3, while the CDOB used is the full order CDOB 
designed in Sections 4.1.5, 4.1.6, 4.1.7.  

First, assessing the stability of the NCS, the LMI condition (4.58) from 
Theorem 1 is solved using CVX Toolbox for Matlab ( [90]), by formulating the problem 
as a convex optimization one. A solution of the optimization problem was found 
(matrices P, Q, Z, N1, N2, S1 and S2) for a maximum delay upper bound τmax=0.35 s, 

thus proving according to Theorem 1 that the system is asymptotically stable. 
Although the result may still be conservative, it is usually good enough - a network 
delay range [0 s, 0.35 s] is consistent with real life network transmission scenarios 
over the Internet. 

Next, consider a scenario with pulse reference signals of the form 
w(t)=w0·[(t-t0) - (t-t1)]. The adopted sampling period is of 1 ms. This value is 

sufficient for controlling the process in real-time. In order to emulate the behaviour 
of real-time TCP/IP networks, the NTB from Section 2.1.1 was used. For the present 
case study the values of the time varying delay τ and packet loss flag p are generated 

as uniformly distributed pseudo-random numbers which are in agreement with 
measurements on a real TCP/IP network ( [42] and Appendix 1). Fig. 4.18 shows the 
time variation of τ and p on a two second time window. The delay values are between 
180 ms and 220 ms with an average of 200 ms. The flag p can take two values: 1 for 
a received packet and 0 for a lost one. 
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Fig. 4.18 - Generated network delay and network packet loss. 

The actual control structure was developed in the Matlab/Simulink 
environment and implemented on to the dSPACE system. The experimental data was 

collected on a computer (PC) connected to a dSPACE system. The communication 
network is emulated also on the dSPACE system through an algorithm which 
implements the NTB. Fig. 4.19 illustrates the entire structure (experimental setup) 

 

Fig. 4.19 - Experimental setup for the NCS. 

As a remark it is important to mention that, besides the results presented, 
additional experiments were conducted for different delay and packet loss 
distributions and domain values, and it was observed that the control objective is 
achieved for delay values of less than 1 s and for packet loss below 30 %. 

4.1.6.1. Simulation Results 

The results from Fig. 4.20 show the system’s response for the considered 

scenario. The result for local control confirms that the PI controller assures good 
performances: no overshoot and a settling time closed to the imposed one. When 

adding the network in the control loop the system becomes oscillatory. The extension 
of the control system with the CDOB structure leads to a system response close to 
the response for the local control, while eliminating the oscillations induced by the 
network. The improved response is due to the CDOB structure’s capability to estimate 
and reject the delay disturbance (Fig. 4.21). 
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Fig. 4.20 - Comparative simulation results of the control system 

 

Fig. 4.21 - Delay disturbance (xn) estimation - simulations. 

4.1.6.2. Experimental Results 

The results obtained through experiments (Fig. 4.22, Fig. 4.23) are in 
agreement with the simulation results. Although the oscillations induced by the 
network in the system’s response are larger, when using the CDOB structure the 

oscillations are still successfully eliminated.  
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Fig. 4.22 - Comparative experimental results of the control system. 

 

Fig. 4.23 - Delay disturbance (xn) estimation - experiments.

4.2. Networked Control Structures Using Adaptive 
Compensation 

The following control structures use different adaptive compensation 
strategies in order to compensate the perturbation effects induced by the network. 
The adaptive parameters are continuously adjusted according to the information 
received about the quality of network transmissions. For the first structure, the 
problem of stabilization is analysed ( [91]). The second structure compensates the 

network disturbances, assuring also some imposed tracking performances ( [92], 

[54]). 

 

BUPT



4.2 - Networked Control Structures Using Adaptive Compensation     79 

 

4.2.1. Stabilization and Control Synthesis for a Switched Feedback 

Networked Control Structure 

The current section addresses the problem of stability and control synthesis 
for a NCS which embeds the NTM from Section 2.1.2. The networked control structure 
from Fig. 4.24 is considered, where the parameters of the controller are adapted 
according to a vector signal  which gives information about the quality of network 

transmissions.  

The formalism of switched systems is approached because the NTM has 
parameters with a fast time variation (the fast varying parameters will be further 

considered to be related to the switching signals). Consequently, a switching 

controller is proposed for the extended plant composed out of the switched NTM and 
a linear time-invariant (LTI) process model. The stability of the closed-loop switched 
NCS is investigated for arbitrary switching by using a switched quadratic Lyapunov 
function. The solutions to both the stability and control design problems are expressed 
in terms of linear matrix inequalities (LMI). Finally, a numerical example is shown for 
validating the proposed method. 

 

Fig. 4.24 - Switched NCS 

4.2.1.1. Problem Formulation  

In order to facilitate the design and analysis phases of the NCS, when using 
a non-inertial controller and when the plant is time invariant, from the stability point 
of view the network can be considered to be placed on the feedback path. In this 
context, the closed loop NCS from Fig. 4.25 is equivalent to the one from Fig. 4.24 ( 

[3]). The one way delay τ from Fig. 4.25 represents the round time trip of the network 
from Fig. 4.24, i.e. τ =τf+ τd, and additionally, as a change of notations, uc=u and 
yc=yN. 

Let the plant (i.e. the local side subsystem) dynamics be given by the 
following discrete-time LTI system: 

 











]k[xH]k[y

]k[uG]k[xF]1k[x
 (4.67) 

where
pmn y,u,x  , F, G and H are matrices with appropriate dimensions, 

and (F,G) is a controllable matrix pair. 
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In order to describe network transmission processes (characterized by time 
varying delays, packet loss and irregular situations as results of exogenous 

transmission factors) from a signal processing point of view, the switched network 
model (2.23) is considered. 

Due to the switched nature of the extended plant model (i.e. plant model 
(4.67) coupled with the network model (2.23)), a switching output feedback controller 
is adopted 

 ]k[wN]k[yK]k[u wN]k[ξ   (4.68) 

where K represents a feedback compensator depending on the current values of the 
switching vector signal [k]=[α[k] δ[k]]T. Nw is an adapting matrix of the reference 

signal w. 

 

Fig. 4.25 - One-channel Switched NCS 

In the current study two problems are investigated: 

Problem 1. Stability analysis of the NCS composed of the plant (4.67), 
network (2.23) and controller (4.68). 

Problem 2. Design of the controller (4.68) in order to ensure asymptotic 

stability of the closed-loop system. 

The following assumptions are made: 

Assumption 8. The state vector of the controlled process is considered to be 
measureable.  

Assumption 9. Without loss of generality, to simplify the stability analysis, the 
reference w is assumed to be null ( [35]). 

Assumption 10. The influence of the communication channels’ limited capacity 
on the network transmissions is neglected (the digital bandwidth of the channel is 
assumed to be sufficiently large). 

Assumption 11. The time-varying delay is not known a priori, but it is assumed 
that its instantaneous values are available through measurements in real-time. 

Assumption 12. As a real-time control constraint, an upper bound τmax is 
imposed for the time-varying delay. Data packets that arrive with a time delay equal 

or larger than τmax are considered as lost packets. 
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4.2.1.2. Stability Analysis and Controller Design 

4.2.1.2.1. Closed Loop Model for the Networked Control System 

In accordance to Assumption 9 the control loop of the NCS shown in Fig. 4.25 
becomes an autonomous system. Its model is obtained as follows. 

First, based on Assumption 8, and considering that p equals n, i.e. y=x, also 
H=In, the process model (4.67) reduces to: 

 ]k[uG]k[xF]1k[x   (4.69) 

Second, the process model (4.69) is further coupled with the network model 

(2.23) through state aggregation
T

TT
NN ]k[x]k[x

~
]k[x 








 : 

 













]k[xC
~

]k[y

]k[uB
~

]k[xA
~

]1k[x

NN

N]k[δ],k[αN
 (4.70) 

where 

 
 n

1n)1r(

n)1r(n

]k[α]k[δ],k[α
]k[δ],k[α 0CC

~
,

G

0
B
~

,
F0

BA
A
~






















 


 (4.71) 

Third, by taking into consideration Assumption 9, the switching feedback 
controller (4.68) becomes  

 ]k[xC
~

K]k[yK]k[u N]k[δ],k[αN]k[δ],k[α   (4.72) 

where ]k[δ],k[αK  is the feedback compensator depending on the current values of 

]k[α  and ]k[δ . 

Finally, by adding (4.72) to (4.70) - (4.71) the following closed loop 
autonomous system is obtained: 

 
]k[xA]k[xC

~
KB

~
A
~

]1k[x N]k[δ],k[αN]k[δ],k[α]k[δ],k[αN 




   (4.73) 

4.2.1.2.2. Stability Analysis 

Let the switching signal pairs (α,δ) ϵ Ψ=Ω1 x Ω2 be (i,j) at moment k and (u,v) 

at the consecutive sampling instance k+1. Then, the following theorem gives the 
sufficient condition for asymptotic stability for the closed loop model of the NCS 
(4.73). 

Theorem 2. The autonomous switched linear system (4.73) is asymptotically 
stable if there exists positive definite symmetric matrices {Pi,j | (i,j) ϵ Ψ}, such that 

 
  ))v,u(),j,i((,0PAPA j,ij,iv,u

T
j,i  (4.74) 

■ 
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Proof. Let us consider the following switched quadratic Lyapunov candidate 
function of the form ( [93], [77]) 

 
]k[xP]k[x]k[V N]k[δ],k[α

T
N  (4.75) 

The first order difference of V is given by: 

 

 ]k[xPAPA]k[x

]k[xP]k[x]1k[xP]1k[x

]k[V]1k[VV

N]k[δ],k[α]k[δ],k[α]1k[δ],1k[α
T

]k[δ],k[α
T
N

N]k[δ],k[α
T
NN]1k[δ],1k[α

T
N

















    
(4.76) 

By considering (4.74), it follows that 

 
0PAPA ]k[δ],k[α]k[δ],k[α]1k[δ],1k[α

T
]k[δ],k[α 

 (4.77) 

Consequently, along each state trajectory ]k[xN , 0V   and the system is 

asymptotically stable. 

□ 

By using the Schur complement formula ( [94]), condition (4.74) of Theorem 
2 can be reduced to the following LMI problem: 

 

 

















))v,u(),j,i((,0
PAP

PAP

v,uj,iv,u

v,u
T

j,ij,i  (4.78) 

The LMI conditions (4.74) and (4.78) can be reformulated based on Theorem 

2 from [93] as follows: 

Theorem 3. The autonomous switched linear system (4.73) is asymptotically 
stable if there exist symmetric positive definite matrices {Si,j | (i,j) ϵ Ψ} and matrices 

{Gi,j | (i,j) ϵ Ψ} satisfying 

 

 


















))v,u(),j,i((,0
SGA

AGSGG

v,uj,ij,i

T
j,i

T
j,ij,i

T
j,ij,i  (4.79) 

■ 

4.2.1.2.3. Controller Design 

In terms of theorems 2 and 3 compensator K was considered a priori known. 
The design problem of this compensator, i.e. to calculate it so that the theorem 
conditions are met, is further considered. This means using Theorem 3 also as a 
design tool, by searching for symmetric positive definite matrices {Si,j | (i,j) ϵ Ψ} and 

matrices {Gi,j | (i,j) ϵ Ψ}, {Ki,j | (i,j) ϵ Ψ), satisfying 
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 
























 






 

))v,u(),j,i((,0

SGC
~

KB
~

A
~

C
~

KB
~

A
~

GSGG

v,uj,ij,ij,i

T

j,ij,i
T

j,ij,i
T

j,ij,i
    
(4.80) 

The problem of solving numerically   (4.80) leads to a non-convex 
optimization problem (the optimization problem is not convex in both Si,j and Ki,j – ( 
[94])). In order to make the problem more efficient from the numerical point of view, 
and also for reducing the conservatism, based on the work from [77] and Theorem 4 
from [93], the following theorem can be used: 

Theorem 4. The autonomous switched linear system (4.73) is asymptotically 
stable if there exist symmetric positive definite matrices {Si,j | (i,j) ϵ Ψ}, and matrices 

{Gi,j | (i,j) ϵ Ψ},{Ui,j | (i,j) ϵ Ψ} and {Vi,j | (i,j) ϵ Ψ}, such that 

 

 
























 

))v,u(),j,i((,0

SC
~

UB
~

GA
~

C
~

UB
~

GA
~

SGG

v,uj,ij,ij,i

T

j,ij,ij,ij,i
T

j,ij,i  (4.81) 

and 

 
j,ij,i GC

~
C
~

V   (4.82) 

with the feedback gain given by 

 1
j,ij,ij,i VUK 

  (4.83) 

■ 

4.2.1.3. Numerical Example 

Consider the DC motor plant from the previous section, described by the 
following state-space LTI model: 
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



 (4.84) 

where x1 represents the motor speed, x2 the armature current, and Ta and Tm are 
time constants. It should be noted that the model is an idealization of the physical 
plant, and as a consequence, it does not take into account friction, load torque, or 

any other energy losses. 

The parameters of the continuous time model (4.84) were identified 

experimentally. Through step response invariant discretization, by using the 
numerical parameter values and adopting a sample period h=10 ms, the following 
discrete-time LTI model is obtained 
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
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 (4.85) 

The plant is controlled via a communication network, described by model 

(2.23), characterized by the parameter r= τmax=4 and the sets  

 }1,0{},4,3,2,1{ 21    (4.86) 

These correspond to a packet switched wide area communication network 
with a maximum round time trip delay of 30 ms. 

Next, a closed loop autonomous switched system of the form (4.73) is 
obtained, where the controller is given by (4.72). 

The LMI conditions (4.81) from Theorem 4 reduce to a set of 64 multiple LMIs 

(i.e. between the elements of the Cartesian product { Ω1 x Ω2} there are 64 possible 
transitions), which are recasted as a single LMI ( [94]).The resulting LMI, with the 
associated equality constraints (4.82), is solved using CVX Toolbox for Matlab ( [90]), 
by formulating the problem as a convex optimization one. The following switched 
feedback gains are obtained 

  
 
 
 
 
 
 
  1]k[δ,4]k[α291.1126.1K
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









 (4.87) 

which stabilize the system. 

Further on, a simulation example is presented. Consider the scenario given 
by an arbitrary variation of the switching signals α and δ as shown in Fig. 4.26. The 
initial conditions for the plant states are x1(0)=2 s-1=60 rpm and x2(0)=10-2 A =10 

mA. In order to show that Assumption 2 holds, a non-null reference is adopted: w=20 
rpm (taking into account that u is a scalar signal, Nw can be adopted as 1). Fig. 4.26 
also illustrates the transient regime for the two states of the plant: x1 and x2.  

During the transient regimes all the feedback gains from (4.87) were 

activated. It can be observed that the switching controller manages to stabilize the 
system, which reaches the equilibrium point x1= 20 rpm and x2= 0 A after 0.4 s. The 
small oscillations of x2 are caused by the feedback gain switching, in the attempt to 
stabilize the system at each variation of the network parameters.  
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Note that the scope of this very simple scenario was to illustrate how an initial 
imbalance is stabilized by the modelled NCS. 

 

Fig. 4.26 - Simulation results 

4.2.2. Design and Analysis of a Networked Control Structure with 

a Switched PD Compensator 

Current section presents in details the design and analysis phases for the 
networked control structure from Fig. 3.8. 

4.2.2.1. Problem Formulation  

The controller and the compensator for the NCS from Fig. 3.8, have to be 
capable of stabilizing the system, to ensure good tracking performances and to reject 
the disturbance effect of the network. 

In order to simplify the analysis and design stages, several assumptions will 
be made: 

Assumption 13: the process is a {u}{yp} oriented SISO linear time-

invariant system, controllable and observable; 

Assumption 14: stabilization and output tracking for the controlled processes 

can be achieved through state feedback plus integral control;  
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Assumption 15: network transmissions are characterized by time-varying 
delays, packet losses and irregular situations, and the network can be regarded as a 

switched linear system; 

Assumption 16: the disturbance effect of network transmissions can be 
compensated by a switched PD type compensator; 

Assumption 17: the tracking reference signal w is a stepwise signal, and can 
be modelled as the output of a first order exogenous system. 

Based on the above mentioned assumptions, the networked control structure 
from Fig. 3.8 can be reconfigured and brought to the form shown in Fig. 4.27. Finally, 

it is important to state some additional remarks: 

Remark 3: a control structure where the network is placed on both paths (like 
in Fig. 3.8) and where the controller is non-inertial and the plant is time-invariant (the 
case stated by the above hypothesis) is equivalent - from the point of view of stability 
analysis - with one where the network is placed only on the feedback path (like in Fig. 
4.27) – [3], [95]; 

Remark 4: placing the compensator (PD type) on the local side has the 

advantage that it can receive cumulative information regarding the quality of network 
transmissions on both pathways (), thus being able to reject the overall network 

disturbance effect on the control loop; 

Remark 5: in the control structure from Fig. 4.27 the integrator is placed after 
the switched PD compensator in order to eliminate any steady state oscillations 
caused by variations of  even when the output of the process reaches steady state 

(such a solution has been proposed in the literature initially for gain-scheduling [96], 
and recently for switching controllers [80]); 

Remark 6: while one may argue that the observer should be placed remotely 

for avoiding an increase computational burden on the local side, here it was 

considered that it is more important that the estimation error should not be influenced 
by transmission errors (thus also improving the stability in respect with the rate of 
packet loss – [3]). 

 

Fig. 4.27 - One-channel NCS 
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Next, throughout the rest of the section, the networked control structure from 
Fig. 4.27 will be used as reference.  

4.2.2.2. Control System Design 

This section presents a methodology for designing the controller, observer 
and compensator of the NCS from Fig. 4.27. The entire design procedure uses a zero-
order hold equivalent model of the continuous-time plant SISO model of the form: 

 











[k]xH[k]y

u[k]G[k]xF]1[kx

T
dp

dd
 (4.88) 

where  p
n

y,u,x p  , Fd is a np×np matrix, Gd and Hd are np×1 vectors, 

(Fd,Gd) is a controllable pair and (Fd, Hd
T) is an observable pair (Assumption 13). 

4.2.2.2.1. Controller and Observer Design 

The state feedback integral controller is designed as if it were directly coupled 
to the process (i.e. for the control structure from Fig. 4.27, without the network block, 
PD compensator blocks, and observer block). The compensators K and Ki are thus 
designed through the classical pole allocation method.  

The state observer is considered to be of Luenberger type ( [86]), having the 
model 

  












]k[x̂H]k[ŷ

]k[ŷ]k[yL]k[uG]k[x̂F]1k[x̂

T
dp

ppdd
 (4.89) 

Because the observer is placed on the local side (Fig. 4.27), and is directly 
coupled to the process, the compensator L can also be designed through pole 
allocation. 

4.2.2.2.2. Compensator Design 

As the control structure from Fig. 4.27 illustrates, the compensator adopted 
for rejecting the disturbance effect of the network is of PD type. If the network 

disturbance is reduced to the time-varying network delay component (thus idealizing 
the network as simple synchronous multi-channel time-varying delays), then it can 
be easily shown (based on frequency characteristics) that the PD transfer element 
improves the phase margin of the systems, which was initially deteriorated by the 
presence of network delays in the control loop. Moreover, for coping with time-varying 
network delays, the parameters of the PD compensator – Kd and Kp – are permanently 

switched according to the RTT network time delay τ (see Remark 4).  

Next, the main issue consists in determining the switching logic which 
associates a parameter pair (Kd, Kp) to each value of the delay τ. Two main approaches 

can be identified in the literature in respect with this issue. One hand, for low-order 
benchmark process models, (quasi-) analytical tuning rules are derived (e.g. [97]). 
On the other hand, this problem of control synthesis can be augmented to the stability 
problem, and then a LMI based method can be adopted, so that the obtain solution 

provides information regarding stability, along with the control parameters of interest 
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(e.g. [93], [98]). While the first approach – referring to (quasi-) analytical tuning 
rules – is usually difficult to apply for non-benchmark type process models (e.g. high 

order, nonlinear, etc.), the second approach has the drawbacks that it is not always 
applicable (non-convex problems) and it is usually very conservative, i.e. in many 
cases no feasible solution can be found.  

As a different approach, here the switching logic is considered to be given by 
the following two functions: 

 ),τ(fT),τ(fK TdKp   (4.90) 

where Td is the equivalent time constant of the PD transfer element, defined as 

 

p

d
d

K

K
T   (4.91) 

As a result, it should be noted that the new parameters of interest become 
actually Kp and Td. The two functions are determined as follows. 

The time constant Td can be considered to vary linearly with τ, by considering 

that qualitatively the PD action compensates the time delay. Thus, the function fT can 
have an analytical form, given by 

 )1,0(λ,τλ)τ(fT   (4.92) 

where  is a constant parameter. 

For the gain Kp an analytical function fK is harder to grasp directly. Considering 
that τ can take only a finite number of possible values from Ω1, a tabulated function 
fK can be adopted instead, i.e. a function that contains support values of the form {(τ, 
Kp)  τ  1}. The support values Kp for each τ are obtained as the solution of an 

optimization problem in respect with the structure given by Fig. 4.28. The top side 
marked structure refers to a simplified version of the NCS from Fig. 4.27, where the 
network is idealized as time delay elements. The bottom side marked structure refers 

to a reference model, in which the delay is placed outside the control loop. The output 
yr of the reference model is considered as a reference trajectory, imposing some kind 
of performance profile. Thus, the optimization problem aims in minimizing the error  

between the reference trajectory yr and the output of the control system yp, for a 
given input reference signal w, for each frozen value of τ. By considering an ISE 
(integral of square error) type objective function, the optimization problem can be 
stated as 

 

 




m

1k

2
pp

]K,K[K

],k[ε)K(J),K(Jmin

max,pmin,pp

 (4.93) 

where m is the maximum sample index chosen so that a steady state regime is 
practically reached, and [Kp,min, Kp,max] is the allowed range of Kp.  

For relatively large values of τ, improved results can be obtained with an 
IPTSE (integral of powered time-weighted square error) type objective function, for 

which the optimization problem is formulated as 
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 
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

m

1k

2χ
pp

]K,K[K

],k[εk)K(J),K(Jmin

max,pmin,pp

 (4.94) 

with >1. 

Both optimization problems – (4.93) and (4.94) – can be framed as classical nonlinear 
least squares problems with constraints, for which several efficient methods exist in 
the literature ( [99]). 

 

Fig. 4.28 - Control structure used for tuning the PD compensator through offline optimization. 

4.2.2.3. Stability Analysis 

In order to analyse the stability of the NCS from Fig. 4.27, a closed loop 

autonomous model is first assembled. The model is obtained by coupling the network 
model with an extended state space process model that aggregates the process state 
vector with scalar states corresponding to the PD compensator, auxiliary integrator 
and derivative components, respectively the exogenous system. The model is 
obtained through the following steps:  

 a state space model is associated to the integrator component:  

 

]k[uh]k[x]k[u

]k[uh]k[x]1k[x

di

dii




 (4.95) 

where h is the sampling period; 

 a state space model is associated to the PD compensator: 
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 (4.96) 

 a state space model is associated to the derivative component 

 

]k[yK]k[x]k[u

]k[yK]k[wK]1k[x

N1dic

N2idi




 (4.97) 

with K1=[K -Ki] and K2=[-K 0]; 

 a scalar state variable for the exogenous system is introduced as xw[k]=w[k], 

with the state space model 

 

]k[x]k[w

]k[x]1k[x

w

ww




 (4.98) 

 the extended state space process model is obtained by defining the 
aggregated state vector

T

wdidi
TT

e ]k[x]k[x]k[x]k[x]k[x]k[x̂]k[x




 , which leads to 
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Neeee   (4.99) 
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 the extended process model is further coupled with the network model (2.23) 

through the state aggregation
T

T
e

T
NN ]k[x]k[x

~
]k[x 








 , resulting the closed 

loop autonomous switched linear system: 

 ]k[xA]1k[x N]k[δ],k[αN   (4.101) 

where 
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 (4.102) 

The fact that the PD parameters (Kd, Kp) are switched according to the 
switching signal [k] was taken into account here through the matrices Fe,[k] and 

Ge,[k]. 

Next, consider the switching signal pairs (α,δ)  Ψ=Ω1xΩ2 to be (i,j) at 

moment k and (u,v) at the consecutive sampling instance k+1. Then, the following 

theorem gives a sufficient condition for asymptotic stability for the closed loop model 
of the NCS (4.101). 

Theorem 5. The autonomous switched linear system (4.101) is 
asymptotically stable if there exists positive definite symmetric matrices {Pi,j | (i,j)  

Ψ}, such that 

 
  ))v,u(),j,i((,0PAPA j,ij,iv,u

T
j,i  (4.103) 

■ 

Proof. Let us consider the following switched quadratic Lyapunov candidate 
function of the form: 

 ]k[xP]k[x]k[V N]k[δ],k[α
T
N  (4.104) 

used already in [93], but for a switched linear system with a single switching signal.  

The difference of V is given by: 
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(4.105) 

By considering (4.103), it follows that 

 
0PAPA ]k[δ],k[α]k[δ],k[α]1k[δ],1k[α

T
]k[δ],k[α 

 (4.106) 

Consequently, along each state trajectory 0V   and the system is 

asymptotically stable. 

□ 

By using the Schur complement formula, condition (4.103) of Theorem 5 can 

be reduced to the following LMI problem: 
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4.2.2.4. Illustrative Example 

Consider the same DC motor plant used in previous examples having the zero-
order hold model given by 
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 (4.108) 

where x1 represents the motor’s speed, x2 the armature current, and the sample rate 
is h=10 ms. 

The plant is controlled via a communication network described by model 
(2.23) characterized by the parameter r = τmax = 6 and the sets Ω1 = {1, 2, 3, 4, 5, 
6} and Ω2 = {0, 1}. These correspond to a packet switched wide area communication 

network with a maximum RTT delay of 50 ms. 

 

 

Fig. 4.29 - Simulations results. 
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The controller and the PD compensator were designed according to Section 
4.2.2.2, and the following parameters were obtained: =0.2, Ki=32.54, K=[4.35 

1.01], and the set of triplets (τ, Kp, Kd) - {(1, 0.77, 0.0023), (2, 0.63, 0.0038), (3, 
0.53, 0.0048), (4, 0.46, 0.0055), (5, 0.40, 0.0060), (6, 0.35, 0.0063)}. Then, the 

stability of the closed loop system of the form (4.101) was assessed. The multiple LMI 
conditions (4.107) are recasted as a single LMI, which is solved using CVX Toolbox 
for Matlab ( [90]), by formulating the problem as a convex optimization one. A 
solution of the optimization problem was found (a set of Pi,j matrices), thus proving 
according to Theorem 5 that the system is stable. 

Next, a scenario involving arbitrary variations of the switching signals α and 
δ (Fig. 4.29 – top) is adopted. The initial conditions for the plant states are null. A step 

reference signal is adopted w[k]=10 [k] rad/s. Fig. 4.29 - bottom shows the 

response of the control system from Fig. 4.27, which is characterized by a settling 
time of 0.33s, a null steady state error and no overshoot.
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5. CONCLUSIONS 

5.1. Summary and Contributions 

The main contributions of the thesis are: 

 Identification and definition in a systematic manner of network 
transmission issues, highlighting the possible irregular situations that 

appear in packet switched digital networks when using connectionless 
protocols (Chapter 1); 

 Development of handling strategies for the irregular situations in 
order to assure optimal control performances (based on the principle 
of always using the latest available information) (Chapter 2); 

 Development of a nonlinear network transmission model which 
captures from an input-output perspective the behaviour of a real 
packet switched network, characterized by time varying delays, 
packet loss and irregular situations, along with the imposed handling 
strategies (Chapter 2); 

 Determination of a time-based switched linear system associated with 

the nonlinear network transmission model, as a theoretical tool for 
systems analysis, and an implementation algorithm as a network 
emulator for testing and validating of possible networked control 
solutions in both simulations and experiments (Chapter 2); 

 Extension of a novel observer based delay compensation method for 
NCSs, recently proposed in the literature, for second order benchmark 
process models, which involves a more elaborate analysis and design 

approach due to additional degrees of freedom (design phase) and 
also because of the practical limitations identified in practice (testing 
and validation phase) (Chapter 4); 

 Stability analysis and control synthesis for a networked control 
structure which includes the network transmission model proposed by 
the author, a linear plant and a switched state feedback controller 
(Chapter 4); 

 Design and analysis of a new networked control structure with a 
switched PD time-delay compensator and a state observer placed 
locally (collocated along with the plant), the network transmission 
model proposed by the author and a remotely placed state feedback 
controller (Chapter 4). 

The thesis begins with a short introduction on NCS, identifying the possible 

issues that emerge during network transmissions and further states the motivation 
and objectives of the study.  

The analysis of a NCS imposes the use of a mathematical model for network 
transmissions. Most models found in the specialized literature only partially capture 
the characteristics of network transmissions (time-varying delays, packet loss, 
irregular situations, and handling strategies). To fill this gap a new nonlinear state-
space model for network transmissions is proposed, which correctly describes the 

network dynamics from an input-output perspective. In order to further facilitate the 

BUPT



5.1 - Summary and Contributions     95 

 

analysis and syntheses of NCS the nonlinear network transmission model is brought 
to the form of a time based switched linear system. Additionally, a simple algorithm 

is associated to the network transmission model, which can be used as a network 
emulator for testing and validation of NCS through simulations and experiments. A 
wide variety of network transmission scenarios can be prescribed to the algorithm, 
either by generating the corresponding inputs for the algorithm (time delay, packet 
loss) or by using a priori measured data from real networks. 

The design of NCS imposes new control strategies for dealing with the network 
induced disturbances. An outline of several control strategies used for NCSs is 

presented. Alternative control structures are further proposed for the stabilization and 
tracking problems, with an efficient complexity versus performance design. 

The first structure is based on local and remote placed observers to 
compensate the shortcomings associated with time delays and packet loss in NCSs, 
in order to meet the tracking control objective. The CDOB based method, recently 
proposed in the literature for first order processes, is extended here for second order 
benchmark processes. The additional degrees of freedom involve an elaborate design, 

and require a more extensive analysis in order to set the observers’ parameters (cut-
off frequencies). The analysis also captures a peaking phenomenon (no previously 
shown in the literature), which, from a practical point of view, limits the range of the 
design parameters. Moreover, a comparative analysis is conducted for determining 
which type of observer ensures the best performances (full order versus reduced 
order). The full order CDOB proved to be more efficient. Finally, the design NCS is 

tested through both simulations and experiments, using the proposed network 
emulator. 

The second structure, addresses the stabilization problem for an NCS, and 
includes the recently proposed time-based switched linear system associated to the 
network transmissions. The obtained closed-loop NCS model is defined as a switched 

linear system with multiple switching signals. By adopting a switched quadratic 
Lyapunov function, used also as a tool for designing a switched state feedback 

controller, the asymptotic stability of the switched NCS is proved under arbitrary 
switching. The stability and control design problems are formulated in terms of LMI-
based conditions. Lastly, a numerical example shows the main steps of the 
stabilization approach. 

The third networked control structure, is based on a remote placed controller 
and a local delay compensator, and addresses the tracking control objective. The 
closed loop model, which includes the time-based switched linear system associated 

to the network transmissions, is also defined as a switched linear system. A control 
design methodology is presented, which combines both analytical and numerical 
technics (pole placement, tuning rule, numerical optimization). The stability of the 
closed loop system is proven for arbitrary switching by using a switched quadratic 
Lyapunov function. Next, an example illustrates the effectiveness of the control 
solution. As a remark, it is important to highlight the twofold advantage of placing the 

delay compensator locally. Firstly, this permits a compensation of the RTT delay 
(instead of just OWD). Secondly, because only the RTT delay needs to be measured 

the synchronization issue is eliminated because the measurements are always done 
in respect with the same clock. 
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5.2. Suggestions of Future Research 

Some of the possible future research directions are:  

 A straightforward extension for the network transmission model would imply 
the development of a stochastic model that correlates different network 
parameters with the time delay and packet loss flag values; 

 The observer based delay compensation structure can be extended for 
different types of observers, like the unknown input observer.
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APPENDIX 1– A MOTIVATING EXAMPLE 

In order to motivate the current study a telecontrol application example is 
presented that illustrates the destabilizing effect of the time delays and information 
loss that occur in network transmissions on a NCS ( [100]). The system’s controller 
has the additional burden of compensating the effect of the network. In this context, 

an efficient approach is to add an additional compensator block which would reject 
the disturbances caused by data transmissions over the network. Additionally, 
because network transmissions behave in a time-varying manner (time varying delay 

and a time varying rate of packet loss), the compensator has to work adaptively, by 
continuously tuning to these variations. 

Based on the above considerations, the example uses the generic control 

structure presented in Fig. A1.1. The controller block is first designed in order to 
dictate the dynamic behaviour of the process assuming instantaneously and flawless 
transmissions over the communication channels. A compensator is then connected in 
series with the controller, and has the role of compensating the transmission delays 
and information loss. The compensator’s behaviour is continuously adapted through 
an Adaptation Mechanism block according to the varying behaviour of network 
transmissions. 

 

Fig. A1.1 - Adaptive control structure for a NCS 

A1.1. Experimental Framework and Scenario 

The telecontrol application uses the same experimental setup presented in 
Fig. 4.19. The goal is to control the motor’s speed and reject the effect of network 
delays and packet loss. 

The controller was developed in the Matlab/Simulink environment and 
implemented on to the dSPACE system. The experimental data was collected on a 

computer connected to the dSPACE system. 

The communication network is emulated on the dSPACE system through the 
algorithm presented in Chapter 2 and uses a priori measurements from a real TCP/IP 
network. Basically, the algorithm applies two types of operations to the input signals 

of the communication network: a time shift (time delay) and a signal deformation 
(packet loss). 

To obtain the time delay measurements for different types of TCP/IP 

networks, a software module based on client server architecture was designed and 
implemented on two hardware machines running a real time operating system. The 
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machines’ internal clocks were synchronized using GPS clocks directly connected to 
each machine and a software product implementing the network time protocol version 

4. UDP packets of 512 bytes were used to transfer control information between the 
two network nodes to assure enough space even for complex control data structure. 
The software also registers the information about data packets loss and implements 
the corrections for the irregular situations described in Chapter 2.  

Data used for experiments was collected from two networks: a continental 
wide area network (WAN1) and an intercontinental wide area network (WAN2). Time 
delays were estimated over a period of 20 s. For WAN1 time delays have an average 

of 11 ms with maximum value of 160 ms (Fig. A1.2). For WAN2 time delays were 
significantly lager, around 97 ms (Fig. A1.3). 

 

Fig. A1.2 - Network delay measurements – WAN1 

 

Fig. A1.3 - Network delay measurements – WAN2
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A1.2. The Control Structure and Design Issues 

The control structure implemented for the telecontrol application corresponds 
to the one from Fig. A1.1 and is illustrated in Fig. A1.4. Here the gains of the PI 
controller are Kp*=1.2 and Ki*=3. An adaptive PD compensator, of gains Kp, Kd and 
interpolative blocks I-Kp and I-Kd, is used. The input-output characteristics (as 
functions of time delay) of these two interpolative blocks are shown Fig. A1.5. 
Additionally to Fig. A1.1, a new interpolative block was added (ISC block) with the 
inverse static characteristic of the process (electric drive + DC motor + 

tachogenerator), which has the role of compensating the static nonlinearity of the 
process (the linearization details are presented in Chapter 4). The Network System 
block embeds the algorithm and measurements described in Chapter 2.  

In designing the entire control structure the following three steps were 
executed:  

First, an inverse nonlinear static characteristic was built that would 
compensate the static nonlinearity of the process (the static characteristic of the 

process was determined from experimental measurements). This inverse static 
characteristic was implemented through an interpolation block and placed in series 
with the process (up-stream).  

Second, the PI controller was designed with the Ziegler–Nichols tuning 
method for the linearized process (the inverse static characteristic in series with the 
actual process) without the Network System block. 

 

Fig. A1.4 - Telecontrol scheme for speed control of a DC motor (c is the voltage command 
signal, y is the measured speed, r is the prescribed speed, e is the control error, ZOH is a zero 

order holder, SE is a sample element and ISC is an inverse static characteristic) 

Third, the adaptive PD compensator was designed. As it can be observed from 
Fig. A1.5, the parameters of the PD compensator are adapted continuously through 
two interpolation blocks based on the actual measurements of the network delay. 

These two interpolative blocks contain actually static characteristics which were built 
based on the parameter values determined for different constant delay values in the 
interval [0 - 2] seconds (support points for the interpolative blocks I-Kp and I-Kd). 
This range was adopted based on measurements like the ones from Fig. A1.2 and Fig. 
A1.3. 
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Fig. A1.5 - Input-output characteristic of the interpolative blocks I-Kd and I-Kp 

It is important to mention, also, that a further adjustment of the adaptation 
algorithm consisted in multiplying by two the estimated network delay τm at the input 
of the compensator blocks. Based on the measurements, this multiplication was made 
under the assumption that the transmission channels on the direct path and on 
feedback path are similar. Thus, the time delay on the direct path at a given moment 

was considered to be equal to the latest estimated delay τm on the feedback path. 

The entire control system uses the sample time h= 1 ms, considered also in 
the measurements from the network. This small sample period imposed the use of 
UDP as a transport protocol for the Network System. Moreover, due to the 1 ms 
sample time and the delay variation interval of [0 - 2] seconds all the irregular 
situations described in Chapter 2 occur.

A1.3. Experimental Results 

For the telecontrol application previously described two experimental 

scenarios were considered: one for the continental wide area network (WAN1) and 
one for the intercontinental wide area network (WAN2). In each scenario the 
behaviour of the system was tested with and without the adaptive PD compensation. 

Fig. A1.6 shows the system’s response for the WAN1 scenario when there is 
no adaptive PD compensation. The delays and packet loss induced by the network 
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transmission lead to oscillations in the system’s response which are finally damped by 
the control structure (the stationary error becomes zero). The overshoot is relatively 

large – about 20% and further adjustment of Kp*, Ki* have a small influence. 

Fig. A1.7 presents the system’s response for WAN1 when the adaptive PD 
compensation is used. The compensation eliminates the oscillations completely (no 
overshoot), but with the price of slightly increasing the settling time. 

 

 Fig. A1.6 - Response of the telecontrol system without adaptive PD compensation, when using 
WAN1 

 

 Fig. A1.7 - Response of the telecontrol system with the adaptive PD compensation, when 
using WAN1 

In the WAN2 scenario the results become even more relevant. When the 
adaptive PD compensators are not included in the control structure, the system enters 
a state of permanent oscillations (Fig. A1.8) – the control objective is not achieved.  
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 Fig. A1.8 - Responses for the NCS without the adaptive PD compensators, when using WAN2 

Fig. A1.9 shows the system’s response when the adaptive PD compensators 
are used. 

 

Fig. A1.9 - Responses for the NCS with the adaptive PD compensators, when using WAN2 

Similar to the previous scenario, the compensation is successful and the 

oscillations are eliminated.
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