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Abstract: This paper proposes an optimal tuning of 
Proportional-Integral-Differential (PID) controller in 
Load Frequency Control (LFC) using Adaptive 
Particle Swarm Optimization (APSO). The proposed 
algorithm is based on tuning of Particle Swarm 
Optimization’s (PSO) control parameters by Pattern 
Search (PS) method. The performance of the proposed 
method is evaluated using traditional cost function - 
the integral of time absolute error (ITAE).The 
simulations are carried out for two area power system 
with the proposed method. The results show that 
proposed PID controller improves the performance of 
the LFC than PSO. 
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1. Introduction 

Large-scale power systems with industrial and 

commercial loads may experience deviations in 

constant frequency due to random load 

disturbances. Therefore, there is a need for 

maintaining frequency control and power control 

within operating limits. Load Frequency Control 

(LFC) is important for regulating output power of 

a generator, reducing the change in frequency in 

power system and to distribute generation 

between interconnected areas at economic value 

[1].  

Several literatures addressed about LFC in past 

decades. A detailed survey on various control 

methods of LFC for Distributed Generation (DG) 

system with FACTS devices, storage devices, etc. 

are done in [4]. Since LFC consist of nonlinear 

properties, conventional controllers lack to attain 

zero steady-state condition. Artificial Intelligence 

helps LFC to operate in nonlinear conditions with 

many benefits, unlike conventional controllers [4]. 

Some of the well-known algorithms used in power 

system are Genetic Algorithm (GA), Particle 

Swarm Optimization (PSO), Bacterial foraging 

Algorithm (BFA), Tabu search algorithm (TSA), 

the Fuzzy logic controller (FLC), Artificial neural 

network (ANN), etc., [4]. The lozi map based 

chaotic optimization algorithm was proposed to 

find optimal gain parameters for PID controller to 

solve LFC problem [5]. In [6], Fuzzy Gain 

scheduled Proportional and Integral (FGPI) 

Controller was proposed for regulating LFC in a 

multi-area interconnected power system.  

Among several optimization algorithms, PSO 

is one of the few derivative-free algorithms. 

Kennedy and Eberhart developed PSO algorithm 

in 1995. Some of the advantages of PSO are that it 

neither requires any gradient information of the 

problem nor require an initial point to start. Also, 

it is easy to form a hybrid with other optimization 

problem. The application of PSO in various power 

system problems is addressed in [7]. PSO helps in 

to obtain optimal solutions even in nonlinear 

condition [3]. PSO algorithm was implemented in 

a new technique which is based on the implicit 

integration trapezoidal rule and the iterative 

Newton-Raphson method to solve LFC for two 

area interconnected power system in [8].  

Despite many advantages, PSO algorithm has 

the drawback of escaping local optimal due to 

premature convergence.  The performance of PSO 

depends on its control parameters such as ω 

(inertia weight), C1 and C2 (Acceleration 

Coefficients). So proper tuning of control 

parameters is necessary to avoid the drawbacks of 

PSO. In 1998, Shi and Eberhart proposed a new 

method to control PSO parameters known as 

Adaptive PSO (APSO). Several modified APSO 

is proposed in the past. In [9], the inertia weight of 

the PSO is reduced linearly in a dynamic 

environment, whereas acceleration coefficients 

are tuned self-adaptively. An adaptive PSO 

(APSO) is developed in [10] by an evolutionary 

state estimation (ESE) technique is used to 
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automatically tune control parameters with the 

help of an elitist learning strategy (ELS). In [11], 

Adaptive Weighted PSO (AWPSO) algorithm is 

employed for tuning of PI/PID controller on LFC 

problem by changing inertia weight (W) randomly 

and acceleration factor (A) linearly.  

This paper proposes an optimal tuning of PID 

controller in LFC using a new Adaptive Particle 

Swarm Optimization (APSO). The proposed 

adaptive PSO technique works by controlling PSO 

parameters using the Pattern Search (PS) method. 

Similar to PSO, PS also a derivative-free 

optimization technique which does not require any 

information regarding the objective function [12]. 

In PS algorithm, at each poll, the set of vectors 

called mesh is multiplied by an integer value 

called as mesh size. If the poll is successful, this 

mesh size is increased which is termed as 

expansion factor. If the poll is unsuccessful, this 

mesh size is decreased which is termed as 

contraction factor.  Similarly, in APSO, inertia 

weight and acceleration coefficients are 

considered as a mesh size whereas velocity, 

cognitive and social component are considered as 

a mesh. The mesh size is increased or decreased 

by comparing the distance between the particle’s 

current position, local best position, and global 

best position.  
The proposed controller is simulated on an 

interconnected two area power system. The 
simulation results of the APSO tuned PID 
controller is compared with PSO to prove the 
effectiveness of proposed method over traditional 
method in an LFC problem. 
 
2. Modeling of Power system 

Power system consists of several areas 

interconnected by tie lines. When there is a 

change in load, it leads to frequency deviation and 

tie line power deviation. LFC plays an important 

role in maintaining frequency and tie line power 

within desired limits in each area. A mathematical 

model should be designed for efficient control of 

LFC. Mostly, a thermal power plant is considered 

for study purpose. The power system in general 

consists of a governor, a turbine, a generator, a 

load and a speed governing system. The transfer 

function of each block of power plant model is as 

follows [13].  

The transfer-function of Turbine: 
    

    
 

 

      
    (1) 

The transfer-function of a governor: 

    

    
 

 

      
    (2) 

The transfer-function of the generator: 
   

                   
 

 

       
  (3) 

The transfer-function of a speed governing 

system: 

             
 

  
      (4) 

Where  

     - Turbine time constant for area i 

     - Governor time constant for area i 

    - Frequency dependency on the load 

for area i 

    - Per unit inertia constant for area i 

    - Governor speed regulation for 

area i 

      - Incremental change in speed 

governor output for area i 

      - Incremental change in turbine 

power output for area i 

      - Incremental change in hydraulic 

actuator output for area i 

        - Incremental change in reference 

set power for area i 

      - Incremental change in load for 

area i 

     - Incremental change in frequency 

for area i 

        - Incremental change in tie line 

power for area i 
The block diagram of two area power system 

considered for the study is shown in Figure 1.  

 
3. Load frequency control 

The purpose of the LFC is to regulate 

generator output and to maintain frequency within 

prescribed limits irrespective of frequency 

fluctuations. The operation of LFC consists of 

primary loop control and secondary loop control. 

In a power system, change in frequency occurs 

due to change in real power. Primary loop control 

maintains system frequency to steady state 

condition by measuring the change in tie line real 

power. Even though primary loop maintains 

frequency in steady state condition, the system 

frequency is not yet attained its nominal set point. 

Secondary loop reduces frequency by controlling 

Area Control Error (ACE) [2].   

The area control error (ACE) is given by 

ACE = B     +           (5) 

Where B is the frequency bias parameter. 
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Fig.1. Two area power system 

 

4. PID controller 

In this paper, PID controller is used to 

minimizing ACE. By applying the optimized gain 

parameters in the PID controller, improved 

performance with zero steady-state error is 

achieved. 

The function of PID controller is to minimize 

the error signal which is generated by comparing 

an output signal of the controlled system and a 

reference signal.  Conventional PID controller 

consists of three components such as the 

proportional part, an integral part and the 

derivative part [14].  The transfer function of the 

basic PID controller, 

             
  

 
       (6) 

Where 

       : The control signal 

         : The gain parameters  
 
5.Adaptive PSO (APSO) algorithm 
5.1 Formulation of Numerical optimization 

problem 
  Let the objective function to be 

minimized is represented as 

                      (7)  

Where the objective function       , and 

  {                {    }}       (8) 

      is a vector of decision parameter and 

it is also known as search space.   is the 

dimension of search space. The boundary 

conditions of the constraints are          , 

          and    . 
 
5.2 Particle swarm optimization 

 In 1995, Kennedy and Eberhart 

introduced particle swarm optimization (PSO) 

based on the social behavior of bird flocking and 

fish schooling [15]. In the basic PSO algorithm, 

the swarm is represented by Xi and each member 

of the swarm is called particle ‘i’. Each particle 

flies around in the search space with a sufficient 

velocity which is represented by Vi. It is 

dynamically updated by the particle’s personal 

information and the information of the particle’s 

neighbors or the information of the entire swarm. 

Every individual particle has to maintain its 

knowledge of its movements in the search space, 
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which are related to the optimal position which is 

called pbesti and the best particle in the entire 

swarm is called gbesti. The updated velocity and 

position of each particle can be calculated using 

the following formulas: 

  
       

      (      
    

 )  

    (      
    

 )  (9) 

  
   =   

    
      

(10) 

where 

Vi
k
      : velocity of particle i at iteration k 

ω       : inertia weight parameter 

c1, c2 : acceleration coefficients 

r1, r2   : random numbers between 0 and 1 

Xi
k
      : position of particle i at iteration k 

pbesti
k
: the best position of particle i until 

iteration k  

gbesti
k
: the best position of the group until 

iteration k  

 

The velocity update has limits which are given by: 

  
       

    
      

(11) 

where 

  
    

 
: Minimum limit of velocity update 

  
  

    : Current velocity update 

  
    : Maximum limit of velocity update 

 

The inertia weight ω is calculated as follows: 

ω =      – 
     –     

       
 × iter  (12) 

where 

     ,      : Inertia weight limits 

itermax  : Maximum iteration 

iter    : current iteration 

 

Procedure of PSO algorithm 
1. Initialize random particle positions, velocities, 

inertia weight limits, acceleration coefficients 

and random numbers. 

2. Evaluate fitness f (Xi
k
) at current position Xi

k
. 

3. If f (Xi
k
) is better than f (pbesti

k-1
)

 
then update 

pbesti
k
. 

4. If min (f (pbest
k
))

 
is better than f (gbest

k-1
) then 

update gbest
k
. 

5. Calculate ω using (12). 

6. Update velocity Vi
k
 using equation (9) and 

check for its limits using (11). 

7. Update position Xi
k
 using equation (10). 

8. Stop if maximum iteration is reached or 

increment the iteration and repeat from step 2 

again. 

9. The gbest
k
 at maximum iteration is the global 

optimal position. 

 

5.3 Pattern search method 

In 1961, Hooke and Jeeves developed Pattern 

search (PS) for solving complex and 

discontinuous problems. Unlike other 

optimization algorithms, PS is a derivative-free 

search method which doesn’t require any higher 

gradient information of the problem. In the basic 

PS algorithm, a starting point (X0) is initialized at 

first iteration. This starting point may be random, 

or user-defined input. Then a set of vector points 

called mesh is formed which is multiplied by a 

scalar value (= 1) which is also known as mesh 

size [16]. The vector points are defined as [0 1], [1 

0], [-1 0] and [0 -1]. The starting point is now 

added to the product of mesh and scalar value to 

form the mesh points as X0+ [1 0], X0+ [0 1], 

X0+ [-1 0], X0+ [0 -1]. The mesh points are 

updated for next iteration according to following 

two cases.  

 

Case 1: 

If any of current mesh’s fitness value is lesser 

than the starting point’s fitness value, then the poll 

is said to be successful. For next iteration (i.e., 

iteration = 2), the mesh point which is better than 

previous starting point is set as new starting point 

X1. Also, current mesh size is multiplied by an 

expansion factor (by default it is 2). The mesh 

points for next iteration will look like 2*[1 0] + 

X1, 2*[0 1] + X1, 2*[-1 0] + X1and 2*[0 -1] + 

X1. 

Case 2: 

If none of current mesh’s fitness value is lesser 

than the starting point’s fitness value, then the poll 

is said to be unsuccessful. For next iteration (i.e., 

iteration = 2), the starting point doesn’t change 

i.e., X1=X0. Also current mesh size is multiplied 

by a contraction factor (by default it is 0.5). The 

mesh points for next iteration will look like 0.5*[1 

0] + X1, 0.5*[0 1] + X1, 0.5*[-1 0] + X1and 

0.5*[0 -1] + X1. 

The algorithm then repeats the previous steps 

until it attains stopping condition such as a 

maximum number of iterations or a set tolerance. 

The current point when the algorithm reaches 

stopping condition is the optimal solution.  

 
5.4 Proposed adaptive PSO algorithm 

Particle swarm optimization (PSO) is a well-

known optimization algorithm for its capability to 

solve complex nonlinear problems and good at 

global optimal search. But PSO has the 
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disadvantage of premature convergence which 

leads to poorer local search [17]. On the other 

hand, Pattern Search (PS) method has strong local 

search ability but needs an arbitrary starting point 

to start the algorithm [18]. The goal of the 

proposed algorithm is to improve searchability of 

PSO by adaptively tuning the inertia weight (w) 

and acceleration coefficients (C1, C2) using 

Pattern search methodology. As both PSO and PS 

are simple and derivative-free optimization 

technique, it will be easy to incorporate one’s 

advantage with other.  

In proposed APSO, inertia weight and 

Acceleration Coefficients of PSO are considered 

as mesh size as in PS whereas velocity, cognitive 

and social component are considered as mesh 

points. Here, only the mesh sizes are updated at 

each poll, unlike in PS both mesh size and mesh 

points are updated depending on each poll 

successful and unsuccessful condition.  

The inertia weight, acceleration coefficients 

and updated velocity of each particle for proposed 

APSO can be calculated using the following 

formula: 

   {
                                    

                                                 
 

(13) 

    {
                                     

                                                  
 

(14) 

    {
                                     

                                                      
 

(15) 

  
        

     (      
    

 )  

   (      
    

 )  (16) 

where  

   : Inertia weight parameter of 

proposed algorithm  

   ,   : Acceleration coefficients of 

proposed algorithm  

   :  Expansion factor 

   :  Contraction factor 

 

Procedure of APSO algorithm 
1. Initialize random particle positions, velocities, 

expansion factor, contraction factor, initial 

acceleration coefficients and inertia weight. 

2. Evaluate fitness f (Xi
k
) at current position Xi

k
. 

3. If f (Xi
k
) is better than f (pbesti

k-1
)

 
then update 

pbesti
k
. 

4. If min (f (pbest
k
))

 
is better than f (gbest

k-1
) then 

update gbest
k
. 

5. Update c1p, c2p and    using equations (13), 

(14) and (15). 

6. Update velocity Vi
k
 using equation (16) and 

check for its limits using equation (11). 

7. Update position Xi
k
 using equation (10). 

8. Stop if maximum iteration is reached or repeat 

from step 2 again. 

9. The gbesti
k
 at maximum iteration is the global 

optimal position. 
                    

6 Objective function 

To analyze or to evaluate the performance of 

the PID controller, error criterion are used as the 

objective function.  

Integral of Time multiplied by Absolute Errors 

(ITAE) is used as error criterion in this paper 

since ITAE is highly sensitive to error. The sum 

of absolute of incremental change in frequency of 

each area and tie line power is considered as an 

error. Therefore, the objective function is defined 

as follows. 

  ∫                                
 

 
 (17) 

 

7 Results and Comparison 

A two area power system with frequency=60 

Hz and MVA base=1000 were considered for the 

study. The system parameters are provided in 

Table 1 [5].  

Table 1 

Parameters Area 1 Area 2 

H (sec) 5 4 

D (pu MW/Hz) 0.6 0.9 

TG (sec) 0.2 0.3 

TT (sec) 0.5 0.6 

R (Hz/ pu MW) 0.05 0.0625 

B (pu MW/Hz) 20.6 16.9 
 

7.1 Parameter setting for algorithm 
The common settings for both algorithms are 

 Population size: 100 

 Maximum iteration: 50 
 Particle length: 

    = 0 and      = 1 
7.1.1 PSO parameters 

 Inertia weight limits:  

    = 0.5 and     = 0.1 

 Acceleration coefficients:  

c1 = 2 and c2 = 1  

7.1.2 APSO Parameters 

 Expansion factor     : 2 

 Contraction factor     : 0.5  
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7.2 Analysis of system performance  

Two interconnected thermal power plant is 

taken as a test system. The test system is 

simulated by applying a 2% step load change in 

area1. The simulation model and program of the 

system under study has been developed in 

MATLAB software. The optimized parameters for 

PID controller using PSO and proposed APSO 

with objective function ITAE are shown in Table 

2.  

 
Fig.2. Comparison of Frequency deviation in 

area1 (for 2% step load change in area 1) 

 

 
Fig.3. Comparison of Frequency deviation in 

area 2 (for 2% step load change in area 1) 

 

The Figures 2, 3 and 4 shows the comparison 

of PSO and proposed APSO algorithm for 

frequency deviation in area 1, area 2 and tie line 

power deviation. The comparison of system 

performance using rise time, settling time and 

overshoot of PSO and proposed APSO algorithm 

are shown in Table 3.  
The proposed PID controller improves the 

system performance and overall efficiency 

compared to the conventional PID controller. The 

settling time and overshoot are decreased to a 

great extent. 
 

 
Fig.4. Comparison of Tie line power deviation 

(for 2% step load change in area 1) 

 

7.3 Analysis of algorithm parameters 

According to researchers, the inertia weight ω 

should be linearly decreasing such that ω is large 

for global search and small for local search [10]. 

In this paper, ω is decreased from 0.5 to 0.1 over 

time for PSO as shown in Figure 5 (as per 

equation (12)). 

But it is also proved that ω need not be always 

decreased as pure linear for a better result. The 

proposed method in this paper adaptively tunes ω 

as shown in Figure 6. The value of ω is large at 

initial for global search i.e., exploration state (up 

to 5 iterations), and then it decreases rapidly as 

Table 2 

Algorithm PSO APSO 

Controller gain parameters Kp Ki Kd Kp Ki Kd 

Area 1 1.4548 1.5669 1.5536 1.6808 2.1363 1.4140 

Area 2 0.8186 1.9399 1.4327 2.2635 2.5273 1.8242 
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iteration is increased for local search i.e., 

exploitation state.  

 
Fig.5. Inertia weight of PSO 

 

 
Fig.6. Inertia weight of APSO 

 

 
Fig.7. Acceleration Coefficient 1 of APSO 

 

The acceleration coefficients c1 and c2 are 

responsible for particles attraction toward local 

best (pbest) and global best (gbest) positions. In 

most of the cases, the acceleration coefficients are 

set as 2.0 [19]. In this paper, Acceleration 

coefficients c1 and c2 are adaptively changed. The 

acceleration coefficients of the proposed APSO 

algorithm are shown in figures 7 and 8 

respectively. c1 is decreased rapidly and c2 is 

increased slowly at initial iteration for good 

exploration (local search). c2 is then increased 

linearly for good exploitation (global search). At 

the end, c1 is smaller and c2 is larger for good 

convergence.  

From Figure 9, it is evident that the fitness 

function value converges smoothly to the 

optimum value without any hasty oscillations and 

further it is also proved that the APSO algorithm 

has much faster convergence than PSO algorithm. 

Algorithm PSO APSO 

Performance 

Parameters 

Settling time 

(sec) 

Overshoot  

(%) 

Rise time 

(sec) 

Settling time 

(sec) 

Overshoot  

(%) 

Rise time 

(sec) 

Area 1 9.4488 10.0484 0.0012 7.4363 9.8464 0.0008 

Area 2 19.8771 0.2439 0.0526 18.7604 0.1905 0.0482 

Tie line power 20.0172 0.2533 0.0207 19.3148 0.2177 0.0176 

Fitness Function 

Value 
1.5301 0.0689 

Table 3 
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Fig.8. Acceleration Coefficient 2 of APSO 

 

 

 
Fig.9. Comparison of Fitness function value 

 

8 Conclusion 
In this paper, an adaptive particle swarm 

optimization based LFC has been examined for a 

two area power system. The simulations are 

conducted using MATLAB Simulink. The 

proposed adaptive PSO is developed based on the 

pattern search algorithm. The comparison of 

results shows that PID controller using APSO had 

lesser rise time, settling time and lower overshoot. 

Also proposed APSO’s faster convergence to 

optimal solution shows algorithms ability to avoid 

premature convergence than PSO. This proves 

APSO based PID controller is better for LFC than 

other conventional methods.  
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